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Constraining 8ign Language Handshapes:
Toward a Phonetically Grounded Account
of Handshapes in
Taiwan Sign Language and American Sign Language
Jean Ann
University of Arizona

0. Introduction
Researchers claim that sign language handshapes are
mposed of distinctive features (Battison, 1978; Mandel,
G; Corina and Sagey, 198%; Sandler, 1%8%; Ann, in
ep. among others). These proposals use features to
escribe how handshapes are articulacted. To this end, the
relevant features in such proposals tend to describe two
chings: first, one set of features names which finger(s)
are ‘active'’ 1n a handshape (= finger features or
features for selected fingers). Another set of features
describe the position of the factive’ fingers, regardless
of which fingers these are, (= configuration features)"

In this paper, I show that recent feature theories
{Corina and Sagey, 1%8&; Sandler, 19%89) for sign language
handshapes make two incorrect predictions about the "one-
finger" handshares cf American Sign Language (ASL) and
Taiwan Sign Langpuage (TSL). These predictions are first,
trhat anv <¢f the five fingers may act alone 1in a
handshape; a&nd second, that any finger feature may
combine with any configuration feature. I argue that
neither prediction is completely correct and show that
this has to édo with the physiology of the hand. To this
end, 1 examine two kinds of effects which result from the
physicleogy. First, I show that the absence of some
predicted handshapes in both ASL and TSL falls out from
the fact that the handshapes are physiclogically
impossible. Second, I show that when a physiologically
difficult combination of finger features and
configuration features occur, the resulting handshape can
be rare in one language, and unattested in anocther. I
argue that extending the empirical coverage of Grounding
Theory (Archangeli and Pulleyblank, in prep.) from spoken
language sounds to sign language handshapes can explain
how the physiological facts about fingers account for the
patterns in "one-finger" handshapes.

The organization ©f the paper is as follows: in
section 1, I outline two recent feature theories proposed
for ASL handshapes, and point ocut the two incorrect
predictions. In section 2, I present handshape data from
£3L and TSL, and explain the crosslinguistic patterns in
those handshapes. In section 3, I explain the relevent
physiclogy ©f the hand. In section 4, I show how the
physiological faccs discussed in section 3 explain the
patterns in the ASL and TSL handshapes discussed in



section 2. In secticn 5, I give a brief explanation of
Grounding Theory and show how 1t can incorporate
physiological facts to explain the patterns in handshapes
in ASL and TSL. Conclusions are presented in section 6.
1. Recent Feature Theories Predict Unattested

Handshapes

In this section, I present the relevant parts of two
recent distinctive feature theories (Corina and Sagey
1988; Sandler 1989) which propose features for fingers
and features for configurations. For my purposes, what is
crucial is not the differences between the proposals but
two of the predictions made by both the proposals. In the
followang subsections, I discuss the features for finger
selection, the features for finger configuration, and the
predictions made by the two proposals.
1.1 Features for Finger Selection

Both Corina and Sagey (1988) and Sandler (1989) try
to capture the fact that each finger is relatively
independent. The features proposed in both theories for
each of the fingers are shown in (1):

1. [T] = Thumbd
[I}] = Index
[M] = Middle
[R] = Ring
[P] = Pinky"

The features 1in (1) might be used to describe the
handshapes in (2a) and (2b).

& &
2. (a) (b)

The handshape in {(2a) might be described as [1] since the
index finger appears to be ‘active’, while the rest of
the fingers seem not to be involved in the handshape. The
handshape in (2b) might be described as [T], since the
thumb seems ‘active’, while the rest of the fingers seem
not to be active.
1.2 Features for Finger Configurations

In addition to the features for finger selection,
both proposals have features for the possible finger
configurations. In 1.2.1, I introduce briefly the
physiology of the hand relevant to the features for
finger configuration.
1.2.1 Pogsible Configurations

Any finger can be flexed (that 1is, towards a
"closing" position) or extended at each joint. Proceeding
outward from the palm, the first joint on all five
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fingers ig¢ the Xnuckle, or metacarpophalangeal (MCP)
joint, shown in (3a). The second jolnt on the I, M, R and
P is the proximel interphalangeal {(PIP) joint, shown in
{3b). Finally, the joint closest to the fingertip of the
I. ¥, Rand F is the distal interphalangeal (DIP} joint,
shown in (3c?. The PIF and DIP joints generally function
as a unit (Brand, 1985).

The combinations of flexion and extension of these
joints yield four logically possible configurations of
the hand. First, the fingers can be "extended', as shown
in {4}, in which there is no flexion at MCP, PIP or DIP
joints,

X

Second, the fingers can be "curved", as shown in (8), in
which the fingers are flexed at the FIP and DIP joints,
and not flexed at the MCP joint.

5.

Third, the fingers may be flexed at the MCP joint, and
not flexed at the PIP and DIP joints, or "bent®, as shown

in {6):

Finally, the fingers may be flexed at the MCP, FIP and

6.



DIP Joints, or closed, as shown in (7},

75

with thixs understanding of how the possible
configurations of handshapes are made, let us return to
the discussicn of the two proposals for ASL handshape
features.

Sandler’'s {198%) proposal comprises four {relevant!
features for finger configuration given in {8):

8. [open] [closed] [bent! [curved)

In this system, each of the configurations in {(4}-(7)
would be assigned the appropriate feature. For example,

(4) is [+openi, (5) is [+curved}, (6} is [+bent] and (7)
is [+closed!.

Corina and Sagey's (1988} proposal has twe
(relevant) feartures for finger configuration given in
{9} :

g, [bent] [curved]

Random combinations of these two bivalent features yield
all four logically possible configurations of the
fingers. In Corina and Sagey's system, the handshapes in
(4)-(7} are assioned the features as indicated in (10;:

10. handshape in (4)
handshape in (5)
handshape in (6}
handshape in (7)

[~-bent -curved]
[~bent +curved]
[+bent -curved]
[+bent +curved]

Honowon

Sandler (198%) uses four features to describe the
configurations, and Corina and Sagey (1988) use two
features.

1.3 The Predictions for Finger Configurations

Both Corina and Sagey (1988) and Sandler (1989)
place the features they propose in feature geometries
shown in {lla-b).
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Two predicticons of concern here are, first, that
each of the five fingers, I, 1, M, R or B, can act alone;
seccnd, that any finger feature might be allowed to
combine with any configuration feature®* I argue that
the facts do ncot bear cut this prediction. Specifically
in section 2, I discuss one class of handshapes from ASL
and TSL, which I call the "one-finger" handshapes.

2. The Patterns of "One-finger" handshapes of TSL and

ASL

In this section, I present the relevant data from
both ASL and TSL, and point out the c¢rosslinguistic
patterns concerning handshapes. In *one-finger*
handshapes, such as (2Za) and (2b), one finger has a
particular configuration, while the rest of the fingers
have another configuration. Thus, "one-finger" handshapes
are composed of twe groups of fingers: the first group is
the lone finger, and the second group is the rest of the
fingers, which (for this discussiocon) are all closed. The
*one finger™ (either T, I, M, R or P} in the handshapes
I examine here can . have three configurations: it can be
extended, bent or curved., I omit an examination of
closed, the fourth logically possible configuration, from
this discussion.

The patterns in TSL and ASL that result when finger
features and configuration features combine are indicated



in (12)°.

12. TSL and ASL handshapes involving one finger
(¥ = attested, 0 = unattested, r = rare’)

1 : FINGER CONFIGURATIORS

TSL ASL
Extended Curved Bent Extended Curved Bent
[T b % X X g X
Px X ¥ X X % b
% * * F ok ok
M * * .t Xr * 0 0
- * *x »* *
R * 0 > 0 Xr 0 0 0
ok KoK L
P X X : X k) X

Four patterns in {(12) reguire explanation. Pattern
1 (boxed by asterisks) indicates that ¥ and R are
unattested with [extended] in TSL and ASL. Pattern 2
{boxed by double lines) shows that M and R are unattested
with ([curved] in TSL and ASL. Pattern 3 ({(boxed by a
single line) has two parts. First, in TS8L, M and R with
[bent] are attested but rare, and second, in ASL, M and
R with [bent] are unattested. Finally, Pattern 4
(underlined) illustrates that T and P do not combine with
[curved] in ASL, and are rare in TSL.

In both Sandler’s (1989} and Corina and Sagey’s
(1988) theories, since any of the selected finger
features are predicted to combine with any of the
configuration features, Patterns 1-4 have no explanation.
in section 3, I show how an examination of the physiology
of the hand helps to explain these patterns.

3.0 The Physioclogy of the Hand Relevant to Handshapes

Mandel {1980, 1981) suggests that serious
consideration of the physioclogy of the hand can add to
our understanding of signs. For example, Mandel (1980)
suggests that the extensors in the hand can help explain
which fingers are easier to extend. Following up on this
line of thought, in this section, I discusg the extensors
and the flexors of the hand in turn.

3.1 The Extensors

Extensors are muscles responsible for causing
fingers to extend, primarily at the MCP joint. The names
of the extensors in the hand are given in (13); each can



be located in the illustration of the dersal side ¢f the
nand inm (14
12, Nzrmes c¥ Exrenscrs
Common Extensors
a. fcr I, M, R and P = extensor digitorum communis
b. for T = extensor pollicis brevis
Independent EXtenscrs
c. for T = extensor pollicis longus
a. fer I = extenscr indiclis proprius
€. for P = extenscr digiti minimi
14 Dcersal side of the Hand

{picture from Tubiena, 1%81; my labelling of extenscrs)
14

A common extensor, the extensor digitorun communis,
extends the I, M, R and F at the MCF joxn: The extensor
which has this function for the T 1s the extenscr
pollicis brevis. Thus, each of the five fznoers hac cne
extensor: the I, M, R and F have the extenscr digitorum
communis and the T has the extensor pollicis b*ev*s. In
addition to the common extenscor, the T, I and P each h,ve
one independent extensor {Brand, 19&%). The exten

pollicis longus (for the T), extenscr indicis p:”"r-uw
{for the I) and extensor ig* I minimi {for the F) are
shown in (14). It is clear that there iz an asyTwetry in

e TY
the fingers with respect to extenscrs: the T, I, and P



each have tuwg extensors, the common extensor and the
independent extenscr; while the M and R each have only
one extensor, the common extensor (Mandel, 1980).

The commeon extensor cannot fully extend either M or
R when the rest of the fingers are closed. However “the
commeon extensor can get M or R into a "bent® position
with some difficulty. I argue in sections 4 and 5 that
this physioclogical asymmetry has implications for the
phonologies of ASL and TSL.

3.2 The Flexors

Flexors are muscles that cause the fingers to flex
{close) at any 3jcint. The I, M, R and P are all closed by
the flexcr digitorum profun ndus and the flexor digitorum
superficialis., The T is closed by the flexor pollicis
longus and the flexor pollicis brevis. (The flexors are
not labelled in (14) since they are located on the volar
side of the hand.) Note that (unlike the situation with
the extensors) there is no asymmetry in the flexors: all
the fingers have the same number of flexors. The
significance of this fact will be discussed in sections
4 and 5.

3.3 Summary of the Physiology of the Hand

The common extensors facilitate extension of T, I,
¥, R and P &t the MIF joint when I, M, R and P or all
Five fingers act together. However, when one finger such
as the T, I or P is extended alone, it is the independent
extensors that do the work. Since both M and R lack
independent extensors, they must rely upon the common
extensor to extend them at the MCP joint,

4. How the Physicology helps explain Patterns 1-4

In this section, I re-examine the patterns to be
explained from (12), in light of the physiolegy presented
in section 3. I claim that the physiology 1s partially
responsible for the patterns we find in sign language
handshapes. I show that the two predictions {(first, that
it is possible for any one finger to act alone, and
second, that any finger can c¢ombine with any
configuration feature) are 1incorrect. Rather, some
combinations of features are subject to physioclogical
constraints, which I argue are sometimes absolute and
sometimes not. I give explanations for Patterns 1-4 in

(12) in turn.

Pattern 1 was that a fully extended M or R was
unattested in both ASL and TSL. An understanding of the
physiology makes the explanation for Pattern 1 clear:
full extension of M or B is impossible due to their lack
of independent extensors. However, the lack of
independent extensors in M and R has another less obvious
implication. Recall from section 1.2.1 that curving a
finger necessitates both extension at the MCP joint and
flexion at the PIF and DIP joints. Both ¥ and R can flex



at the FIF and DIF joint, but neither M nor R can fully
extend at the MCP joint. For this reason, curving M or R
is impessible. The explanation for Pattern 2, (= neither
z curved M ror a curved K is attested in ASL and TSL), is
clear: it is physiologically impossible to curve M and K.

The twe parts of Pattern 3 are first, both M an R
can take on a bent configuration in TEL, but both of
these are rare. Second, neither M nor R can assume a bent
configuration in ASL. I claim the explanation for this
falls out from the fact although it is not
physioclogically impossible for M and R to take on a
*hent" configuration, it is uncomfortable’. I explain
this further in section 5.

The two parts of Pattern 4 are first, that neither
T nor P combine with [curved! in ASL, and second, that
the combination of T or P with [curved] i1s rare in TSL.
This is similar to Pattern 3, in which a handshape was
unattested in one language and rare in the other. Unlike
Pattern 3, a plausible physiological explanation is not
readily available for Pattern 4. Although it seems to be
the case that many people find curving the P difficulrc,
there is as yer no physiological fact having to do with
the extensors, flexors or junctura tendinae that might
straighforwardly explain this. An answer may still be
found in other aspects of the physiclogy, such as the
nerval system of the hand. It is also possible that a
perceptual (= the analog of acoustic) consideration might
be responsible. Ir the absense of such an explanation, I
am forced to conciude that Pattern 4 is an accident.
5. Extending Grounding Theory to Handshapes

In this section, I Dbriefly introduce three of the
fundamental ideas of Grounding Theory (Archangeli and
Pulleyblank, 1in prep.}. I show how Grounding can
incorporate the physiological facts discussed in section
3 to explain the patterns of handshapes in TSL and ASL.

First, the aim of Grounding Theory is to restrict
the possible combinations of phonological features.
Grounding Theory does this by stating that if a language
has a constraint, the constraint is phonetically based (=
grounded). That is, a language will never require a
constraint that is not phonetically motivated. Second,
the strength of the phonetic basis of a constraint
correlates to the strength of the constraint across
languages. Thus, a constraint which has strong phonetic
motivation is predicted to hold universally. We expect
crosslinguistic variation with respect to a constraint
which has less strong phonetic motivation: some languages
will inwvoke it, some will not. Third, Grounding Theory
claims that in the unmarked case, a language will invoke
as many constraints as possible. Thus, languages are
predicted to prefer to constrain their phonclogical
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systems, rather than not: the fewer constraints a
language has, the more marked it is. I consider
physiological motivation for constraints on sign language
handshapes the analog of r“phonetic® motivation for
constraints cn sounds.

From the data we have seen, it seems that a theory
with explanatory and predictive value should be able to
exclude handshapes on physiological grounds, some
absolutely and some by degrees. Grounding Theory
{(Archangeli and Pulleyblank, in preparation) has this
property.

5.1 Constraints on Sign Language Handshapes

Patterns 1 and 2 were that neither M nor R could
extend or curve in TSL and ASL. The explanaticn (that
these empirical facts were due to the lack of independent
extensors for M ard R) corresponds to the existence of
strongly physiologically motivated <constraints (=
grounded path conditions) such as those in (15} :

15, If [M], then nct [extended]
If IR}, then not [extended]

Because the phvsiological motivation is strong, (135) is
predicted to be invoked universally: no crosslinguistic
exceptions are predicted.

Pattern 3 was that both M and R could assume a bent
configuration in TSL, although both configurations are
rare. In ASL, neither M nor R can be bent. I noted that
it is physiologically possible, but uncomfortable to put
M or R in a bent configuration. I propose that this fact
corresponds to a weaker constraint, shown in (16} :

16. If [M], then not [bent]
If [R}, ther not [bent]

The constraints in {(16) are weaker than those in (1%5),
since as noted, it is not impossible to configure M and
B as bent, but only uncomfortable, particularly for E.
Because the physiclogial motivation for the constraints
in {16) is not as strong as for the constraints in (15},
the prediction is that crosslinguistically (16) is only
sometimes invoked. In the data provided here, ASL invokes
(16) and TSL does not. Since the third tenet of Grounding
Theory 1s that it 1s less marked crosslinguistically to
invoke the constraints, the prediction is that more sign
languages will be like ASL (i.e. they will invoke (18)),
and fewer signed languages will be like TSL (i.e. they
will neot invoke (16)).
6. Conclusion

This study demonstrates that three of the four
patterns in attested and wunattested ‘one-finger"
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handshapes in AfL anéd TEL can be explained by
physiological facts. This is not to say that ASL and TSL
handshape inventories are solely the result of
physiclogy, for their inventories are not the same.

However, similar patterns exist across the inventories of
both languages: for example, first, neither language has
certain handshapes (Patterns 1 and 2), and second, where
2 nandshape is unattested in one language, it is rare in
the other (Patterns 3 and 4). In the present analysis,
Patterns 1 and 2 are the result of feature combinations
which are physiologically impossible. These facts have
not yet been incerporated into either a feature geometry
or a set ©f constraints on feature combinations for
handshapes. To explailn Pattern 3, I use Grounding Thecry
Lo propose phvsioclogical constraints on feature
corpinations. The physiclogical facts relevant to Pattern
2 are clear; there is a physiclogical basis for a
condition. In addition, because Grounding Theory states
that in the unmarked case, languages will invoke as many
physiclogically grounded constraints as possible, there
are strong predictions made about the variations in
handshapes we should find crosslinguistically. It is
predicted that more languages will be like ASL (and adopt
the constraint for Pattern 3), than like TSL {and ignor
the constraint for Pattern 3). This is supported by data
from the "one finger* handshapes of ASL and TSL.

Endnotes
1. I do not discuss this distinction between ‘active’ and
‘inactive’ fingers in a handshape in this paper. For more
discussicn, see Mandel, 1980; Sandler, 1%8%;: Corina and
Sagey, 1988; Ann, 1991. For the purposes of this paper,
I appeal to the readers' intuitive understanding of the
Lerms.

2. The abbreviations for thumb, index, middle, ring and
pinky are enclosed in sguare brackets when they are used
as features: [T}, [I}, ([M], I[R], [P]. In any other
context, they are underlined: T, I, M, R, P.

3. Other predictions are made as well that concern which
sets of fingers might act together, and what
configurations these sets of fingers might assume. Since
these predicticns do not have to do with "one-finger®
handshapes, I do not discuss them further in this paper,
but see Ann (in prep.}.

4. In the case of Corina and Sagey'’s proposal, a finger
feature would combine with a set of configuration
features, compesed of some combination of + and - values
for [bent] and [curved].
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S, In (12) the use of the terms "extended", "bent" and
‘curved” 1is mearnt to be purely descriptive,

§&. Rare means used in fewer than thres signs.

7. Most people feel that bending M is much easier than
bending K. This 1s because of the relationships between
the fingers caused by the Junctura tendinae. Three
Junctura tendinae are of interest here: the one that
connects the M to 1 ({(labelled in 14%f}, the one that
connects M to R {l4g}, and the one that connects R to P
{14h), When (14f) and (ldg) are stretched, (i.e. when the
I and R are closed, with M as extended as possible) the
result 1is a slighly increased degree of freedom in M.
Conversely, when (14g} and (i4h) are stretched {(i.e. when
the M and P are closed with the R as extended as
possible), R 1s pulled down toward the palm. Thus, M
emerges as the more independent of M and R. I thank Sandy
Sasarita for useful discussion of this phenomenon.
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On the Position of (Postverbal) Subjects in Spanish'
Alfredo Arnaiz
University of Southern California

0. Introduction.

It is a known fact that in certain Romance languages (among
others) subjects may surface in preverbal or postverbal position.
In Spanish. one source of postverbal subjects is the so—called Free
Subject Inversion (FSI) phenomenon; in this case, the subject of a
declarative sentence may optionally surface after the verb. Another
source of VS word order is fourd in interrogative sentences; here,
whenever a WH—element (0f a certain kind) has been moved into COMP,
the subject NP must appear following the verb, this is what Torrego
(1984) has called Obligatory Inversion Rule (OIR).

In this paper, we discuss the issue concerning the position(s)
that these subjects occupy in the different stages of derivation.
within the proposal of the Internal Subject Hypothesis (ISH) (see
Koopman & Sportiche (1987.1990)). we intend to show that actually
there is no process of inversion; in other words, postverbal
subjects do not involve a special applicaticn of the rule Move-—a.

This paper is organized as follows. In the first section, we
deal with the phenomenon of floating quantifiers in Spanish
following the proposal of Sportiche (1988) and discuss cases
invelving negative polarity items ("negative doubling"). By doing
so, we intend to show that the ISH holds in this language. The
second section deals with the so—called FSI1 phenomenon. Here, we
provide evidence against some of the previous proposals and suggest
an account based on the ISH. The issue of Case assignment is also
discussed. In the third section, we show that postverbal subjects
in interrogative sentences do not involve extra instances of
movement, and —within the ISH- propose an account in the line of
Goodall (1991a). Here, we alsoc suggest that the asymmetry noted by
Torrego (1984) concerning the position of subjects in Wh—questions
does not entail the same derivation as commonly assumed.

1. The ISH in the Case of Spanish.

1.1 Floating Quantifiers.

Sportiche (1988) proposes a theory of floating quantifiers
(FQs). based on the assumption of a structure for IP similar to (1),
linear order aside.} The structure in question underlies to what
has been called the Internal Subject Hypothesis. - This hypothesis
claims that NP* is the cancnical or D-—structure position of the
subject. In this line, KXoopman & Sportiche (1987) propose the
existence of two classes of languages that differ in the position in
which the subject NP may appear at S—structure. In languages of
Class 1 (i.e. French. English, among others), an overt subject NP is
base—generated in NP*. from where it later must be moved to
{Spec,IP], where nominative Case is assigned.



ot
[

On the other hand. in languages of Class 2 (i.e. Irish. Itaiian
among others; a subject NP —alsc base—generated in NP~— may appear
at S-—structure in ite D-structure position. or in a position other
than [Spec.lP]

Ancther assumption at the base of the theory of FQs developed
in Sportiche (1988 is that quantifiers (modifiers in general} are
generated adjoined to the maximal projection they modify.® Thus.
subjects that include a guantifier Thave the D-structure
representation in (2):

(2 IF

1° ve

Kp* v’
\
g NE* VT

Once these assumptions have been made. a floating quantifier
is simply a guantifier that has been left behind by the subject in
one of the intermediate Specs which the subject reaches along its
movement towards the [Spec.IP] position. In other words. as
Sportiche himself suggests. there is really no process of QF,
everything is reduced to the fact that gquantifiers appear NP-
initially and to the existence of a process of subject raising.
(See Giusti (1990)). :

In Spanish. a gquantifier related to the subject may appear or
float in different positions, as illustrated in (3)—(4).

?*Los hombres todos dedicaron un poema a Maria

Los hombres dedicarcn todos un poema a Maria

Los hombres dedicaron un poema todos a Maria

Los hombres dedicaron un poema a Maria todos

“The men all dedicated a poem to Maria”

4y a. Los hombres habian todos dedicado un poema a Maria
Los hombres habian dedicado todos un poema a Maria
“The men all had dedicated a poem to Maria”

(3

pooe

o

Some comments are in order. First, all the examples except
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(3ay are ambiguous between a reading in which todos is understood as
“gach one” and another in which it is understood as "all together™.
For case {3a). the only available reading is "all together", a fact
that suggests the non-flcoaring nature of this case. There are two
arguments that support this view. First. another quantifier that
may float is cada uno ("each one"), and it is not available in a
context like the one of (3aj. Second, this guantifier appears with
the same (and only) interpretation in the same position in relation
to the NP in contexts where flcating is not available in Spanish
(eg. El nifio vio a los hombres todos “"the boy Baw the men all
together”). It is interesting to note that some speakers do not have
the possibility of having the quantifier following the KP. Note.
also. that the case in discussion {{3a)) becomes totally acceptable
if the quantifier is preceded and followed by distinct pauses, &
possibility that we are not interested in. Secondly, most speakers
consider the cases involving a guantifier in sentence—finalposition
as marginal. but the judgement improves if some material follows the
guantifier (e.g. esta tarde “this afterncon").’

Sportiche’s theory of ¥Qs offers a straightforward account cof
the cases in (3a—~b). (3d) and (da). For (3a). there is no Spec
available to leave the quantifier floating: the NP subject is in
{Spec.IP} and the verb occupies the head position of IP. In {3b)
the gquantifier todos is in [Spec.VP]. In relation to {3d). we will
assume that the quantifier is also in {Spec,VP), but in this case
the Spec position follows V°. Kotice. as noted by Sportiche
(1988: p.437). "the null assumption seems to be that NP* is freely
ordered with respect to VP"; in other words, there is nothing that
prevents generating the Spec to the right of ye? For the case in
(4a}. the guantifier occupies the Spec position of the XP headed by
the auxiliary (ASPP or VPH)

Let us now turn to cases (3c) and (4b) that present apparent
problems to Sportiche’s thecory of FQs. (3cy shows a quantifier
floating between a direct object and an indirect object. This case
is somehow similar to (3d).  the subject Kp is generated following
VP, But in (3¢) the indirect object a Maria has been right-
dislocated, being adjoined to VP (or IP).

Now, consider case (db). In Sportiche’s propesal this
possibility is not available. since in this case the element that
raises to I1I° is the auxiliary; the verb remains in its original
position. The structure of IP assumed by Sportiche is not capable
of dealing with a case such as the one at hand. Here, the option of
generating the subject to the right of VP does not offer a solution.
Cases like {(db) seem to suggest the need of an XP immediately
dominating VP’ In order to deal with cases like these, we propose
to include the Af(fix)P suggested in Hyams & Jaeggli (1989), Bee
5).F
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Af° (the head cof AfP) is a positicn to which a verb has to move in
order to take (part of) its verbal morphology (infinitival.
participial and progressive suffixes or V-class suffix =-the so-
called thematic vowel in Romance).”

Rssuming that the structure in (5) corresponds to (4b), we are
now abkle to deal with this case. V' moves to Af® to take its
participial morpholegy (at the same time, the auxiliary has raised
te I° -~ag an instance of V-raising)., and the KP subject raises
leaving behind the gquantifier in (Spec.V7]. Hence. we have the
linear order: Subject—Auxiliary-Verb-gQ.

Note that this suggestion does not posit a problem for a case

like (dai. where the guantifier floats between the auxiliary and the
verb. In this case we have a derivation similar to the one for
(4b). but instead of leaving the quantifier behind in the positien

where the subject is base-—generated. it moves along with the subject
and it is stranded in one of the intermediate Specs.

Consider now a case of FYs in infinitival clauses. See the
examples in (61:'7

6} a. Es necesario (*todos) partir {todos)
"It is necessary to all leave"”
b. Es necesario (*todeg) comprar (tedos) una alfombra
(todos)
"It is necessary t¢ all buy a carpet®

Example (6a) contains an ergative verbk (see Burzic (1986)) and (6b)
a transitive one.

Let us begin by assuming that V° moves —at least— to Af® (in
order to take its infinitival morphology).! These examples
suggest that the subject should be generated VP—internally and that
it is unable to raise. it remains in the position it is base-
generated (the difference between the two possible positions for
todos in (6b} is related to the possibility of generating the Spec
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toc the lefc or right cof VP For an explanaticn of these factes see
Bellezti {1990, and Arnaxz (in prep.).

1.2 Negative Polarity Items.

Another pilece of (Lndirect; evidence for the ISH in Spanish is
observed in the behavior ¢f negative polarity items.” As it is
known., in Spanish —as in Italian (see Rizza (1982;)— these items
need to cO-OCTUr with no (the sentential negation marker) 1f they
appear in postverbal position, see examples in (7).

in

7 a. *(No} ha llegadc nadie
"Neg has arrived ne one = Ko one hag arrived”
b. *{No) ha llamads nedie a Marisa
“Negy has callied no one Maria = No one has called
Maria®

c. Juan *{no} ha compradoe nada
"Juan neg has bought nothing”

However, if the negavive guantifier is in preverbal position no does
not appear. See (8.
(%) a. Nadie ha Xlegadc N
b. Nadie ha llamado a Maria
“No one has called Maria™

These negative gquantifiers as negative polarity items need to be
associated with a negative element (element that acts as a scope
marker according to Rizzi {1982) in order to fulfill the polarity
requirement. Infermally speaking, this "association” is obtained
via ¢~command{a Neg® must c —commandthe polarity item — (7)) or via
Spec —~Head agreement (the negative guantifier in their way to
[Spec.IP] enters into a Spec-Head relation with Neg®°—{8)." If
this is the case. examples like (Ta—b) seem to suggest that a
postverbal subject is generated VP-internally. cr at least in a
position lower than Neg®.

2. Postverbal Subjects in Declarative Sentences.
Consider the examples in (%) s an illustration of the
phenomenon under study:

9} a. Juan ha contestado la pregunta
b, Ha rontestado Juan la pregunta
¢. Ha rontestado la pregunta Juan

“Juan has answered the guestion®'®
In this section., we briefly review some of the previous
accounts concerning this phenomencn, and provide evidence against
these proposals, based on facts concerning FQs. At the same time,
we ghow that this phenomencn finds a simpler account within the ISH.

In other words, it is suggested that Spanish belongs to Class 21 of

Koopman & Sportiche (1987)'s  classification.
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2.1 Against Free Subject Inversion.

There have been several proposals in the literature that deal
with this kind of postverbal subjects. A main group of proposals
tJaeggii (1882 Rizzi (1982, Safar (1983, Burzio (1986). among
others! has as a common denominator the suggestion that the
phenomenon at hand supposes movement. hence the denomination of
(Free Subject) Inversicr.'t Under this view., the subject is
rightward moved and adjoined to VP (pestponed subject). as
illustrated by (10).

{10 s
S
NP Ve
[
tel, Ve NE,

In relation to this propeosal. we want to show that the phenomenon of
FQs suggests that this cannot be the case. Notice that the movement
analysis predicts a case such as (1} as possible, provided that
Sporriche  (198%1's assumption that quantifiers are generated
aijoined to the X7 they modify 15 true.

{11} *Todos contestarcn el teléfono los howmbres
*All the men answered the phone”

Kothing should prevent leaving the Q in the original position of the
subject.

2.2 Postverbal Subjects and the ISH: A proposal.

Here, we propose an account of this phenomenon that only
relies on the ISH, withoury the need to resort to ({rightward)
movement. The 1ISH allows to treat a postverkbal subject as an
unmaved subject. These subjects do neou raise to {[Spec,IP), they
remain in their D—structureposition (eg. [Spec.VP]. see (1)) where
they are assigned their O-roleby V°. In Spanish, a subject may
appear at S—structure in {Spec.IP] or [Spec,VP). Observe that this
proposal gives a straightforward account for the sc—called Free
Subiect Inversion phenomencn (see Bonet (1989 for a similar
proposal for Catalan). To illustrate this. let us consider the
cases in (9). (Ya~b} have the same D-—structure representation {see
(5)). The subject KP is generated in ([Spec,VPj. In (8a}), the
subject raises to [Spec.IP]. At the same time. the auxiliary raises
to I° as an instance of V-raising and V moves to Af°, as we have
proposed above. The difference with (9b) is that here the subject
does not raise. 1t stays in [Spec,VP]. {9c) follows a similar
derivation to (§b). however in this case, the subject has been
generated to the right of Vp.

The propesal advanced here has the advantage of explaining the
FsI phencomenon by recurring only to the ISH. In other words., the
possibility of having postverbal subjects in Spanish fcllows from
the structure of the sentence and from Case assignment {(an issue to
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which we turn immediately).

2.3 Postverbal Subjects and Case Assignment.

It has been suggested that postverbal subjects remain in their
D-structuraposition. This would mean that these NPs are able to be
assigned nominative Case in that position. In regard to this issue,
let us consider Koopmarn & Sportiche’s {1990) suggestion concerning
nominative Case assignment.

K&$ propose that there are two mechanisms through which an NP
may receive nominative Case. One is what they call Case assignment
under government. the other is Case assignment by agreement. The
former mechanism supposes that INFL assigns Case to an NP that is
governed by it. See (12 For the latter mechanism, see (13).

(1)

)

Government

o governs § if « I-—commands 8 and no Barrier for
3 intervenes between o and §.

. I~-command

« I-commands (immediate command) # if the first
constituent contalining « contains (.

(13 let H be a Case assigning head, Then if it is a Case
assigner by agreement, it may assign Case to an KNP in its
specifier position, as a reflex of the general process of
specifier—head agreement. (K&S (199%0:p.18)).

According to K&$. languages vary in relation to which

‘mgchanism is at work ain assigning Case to the subject. In some
languages —Class 1~ Case is only assigned by agreement {eqg. English,
French). In others -Class 2- both mechanisms are availakle (eg.
Arabicl.

We have suggested above that Spanish is a Class 2 language.
which means that both mechanisms are available. That is, a subject
moved to {Spec.IP] receives 1its case by agreement; and a subject
that remains in its D-—structure position i¢ assigned Case under
government (cf. Roberts {1990)).

There is a slight complication that we need to take care of.
In the examples in (9), it is possible to observe that a postverbal
subject must be able to receive case in the [Spec,VP] position, even
in those cases where some projections intervene between I° and the
subject (in this case VP/ASPP and AfP). For these cases, we need
to ensure that Case is able to reach [Spec.VP).” . We assume that,
since selection ig involved between the X°s and XPs of the structure
adopted, no barrier intervenes between the case assigner (the tensed
I°) and the NP subject (see Rizzi (1990:p.6)). Putting it in
another way, these functional categories are transparent to
government, they can only be barriers by inheritance.!®

3. Postverbal Subjects in Wh-guestions.
As first noted in Torrego (1984) —see also Goodall (199]a).
Spanish Bhows an asymmetry concerning the position a subject must
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occupy in Wn—-gquestions. Consider the following examples:

(14; a. Qué ha ordenadc Juan?
b. *Qué Juan ha ordenado?
"What has Juan ordered?”
(15) a. C&mo se comportd Juan hoy?
k. *Cimo Juan se comportl hoy?
“"How did Juan behave today?"
{16y  a. Dénde ha almorzado Maria el Gltimo mes?
b. *Dénde Maria ha almorzado el Qltimo mes?
"where has Maria eaten last month?™
(17) a. Por gué comprd Juan ese televisor?
= Por qué Juan compré ese televisor?
"Why did Juan buy that TV set?"
(18} a. En qué medida ha afectado la recesidn al pais?
b.  ?En qué medida la recesidn ha afectado al pais?
"In what way has the recession affected the
country?"”

These examples show that in certain cases of gquestions involving Wh-
extraction the KP subject is reguired to surface in postverbal
pesition. the Obligatery Inversion Rule (OIR) of Torrego (1984) (see
also Uribe-Etxebarria (1990;).

In this section. we suggest that cases (a) and {(v) of the
examples above do not imply the same derivation as commonly assumed
We also want to show that the (a} cases are related to our proposal
for postverbal subjects in declarative sentences. By doing so, we
will show that the OIR does not entail an extra instance of verb
movement; as in the other case of postverbal subjects. the verb
cccupies I° and the subliect is in [Spec,VP] at S—structure

3.1 wh-V~-§ order.

3.1.1 V° is in I® and the subject is in [Spec,VP}

At first sight. there seems to be -‘two possible ways to
approach the (a) cases in (14-]8). One possibility is to think that
the verb moves higher than I°. In this line, Torrego (1984)
proposes that a V-Preposing rule is responsible for these cases, a
WH—element of a certain kind in COMP triggers this rule. Under her
analysis, the verb is left—adjoined to S (IP in the structure
assumed here). Another option ~withinthis view- is to suggest that
V raises to €° in WH-guestions (an instance of If~to—-C°movement as
proposed in Rizzi (19821991},

Note that if the OIR implied a further step in V-movement, it
would be expected that no material can appear between the Wh-element
and v. This prediction is falsified by cases like (19}, where an
aspectual adverb intervenes between the Wh—element and V (for a
similar arqgument see Goodall (19%9laj):
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(19, Qué Qué platc siempre nunca ordena Juan en este
restaurante?
"What/Wnat dish does Juan always never order in this
restaurant?”

On the other hand. it should be observed that the two
proposals above assume that the NP subject occupies the [Spec,IP)
{the preverbal positioconl

There are two arguments against this assumpticn. The first
ane comes from negative polarity items. As said earlier, a negstive
gquantifier in [Spec. IP] does not reguire the presence of the
sentential marker no (see (B). This means that we have a way to
determine the position of the subject: if the subject 1is in
[Spec.IP}. no should not appear; if the subject is in a position
lower than NegP then. no must appear. Cases such as the ones in
(20) go against the propesals mentioned above.

20 a. *Qué comprd nadie?
k. Qué no comprd nadie?
"wWhat did no one buy?"

The second argument comeg from the phenomenon of FQs (¢f.  Lois
(1989)), see (J1).

21y *Qué pensaban los hombres tcdos?
"Whnat did the men all think?™

In (21), following the proposals under discussion, V has kbeen moved
v-preposing has applied or it is in C%) and the subject is in the
[Spec.IP} position. If this were the case, then (21} should be
possiple as an instance of FQs (see 1.1). Note that the Q should be
able to remain in [Spec,VPj.

as seen. (19}, (20) and {21} argue against the possibility of
considering the existence of additional instances of movement in WH-—
gquestions. (19} suggests that V does not move further than I°. On
the other hand, (200 and (213 show that the subject NP cannot be in
[Spec.IP]. Moreover. in this context there seems to be no process
of S—raising.

The evidence shown leads to a second way to approach this
phenomenon. Within the ISH, it is pessible to claim that in WH-
questions, V-raising takes place in the usual manner, but subject
raising somehow does not apply (in the relevant cases). Notice that
if the NP subject of a WH-question remains in its D-structure
pesition and the verb raises to the head of IP, none of the problems
noted above arise. '

Under this view, postverbal subjects in general (resulting
either from the FSI or the CIR phenomena) occupy the same position:
[Spec.VP]. Also, in both cases, V-movement applies uniformly.

The guestion that remains to be answered is why is it that
certain subjects of WH—questionhave to remain in [Spec,VP]. or what
prevents these subjects from raising. We intend to answer these
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guestions in the next secticn.

3.1.2 Proposal.

We propose. following Goodall (1991ab. that the WH-phrase
moves into {Spec,IF! in its way to [Spec.CP] (cf. Bonet (1989)) As
seen above. the subject in these Wh-guestions cannot appear in
[Spec.IP] (1t remains 1n (Spec.VP)r this suggestion takes care of
thigs fact. But. at the same time. two important guestions arise.
On one hand. why in the case of Spanish., Wh-—extraction takes a
different course? Rn answer to this guestion may be related to
Rizzi {I9911’s  Wh-Criterion '® Le4 us assume that this criteriocon
holds in Spanish {(or universally); then. since this language lacks
I“-to—-C° movement. the Wh—element needs to move to‘through a
position where it will be able toc comply with the Wh-Criterion.
That position has to be (Spec.IP)}; recall that according to Rizzi
the {+WH) feature is a specification ¢f 1I° ~themain inflection (see
also Goodall (1991n),. On the other hand. what is the status of
[Spec.1F] in relation toc the distinction A/A—bar? Gur proposal
suggests that it is an A-barposition But, at the same time, there
18 evidence that this position is an A-—position. At this time, the
only alternative is to posit that ([Spec,IP] is ambigucus with
respect tc the AA-bar distinction, a controversial issue {see
Diesing (19901, We leave this guestion open for further research.

3.2 Wh~S-V orxder.

Torrego (1984 shows that in Spanish there seems tc be an
asymmetry concerning the position a subject may occupy in Wh-
guestions (c¢f. (14—16) ve {(17-18)). She proposes that this

asymmetry ie related to the nature of the constituent extracted:
if a verbal complement (obligues included) is wh-—extracted, then the
only order available 1s Wh—-V-—8; and when an adjunct ls extracted,
the orders Wh-V-—Sand Wh-S-Vare possible (¢cf. (15b). Here, we
want to review this proposal and suggest that the asymmetry is not
related to the nature of the complement. but to the existence of two
different processes of question formation in this language.

Our suggestion 1s that cases that present the order Wh-v-§
undergo the canonical/standard process of Wh—extraction, as proposed
in the previous section. The other cases, those that show the order

Wh-§-~V, entail a topicalization process. Consider the following
contraste:
(22) a. *Qué Juan ha preparadc para la comida?

b. ?Qué platos Juan ha preparadc para la comida?
"What/What dishes has Juan prepared for dinner?"
(23) a. *Cémo Juan se ha comportado hoy?
b. ?De qué manera Juan se ha comportado hoy?
"How/In what manner has Juan behaved today?"
{(24) a. *Dé&nde Maria ha almorzado el Gltimoc mes?
b. ??En dénde/?En qué lugar Maria ha almorzado ..?
“where/In what place has Maria eaten last month?”
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Concerning the fa) cases. all of the speakers consulted agreed on
their unacceptability. In relation to the {b) examples, most
speakers had problems with these cases when seen in isolation, put
wher. considered 1in contrast. there seemed to be a considerable
improvement. ™ There 1is also & difference in the intonation
‘pattern between cases such as (22b). (23t) and (24b) and those that
have the order Wh-V-§;the former entail a slight drop after the Wh-
element (this is not the case in canonical Wh—guestions). The
difference between the (a) and (b) cases appears to be related to
the impossibility of topicalizing a bare Wh-—element (bare Wh-—

cperators) —(22-24a). On the other hand., cases such as (22b). {(23b
and (24b) present the Wh-operatorwithin a larger congtituent (i.e.
{pr P WH). [pp WH NP}), hence the improvement in the judgement.

Observe that these contrasts do not seem to be related to the
distinction between D—linked and non-D-linkedwh—phrases suggested
in Pesetsky (1987, see in (25) parallel cases to (22b) & (24b) that
include non—D- linked wh—phrases.

(25 a. ?Qué diablos Juan ha preparado para la comida?
"What the hell has Juan prepared for dinner?’*"
b. ?En dénde’En qgué diablos Maria ha almorzado el
Gltimo mes? °
"Wwhere the hell has Maria eaten last month?*"

I1f it were the case that this distinction (D~ wvs. non—-D-linked)
plays a role in relation to the contrasts in (22-24), one would
expect these examples to be ungrammatical as those involving bare
wh—elements.

Notes

* I would like to thank Joseph Acun. Jon Franco, Hajime Hoji.
Nina Hyams, Juan Martin. Maric Montalbetti, Liliana Sanchez and
Maria Luisa Zubizarreta for helpful comments and discussion. The
usual disclaimers apply.

1. Actually, the structure assumed in Sportiche (1988) is the one
propesed by Koopman and Sportiche (1987), where the subject (NP*) is
generated under V" "some projection of V in the X-bar system such
that V" is a small clause with VP as predicate and NP> as subject”.
The structure in (I} only differs from that of K&S in that the
subject NP (NP>} 1is generated in the Spec of VP (see Kuroda (1986)).
For similar proposals see also Contreras (1987), Speas & Fukuil
{1986), Zagona {1982}, among others.

2. For a reinterpretation of this assumption in terms of DP-—
theory, see Benmamoun (1991a.bj.

3. Cases involving perfect forms seem to be sensible to the
phonological weight of the auxiliary; this appears to be a general
requirement related to the possibility of having material between
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-

the auxiliary and the verk in Spanish:
a lighter auxiliary

cceptability decreases with

4. Thig possibiiity is allowed in certain languages (eg. Arsbkic
and English) For a proposal that deals with these cases see
Benmamour {(1991a b Sege also Sportiche {1988) for the case of
English.

5. This also seems to he the case in Romance NPs, see Vergnaud &
Zubizarreta (199]).

6. Here. since this issue does not affect our argumentation, we
are neutral concerning the labeliing of the XP projected by the
auxiliary. See Zagona (1982, and Tenny (1987) for different
proposals

7. This ig not only the case of Spanish. the same is found in
Catalan (see {ial. from Bonet (1989} and Italian (see {(ib)). This

option is also possible for some speakers of French (see $portiche
{1988: £n.4)).
[&9] a. Els neng havien recitat tots el poema
"The children had recited all the poem”
b, Gli uomini hanno scritto tutti un poema
“The men have written all a poem”
For & related proposal see Belletti (1990

8. See Iatridou (1990; for evidence that it is not necessary to
split INFL intoc TP and AGRP-§ in certain languages (¢cf. Chomsky
(198%) and Pollock (1989)).

EN one of the motivations for the inclusion of this rategory -as
O. Jaegygli (p.¢.) suggested to me~ 1s the possibility of eliminating
categorial specifications. In other words, the complement of Af°

could be seen as an XP, whose categorial specification is defined
according the kind of affix the X° takes in Af°.

10, It is necessary to note that interestingly, these cases seem
to be peossible only with an interpretation that supposes a first
person plural (?abstract—topic) controller (eg. For usilin our case).

it. In Spanish, it is possible to show that this movement has
taken place. Consider the case of aspectual adverbs such as a
menudo "often” and siempre "always". These adverbs may appear in -

at least- two positions: adjoined to VP or between the Bubject and
the verb in I°. See (i).
(¢S] Juan (a menudo/siempre} va {a menudo/siempre) al cine
"Juan often/always goes to the movies”
If this is the case. then an example such as (ii) shows that the
movement in guestion takes place:
(il) Es necesario comprar a menudo/siempre cerveza
"1t is necessary to oftensalways buy beer”
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See Bellett: (1900

12, I owe this idea to M.L. Zubizarreta (p.c.).
13. For the existence of NegP and its structural position see
Belletti (1990). Pollock (1989, among others.
14 Spanish speakers differ in relation to their intuitions on

the position that the postverbal subject occupies. there seems to ke
three groups: one that shows a preference for a subject after the
complement, another that prefers the subject before it and a third
group that is neutral to these preferences.

15. It is necessary to note that these cases are different from
those that include ergative verbs, which according to Burzio (1986)
entail a subject base-generated in complement position. See (i)
{1} Ha llegado Juan
"Juan has arrived”.

16, The difference among these proposals has to do with Case
assignment and the nature of the empty category in subject position,
for a more detailed exyposition of these views see the references
cited in the text. See also Chomsky (19813 For other -somehow
different - proposals see Borer (1986) and Koopman & Sportiche
(1987},

17. To ensure agreement in these cases, we assume Borer’'s (1986)
proposal concerning I-subjects: Coindex an NP with INFL in the
accessible domain of INFL. the notion of accessible domain of INFL
is presented in (i)
{i) a is in the accessible domain of INFL; iff INFL; c-—
commands « and there is no §;. f; I—subject of INFL;.
such that INFL; c-—command INF1; and INFL; c-—commands o

18. Observe that even if one assumes Baker‘s (1988) Government
Transparency Corollary and suggests -—as Rizzi (1991:£fn.18)~ that
the trace of the lowest inflecticnal head suffices to assign
nominative Case under agreement; it is necessary to assume that in
cases involving auxiliaries, V° (in Af°) does not block this
government relation.

9. Rizzi (1991} defines this criterion as follows:
The Wh-Criterion
A. A Wh-operator must be in & Spec—headconfiguration with an

X% o uny-
B. An X°(yyq) must be in Spec—head configuration with a Wh-
operator,

20. Speakers’ intuitions vary from total acceptability to the

judgements presented in the text.
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REPRESENTATIONS AND OPERATIONS iIN HAISLA PHONCLOGY
Emmen Bach, University of Massachusetts iAmherst)
0.1 Inrredicsing,

One of the most productive word formation rules ipn Haisla vields words that
mean Ttry to X7 from words that mean "X A closely related rule makes
words that mean "go after or hunt X° from various names for animals. birds.
and other organisms Tre rules both make use of a particular reduplicative
pattern of stem extension. Here are two examples:

1 kakut’a' “trv to think. to discover something’ rtoot: <kut- “think’
2 c’a'c’ike’a ‘hunt for birds’ root v itk®- “bird’

'n this paper, [ wnuld like to use relationships like these to investigate
the nature of the underiving phonological representations of Haisla
pxpressions s0 as to throw light on two general guestions:

i. What operations can languages use for making complex words?
ii. What kinds of structures do these operations work on and produce?

The issues in the analvels of Haisla that are crucial here are:

(a) what {s the basic nature of the sonorants and glides?
tbY §s .a’ the voralic counterpart to 'h’?
() are the surface schwas in items like [bak®’as] 'monkey. Sasqguatch’
present at all in the underliving roots? That is., is the root sbk*- or
hok? - 214

["*" marks labialized segments, i.e. it stands for superscript "w™ in
alternative spellings: "a” is for schwa or syliabicity of following
tautosvlilabic sonorant]

Here are the representations given for the above and some further examples
in the Haisla dictionary {Lincoln and Rath, 1986, hereinafter cited as LR):

3. <kwt-  “thick, guess’ kakut’a! “tryv to think’

4. so'yke- “bird’ c'atc’tk®’a “hunt for birds’ (also “hawk sp.’)
5. <k'nx°- [‘crab’] k'alk’enw’'a 0 crabbing’

6. vdn- “haul”’ daden’a' ‘try to haul. drag’

7. st's-~ “hit with stone’ t'at’ac’a' “try to hit with stone’

8. vqhp- “spring salmon’ ga'qap'a & qaga'p’a ‘go after spring salmon’

On the basis of examples like (53, (6}, and (8), I will argue that the
second segments in the relevant roots should be specially represented in
some way as to reflect their.syllabic potential, in other words that roots
like those of (63 and (7) are fundamentally different from each other. On
the basis of examples like (73 I will argue that roots like st s- (or
£t’c-1 should indeed be represented with no vowel at all and that the
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particular operation involved in formations like (1) — (8 tprobiems about
stress aside}) should have available for its input seme representarion in
which the nucleic content of a syliable can be directiyv accessed and
manipulated. In this wav. by specifving the nucleic part of the roat as
involving the addition of 2 we account for the jdentify of output for
rocts such as (71 that have no {or zerot vocalic components and those like
{81 that centain an &' (or “h ) already.

0.1 Formal rreliminnries

Here’s what | assume as a general formal framework: Following Montague
119703, | distinguish hetween rules and operations. FEvery Rule includes a
specification of the formal operation that ft invokes. but it also
specifies some categery ar categories of objects to which the operation is
to be applied and the category of the resultant objects., tegether with a
specification of the semantic value of the resultant ohjects as a function
of the semantic values of rthe input objects. [ will not be concerned here
with the semantic parts of the rules | discuss. [ assume the general
definition of an operation as a function from some set to that set.
Questions (i) and (ii) are mutuallyv dependent. For example. if the objects
of the setr are just strings of phonemes. then the operatiouns must be
functions from tssts) of &rripg« to st?ings.

0.2 Preliminaries abtont Haisla.

Haisla (Ra’islak’ala) is a cover term for two languages spoken by

residents of Kitamaat Village {(near Kitimat, B.C. [t is a North Wakashan
language and shares manv characteristics with its sister languages:
Kwakw'ala. Oowek’'ala. Heiltsnk. Of interest here are the rich system of
word-format ion processes: stem extensions, modifications, and suffixing. |1
menticn enly for help in locking at examples. that among the modifications
gaverned tfor the most part) by suffixes are glottalizing (" hardening’) and
voicing ( “softening’) effects on the last segment of stems. In the
examples above, we see glottalizing effects. In citing examples [ will
adapt the notation used by Boas in his Kwakw'ala materials:

-' : glottalizing = : “voicing” - ¢ plain
g.g. ~'a t(cf. above) =aulh “completely” ~{eYla continuative, etc.

The segmental inventory of Haisla includes three series of stops, and both
glottaiized and plain sonorants. Of special interest here is the almost
complementary distribution of vocalic and consonantal versions of the
sonorants. Lincoln and Rath have presented an analysis of the segmental
system in which almost all the surface vocalic segments are derived by rule
from underiying sonorants or by rules of epenthesis. Of this more anon.
The examples glven so far will {llustrate the sallent aspects of that
analysis. (See Bach. 1940. for more discussion of the facts and analvtical
options. )
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1 Analvsis.
Here‘s a description of the patterns of stem extension we see in the
examples given so far:

a. all forms show an initial syllable in -a~ starting with the first
conscnant of the root, stem. or ward:

b. the second svilable of the extended form retains the nucleus of the
root, stem. or word. except in the case of forms with surface schwa in
the root. stem. or word, in which case the second syllablie has /a

I write "root. stem, or word™ because part of our problem is to determine
what the status, and analvsis of the input is.

Let us focus on items like (6), (Ti. and (8):
6, vdn- “haul’ dadan’a’' ‘try to haul, drag’
T. «t's- "hit with stone’ t’at’ac’a’ “try to hit with stone’

8. vghp- “spring salmon’ qa‘qap’a & gaga'p’a ‘go after spring salmon’

Why do (7)1 and (8} come out identical? Why do (6) and (7) come out
different? 1 will assume that it would be 2 good thing to choose objects
and operations in such a way that these differences and samenesses would
just follow without any special stipulations.

Let me first assure you that the patterns exhibited are not at all random,
but are completely predictable from the shape of the input item. [Note on
exceptions: “go after Canada goose” is hanafaq ' a. but there are many

things we don’t understand about h-initia! roots.] All roots of the form
CR- where R is a sonorant. work like (63, all those like (7) of the form
CO~- for Ca0-) where O is an obstruent work like (7) and are identical in
final form to those like (83 which have the form Ch- t(or Ca-). These facts
establish the following claim about Haisla:

In the interna! economy of Haisla morphophonology. it is necessary to
distinguish sonorants and obstruents. Moreover. the sonorants can act as
the nucleus of a syllable (i.e. they can be vowel-likel. (This observation
is quite in line with Boas’'s view of Kwakw’'ala phonology, under which the
syllabic sonorants were considered to be basically vocalic in nature.}

Now let us consider a number of different views about the nature of the
input and output objects that various possible formal operations might
apply to in deriving the forms under consideration. 1 will take least time
on the first account:

Account 1:
The input and output elements are just strings of sounds. the operation

{1} is this: prefix the first item in the string plus the vowel ‘a’ to
the result of applving the following operation (ii} to the input element
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Operation (ii) is this: if the second element of the input is an
obstruent. insert 'a as the secnnd element of the output talternatively-
if the second element is a3 - replace it by /a.), otherwise Operation (ii)
is the identity operation

We can raise familiar objections to this account I mention onlv one: it
projects possible operations for natural languages that just don‘t seem to
occur. It happens that the phonological laws of Haisla demand that words
start with a single consonanta!l segment. but the general view underiving
Account [ would allow us to describe a language just like Haisla, but thar
would vield forms like these:

*> jaipa from ipa ('a’ inserted after the first segment)
*2 jatapa from ipn t a inserted by something like operation (i3,

This would work for the examples given. From a general point of view, this
account makes what is probably the simplest assumption possible about the
objects that the operation applies to: they are just strings of sounds

Let us call this view the “segmental” theorv or approach. It {s the view
of the first phase of segmental generative phonology as exempiified in the
classic Spund Pattern of English (Chomsky and Halle., 1968). The sounds
themselves must be considered complex elements, for example. sets of
distinctive feature specifications as in the classic theory.

But there is more to a sound svstem than just strings of sounds. In later
developments in generative phonology. as well as in much earlier work in
non- generative frameworks. more structure has been assumed and argued for.
Traditional terms such as “svilable.” and “foot,” suggest an organization
of sounds into larger or higher units. Given some such prosodic view

of sound structures we might consider an alternative:

Account I1:

Prefix a svllable in . a2 /, with its onset copied from the stem. to the
stem modified by a second operation (the prosodic analogue of the second
operation above).

McCarthy and Prince ([1986], 1990} have argued for the kind of general
theory that would force a formulation like Account I1 rather than one like
Account [. Note that this account circumvents the difficulty we noted with
the first straw account. Faced with a hypothetical language like our
modifled Haisla, in which empty or absent onsets were allowed, the results
of our new operation would necessarily (if we do all our homework right)
yvield forms that conform to the universal and particular constraints on
prosodic structure of the language.

Our second account as it stands still does not meet the optimum of having
the results follow without stipulation. Before turning to my third
account, which is to be the favored solution here, let me note that the
second. prosodic account allows us to use the analvtic vocabulary of
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nrosedic theories, but in principle still leaves open the exact wav in
which these analytic toois may be deploved. 1In particunlar. it is
consistent with this approach to view the objects of the phonological
hierarchy not as firnished off structures but as collections of elements of
varjous sorts together with the operations or relationships that unite
them. 1 will exploit this freedom in the third account to be presented
here. inspired by McCarthy's approach to Arabic.

Let us analyse a Haisla form into three pieces a prosodic structure devoid
of sepmental content. and two sequences of segments: the consonantal
segments and the vocalic tor nucleic, or sonorant) segment. For
typographical convenience. | use CV skeletons for the prosodic structure.
S0 the phonological side of each form can be represented as a triple:

< Frosodic Structure, Consonants, Vowels >
F.g: nukwl “sea otter’ = < CVCV | tn kwd. (u i} >

My main claim now is that an approach like this allows 2 uniform statement
of the operation which, taken together with certain assumptions about the
input items. predicts exactly the forms we get in the kinds of examples
given above.

Account I11I: the Prosodic Structure of the output is: CVCVC(C), the Vocalic
member of the input item {s modified by addition of ‘a’.

The assumptions that are needed for this to work are:

i. sonorants may appear as elements in the vocalic member of the triple,
ii. items like (8) (¢t s~} have empty vocalic members. .

1f we assume that association works uniformly right-to-left, then we get
the following derivations ¢! give just the consonants and vowe! for the
input roots, more on this belowi:

3. < tk oty tuy > 4. <ic’ K°) ti} o>
<CVCVCIC) tk t) (a ul > «CVCVCHICY, (¢” k®) {a 1>
kakut 'a’ cla‘c’ ik a2

5. <{k’ x°) (n) >
<CVCVCIC) (K’ x%°) (a n)>
k'atk'enw’ a

T. (L 8) (> 8. <{g p) ta)>
<CVCVC(C) (t7 s) (ali> <CVCVC(C) (q p) tal>
t'at’ac’a’' gqa'gap’a

Note the formal similarity of (7) and (8), a desired result.

wWith the missing example (6}, however, there is a problem, if we set it up
as follows the resulting form will be wrong:
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6. <td) (n)>
<CVCVC(C) (d) (a n))
*dadanda

The correct result will be obtained if we assume that the sonorant /n’
plavs out its double role bv being part of both the consonantal and the
syllabic component of the item:

6. <(d n} (n)
<CVCVC(C) (d n) (an)>
daden‘a’

In a way, then, this step represents an expression of the insights about
the nature of the sonorants in the North WaKkashan languages to be seen in
the other writers | have cited: Boas. Lincoln and Rath.

3. A further step.

There is one other wrinkle I would like to discuss. Complex words in
Haisla (and most words are complex) are built up by suffixing various
elements to a root or modified root. So the question arises: are these
derived words (stems we may call them) subject to the same operations as
the roots in the kinds of examples we've seen so far? This questijon
latches on to the indeterminacy in the first statements of possible
operations given earlier (...roots, stem, or words). It appears that for
the most part we have to assume that the operation specified above applies
to the root of a word, but in such a way that we have to think that the -
operation has available the root of a derived word. So this makes it look
as if we might want to think of derived words alsoc as glven to the
operation not as fully built structures, but as ingredients and operations,
Iyving there like the pleces of an unassembled bicycle you are desparately
trying to put together the night before your kid’s birthday. Here are some
examples:

9. kwa 'kweng'a mink kwen‘a'q
10. kwakwikw'a' marmot kwi ' kwexd
11. k'a'k’'enw’a crab  sk'nx°®- k‘ena'xw
12 ga'qac’ita sole LR vqc’'- qec’i't sole

4. Conclusions: intensional phonolopy?

The exercise we have conducted here is strongly reminiscent of discussions
in semantics about hard questions of intensionality. If ‘2 + 3’ and ‘1 +
4’ are just different designations for the same object that is designated
by '5° how is {t possible that little Johnnie might think that 2 + 3 and

1 + 4 are different. Mountains of ink have been expended on such problems.
The view I have suggested here as possibly a fruitful way to look at some
phonological problems {s much like that represented by a number of writers,
perhaps for examples most closely related to the ones discussed here by
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Cresswell (19833,
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Prosodic Licensing in Yaneeu

Zinming Baa
Oiao State University
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o, Do taan

ithe
sl Surface Segients of Yangau
Falswo
Labial Alvedgar Retroflex Alveolar Velay
Stops: Py [T koK
Atfricares: ters tats” tcac
Fricatives: f - a2 ¢ N
Lasals M1 I M 1
Lateral |
Rhvies:  Gog v : u - a
Ui an iau
u: au
ie us v i usi
An ddn saAr o uar Sn utn in In
an o iay uang  Ng o imy Inooay

In addition to the rhymes listed above. Yanggu has the svllahic retrofiex
lateral { aud the svliabic nasal m. bringing the total of rhivmes to thirty-
nine, 1 and ¢ are apical vowels. with the latter being retroflexed. Note that
Le svmbol 7 I used to denote both the back mid vowel and the voiced
velar frivative. As usual. a tilde denotes nasalitv, Al vowels are nasalised
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DT Jdians, e WO

cwhivh 38 not paralised before the velir

i
i~ nunetheless na 5

ared before the alveolar nasal 1. Doug 1w
exulaln the peculinr belavior of thic nwel

The canonical form of the diminuuve affix in Yanggu is L whichisa s3 b
et

The distribution of this lateral is rather restricted.
sylla‘:u::. docs not occur in the onset position. and appears to be used
i the dininmive affive but nowliere else. Diminutive afixation in Yaneen
has several surfa. e manifestations. depenumg on the %ezmenml makeup of
Do is atlxed Dong 1983
The first tvpe. Tope Loinvoly

exed Loty

e liabie ey

st fous tvpes.

Hlables whose nucieu

is the front. Ligh

R R TN Cobu alsie wten sus

ar e paner [ will cite monesvliabic data ondy -

O I clothes”
o =kin’
[ PR fiure”
AT el

‘ refn »otell strenath’
! ool “fish

5 AW
oot group’

Noie that the parai coda in 12dehi disappears a- a resuly of diminutive

affigation. Wew
Din

iwbic ster 3 the stewn contains a pre-vocalic glide 7 or .

I

see ore of this phenomenon later.

a bisylabie word from a mono

utive alfixation ajso generale

14w da e dlar rduck’ cia > cilar ‘box”
b teis > teller ‘strect” ciz > olar shoe’
c. de > iler al” tie > tiler ‘plate’
d.  piao > pilaor  mark’ a0 > llaor “waist’
e, iou > dour oil” tcion > tefilowr chall
f.  pian > piler cpiggstail”  ian > dler ‘cigarette’
g ian > ilar ‘manner’  tiay > wiilar o voice’
ho pliay > pliler cbottle’ Wy > ler shadow”
iy > vler ‘medicine’  teve > tevler ‘leg”

§o ovan > vl ‘garden’ tevan > teyiar ‘roll”
k. ety » exler bear’

[ the ds i r denotes a retroflexed vowel. Tvpe I is more phono-
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fooicaly active than Ty

pite the fact that botl generate bisvilalie

resuit-, with the first - being of the form Ci/y. In Tape Hafixanen,

a {ew phonological chiannes take place in the rhvme. The nasal endinugs are

deseted. along with the na-al
cand fromer

mvoon the nuclear vowel (g ik o

g3 and s to ¢ (3. (2hand {3k are peculiar, sinee
i all relevant aspects, vet thev belong to different types. |
will have nothing furthier 14 ~ay about the segmental changes observed here.
A principied analysis of such changes requires more data than Dong 1485
P i
are retrofiexed. and the coda nasals are deleted, along with nasaiiy on the

they are simuil

wides. The

pOflat! property to observe Lere is thut nuclear vowels

The onzet of the second svllable is lnvariabiv the alveolar lateral 1. whick
1~ not restoflexed althoneli Doue 1= not explicit about it Thos contrasts with
Type Iowherne the later i sxbanic and retroflexed. The intuition b that
both larerals derive trom the same source, and a lateral is retroflexed only
€1t b ):\‘HE(]:"!(‘,

Our: <t =10 ke phounlogical behavior of Types HI and IV,
Wihiereas the major facior in Types T and 1 i= the front higk vocoids ¢ and
yoin Tvpes T and IV j1 i the onset. { a stem (mounosyliabic. or the fast

syllabie i poiy

vain intes

with an alveolar consonant £ 17 1 fs {5 s
it bejongs 1o Type 1 excepr those stems which belong to Types Lor I cf.

Jlabic i heg

tiier splate’ in 1 3c . of Tope 1, Therefore, Tyvpe 11 rhymer are of the tvpe
co Voo with an optional pre-vocs

glide u. Saniple data are givenin (41

vhoas na > nlar rendure’
b, 1sa > otsjar o cwha?T 0 tsou > tslour walk”
¢ 18’ »oaslir cdisls ts"u > wiur cthick’
d. tao > tiaor knife’ tuéin > tlusr  a kind of pastry
e tan > tlar woup’ tu > tlur rabhiv
f. 0 san > slir ‘three’ sap > slar voice’

The most interesting property of Tvpe 11 is the onset homorganic eins-
ters of the form (1. where ( is alveclar. and { is not retroflexed. As in
Types I and 11, the nuclear segments are retroffexed: and the cods nasals
are deleted along with the nasality on the vowels {def).

Type IV, which Dong 1853 calis the common tvpe. includes ali svllables
which belong to neither Type I, Tyvpe Il nor Type I As the data in (3)
show, Type IV stems do not Liave {or y as a nuclear vowe] or as a pre-vocalic
glide: nor do they have alveolar consonants in syllable-onset position. In this
type. the monosyliabic stem remains morosyllabic. as in Type I
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oA pa > par il
b ke cover”
. 80 ogar ‘tongue’
d. k=i > ker ‘pigeon .
B XOU > oXour ‘ruonkes’
. piu > oper hook”
f crack’

e

“hammer’

Tvpe IV ste

ol nl Cinster o eilher,

st only monosvilabic. they do not contain any con-

1

presence of chomorganicr consonant clusters in Type HI steme, This con-

L tack of consonant clusters eontrasts with the

trast s the hew 1o 1k

analves to be developed

ortiv,
To summarse, the major phonaogical properties of diminutive aflixation

in Yangen are

as fodlows. whepe - indicates any tautosyllabic materials.

16 Diminwrive affination in Yang

Tape b 1O, g~ surfaces

Type It Oy

Tvpe I: Cose oo whers O is alvedlar. surfaces
Chuvr

Type IV all

Fron towe obtaiy the two generalizations stated i (71

(gl

csurfaces as (Cie/y-INr

Lk

ther stewns surface as - \'r

"

t7p a. I the stem surfaces as bisvllabic, the nuclear seament
of tre second svilable is retroflexed:

if the stens surfaces as monosvilabic. the nuclear seg-
ment is retrofiexed.
b, Consonant clusters are bomorganic. -

There i= a gap in our exposition of the data. which. unfortunately. we
are not able 1o close. Dong (19n5) does not contain data“which show the
interaction between the diminutive affix [ and stems which begin with the
alveolar liquid /. and nothing is mentioned of the syllabic nasal m. For lack

of positive evidence. | shall remain silent on the issue.

2  The Analysis

How do we characterize the morphology of diminutive affixation” It appears
to be suffixed in Tvpes T and 1V, and infixed in Twpes 11 and 111, We certainly
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that the morpherne s a suffix for Types Dand IV and

an dntix for Tyvpes 1T arnd HI such an approach fails 1o vield auy lus

utive affixation. The analysi- to be developed

into the phonclogy of d

nere assumes that the dimiputive affix in Yanggu is infieed between the

cal belavior resalts from the

onset and rime: and the intricate phonologl

berween ruses and the prosodic licensing capabilities of 1he syvllable

e siructure we will assunie for Yangeu is pretty standard in

tho Diteratare «Chere 20700 Lin 108 Bao 1900, 10910 Ir s given inoos
(> ~
O R
N e

e i\ to i 11\ { before the e nodo,

cwith the former belon
Iand 11 and 1l vpes IH al 1d IV, T assume that the fre
are In the onset 1O arod the back glide 1 the rime (R The asvimmerry

e~ i

e has othier manife-tations, ses Bao 090

hetwee:, tie irons

The front elides. in tue absence of a vowel, vocalise” 10 becone the nucicu-

Pulievblans 1983
The ~ear foliow,ne the tufived laterad is retroflexed (Tai. We d
this generadization wil the rule Lelow.
iy N
.
|
I It
. -

L=
COR;

Rule {9} spreads the coronal node of the infixed lateral onto the following
segment{s dominated by the nucleus (N, It creates the structure in 10
which I take to be the representation of retrofiexed vowels (Chomsky and
Halle 196%3:

(101 Rt
T

COR, DOR

Thus. retroflexed vowels are complex segments involving botl the coronal




41

amd doreai articulators. Wha? remaius 10 be accounted for s 1o deletion of

tor.op i coda position. whick will be dealt with shorty.

The rulein 111 derive the homorganic consonant clusters i Tho
[ R R
-
t e = %
{ e
L
COR COR,
—at

It s erncial thit the coronal uode be specified as [+anterior. since the

etrofiexed coronals suel as ts do not surface as the first member of a Cfclus-
ter. The coronal node of the varget Ru deli

—

nks to satisfy the well-formedness

traint onotrees {sagev 1956, 504, The rule accounts for the homorganic-
ity of onset clusters in Tipe 111 As a result of delinking the retroflex lateral
toves jts retroflexivits,

Arnother prece of machinery we need 1+ the prosodic licensing capability
of svllabic constituents. which accounts for the lack of onset clustersin Type
IV and the delenon of coda segments in all types. In Yanggu. as in many
wther Mandann dialects. there is no consonant cluster in uninfixed words in
a

v position, This suggests the following two prosodic licensing conditions
in Yanggu Fujimura 1676, Ite 1956, Goldsmith 1990

{12 a. The onewet {0 hrenses one articulator,
b, The rime 'R licenses one articulator.

By carticulator” 1 mean the articulator nodes which immediately dosu
inate articulatory features, such as COR and DOR. For the conditions to
work properly. we must differentiate between vocalic articularors and conso.
nantal articulators, and the conditions hceuse the latter. The two conditons
regulate the svllable structure of Yanggu. The syllable {'ay is licensed be-
cause the onset licenses ¢’ and the rime licenses 5. Diminutive affixation
breaks up the syllable structure of the stem. which triggers resyllabification
on the string with the infixed retrofiex lateral. Since both the onset and
rime can license only one articulator. non-homorganic clusters in the onset
position are ruled out. Recall that the retroflexed vowels have COR as a
result of spreading {9). the rime is therefore unable to license an extra ar-
ticulator in the coda position. hence the lack of coda segments & n g in
infixed stems.

As an illustration. consider the structures in {13}
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I I~ ' Q) N
! |
® ¥ X, X X
I T 1
¢ s N i {

,\
—~
o]

S,
-
o

N—

VEL
Tope I straeture: O N
H £
i f
N X X, X X
‘ 1 I [
TR Rt \ i
—~— |
e !
. COR, cor |
: VEL J
Tyue T wtruevnye: e} N
I |
X X; X X
| | ! |
C Rt AY 1
e 1 |
(,'QR COR COR 1
b VEL |
‘“E‘lilf_
Type IV structure: 0 N
l |
X Xy Y X
| | | |
(C Ri Al (C
LAB COR, ,( COR 1
COR ]\ VEL
VEL

The optional segments are in parentheses, and the infixed lateral is de-
sored by x " In the Type Ustructure, COR; spreads to the following emnpty
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1

nucr s - rierl) That the highovowels Bite we are pesurned to be derived
froin el currespunding giaos. The creates the siractuie Leow:
P14 Ry Rt
\ e
-

In this case the two root nodes dominate exactly the same features. and
Loothe Stared Fewrure Cony
1 13a: This

s 1ot eiupty dndicated

ot ol Steriade (L2 ther are perged as dn

sitwation does not arise in the other stractures. since the nucle
vy Voo the T
. delinking CORL which explains why the Jateral is not

pe 11 structme, COR sproad~ o

the infixed later

terrotions < Tl Ty pe IV st cotonals ate mitier retinfles o fratalumanicing
COR therefore dees o soread,
Nowowe are inoa po-iton to explan wiy coda segment~ and the lateral

i Type IV, do not surface

This i» due 1o the prosodic livensing conditon:

netures, 1

or oo Cand VEL for 5o Stce the pe

have one articulator: COR

i coda seament is present. it wonkd
roflexed

{
corares an addinonai

articulator, namels COR,C the mhue node B
[ oy due 1o
e [ro 10

LR TR ATH LG o, B tooan not licen e Sinnitaneo

(12h e Crala segmeuts are therefore not lieensed, i ~rrav-

Goldsruith 19900 The same »of the onret |
siructures a allows the infixed lateral to syllab

with the preceding coronal. since they share the same articulator. In
IV structures, if the fateral were to svllabifv as part of thie oneet the
would have two articaators: COR or LAB or VEL i the one hand. and
COR; o1 the athier. Thos iz pifted out by v 12a0 The freerred lateral is nor

tion, Tor Type 111

as part of the onsct

livensed, and strayv-erases.
Typer Tand I surface as bisvlatie aue 1o resvilabi

/w vocahise to be the nuckeus of the first x

aion. Tl ehides

The second svllable of a
Tspe [ stemn is the syllabic retroflex lateral L which occupies Loth the ouret
and nucleus positions {Yip 1952, Bao 1994). Note that the lateral of the
second svliable of Tvpe 1 stems is alveolar, rather than retroflex. The rule
below accomplishes this.
tlat . .
(15 :—::. | —  [rant f et ™

This rule readers the structure in conformity with a general phonotactic
condition iu Yanggu which prokibits the retrofiex lateral in cuset position.

Having accounted for the phenomenon of Yangen dininutive afixation.
let’s now consider the placentent of the feature Jateral’. which has generated
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its share of controversy in recent literature on feature geometry. [Lateral’
is placed above the coronal node in Sagey 1986. Halle 1989, Avery and
Rice 1989, Paradis and Prunet 1989, 1990. Hegarty 1990. Rice and Avery
1991, and Shaw 1991: it is placed below the coronal node in Schein and
Steriade 1usn. Blevins 1935 McCarthy 1988, Archangeli and Pullevblank
1989, Sproat and Fujimura 1991. among others. The controversial structures

are given below:

(161 a. Rt b. Rt
[~
| '
at
COR = C?R
[lat]

The crucial evidence against the model in {16a) is the onset cluster of
Twype II1. The relevaut structure is given below:
1T R R as in nlar "endure’
~
COR
.
|—ant,

In the cluster the first segment is not lateral. Since thev share the same
coronal articulator. it follows that [+lateral] must not be dominated by
COR. as below:

(1% RI\/R:
COR
PN
{rant} [rlat]

This structure would lateralise both segments in the cluster. This, how-
ever. is contrary to the facts of Yanggu diminutive affixation. Hence. the
Yanggu data can not be handled in a model like (16b). Although laterals
are coronals. the feature {lateral] is geometrically independent of COR. as in
(16b). The data is compatible with any model of feature geometry in which
{lateral] is docked on a node above COR. of which (16a) is one.
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Notes

dirsinutive athXation has heey the subject of several recent stud-
ies. see Lin 19%4 Duanmu 1990, Chen 1991, all of which draw data from
Dong 1955, Vor a review of the analvses, see Chen 1941,

11
NYangen

“ Three finals. =1 w-1. w3n belong 1o Type T when they follow avieolar
segments except 1 =) > t'y] “thigh™ tsumi > tsus] pile tudn > tun)

Teloer

STV too. < and Gwoall surface s ~r which. according 10

Dong 1193, foornote Gy, is retroflexed more vackward and upward. Ths

honomenun does not happen when the coda segment is the velar nase]

p. and the coda ghde /o does not even delete (ef. (4dy and 30 The

extra rexrefoxion ju these rhymes may be due to the properties of the coda

segments which are delered, jo0 70 1.

ax . In addition
2. the behavior of the apical vowels

TThere are =till four rhvmes whose behavior defies analvsi
to the three rhiviies tention iu fooinote

b+ i bit odids

(ST I N ‘characters’s s > sl ik
it > et ftwgh tsTe > tg’mr cwing'

The apical vowels occur in restricted environment: : occurs onhy after
alveolar fricative and affricates; ¢ after retroflex fricatives and aflricates. and
they never occur before a vowel. If the apical vowels are derived from 1. as
is the common assumption in Mandarin, they ought 1o belong 1o Type L
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Dative Subjects and Retreat in UG

Rakesh Mohan Bhatt
University of lllinois, Urbana-Champaign

0. Introduction

Although the properties of Dative Subjects in psych
constructions are compatible with either the Advancement analysis
(Belletti & Rizzi 1988; Hoekstra 1984; Cowper 1988; Hermon 1984;
Kachru et al. 1976; Mohanan 1983; Davison 1985) or the Retreat analysis
(Sridhar 1979; Perlmutter 1983; Hubbard 1985; Davies 1986; Klaiman
1988}, recently Rosen & Wali (1989) have provided arguments to claim
1 to 3 retreat as the proper analysis of psych constructions in Marathi.
In this paper we (a) bring more evidence to show that the evidence for
Retreat is scant in Marathi and that in fact the Inversion nominal IS an
initial 3 and a final 1--an argument against Rosen & Wali's claim, and
(b) discuss psych constructions in Kashmiri, another Indo-Aryan
language, in which there is clear evidence that the Inversion nominal
is a final 1, NOT a final 3. We take this evidence to elaim
Advancement as the proper analysis of psych constructions in
Kashmiri and Marathi. This paper complements the earlier work on
psych constructions in Korean by Gerdts & Youn (1990} which also
reached similar conclusion, casting doubt on the existence of Retreats
in Universal Grammar.

The paper is organized in the following manner: In section 1 we
discuss the phenomena of Psych (also known in the literature as
Inversion, Dative or non-nominative subject) constructions in
different languages with reference to the properties associated with the
dative nominal. In section 2 we provide more data from Marathi as
evidence against Rosen & Wali's (1989) claim that Retreat is the proper
analysis of the Inversion phenomenon. In section 3 we provide
evidence from Kashmiri to claim Advancement as the only possible
analysis for the Inversion phenomenon. In the last section we
summarize the main arguments and conclude that psych constructions
in Kashmiri and Marathi are best analyzed as Advancement--not
Retreat.

1.0  The Phenomena

In a wide variety of languages there is a marked construction in
which a thematically prominent NP associated with an Experiencer
theta role and marked with a Case generally associated with the
indirect object, shows "subject” properties. The (highlighted) dative



49

nominal in the psych constructions (1) - (6) below, has properties
normally associated with "subjects” except that it does not control verb
agreement and its Case is "quirky"” {=non-nominative).

chua (from Hermon 1984)
H (nuka-ta) avcha-ta miku-naya-wa-n-mi
me{A) meat(A) cat-desid-1 OM-pr 3-val
1 desire to eat meat.
Georgian! (from Harris 1984)
Turme Rezo-s ucukebia samajuri sen-tvis
apparenily Rezo(D;) gave-3s-it-evid bracelet you(Ben)
Apparently Rezo gave a bracelet to you
Icelandic (from Zaenen et al. 1985)

2

(3) Henni hefur allaf bott Olafur leidinlegur
her(D) has  always thought Olaf(N)boring(N)
She has always thought Olaf boring.
Hindi

(4) laRke-ko  apnaa ghar yaad aa-yaa
boy(D) self's home(m,sg) memory(f)  come-Perf(m,sg)

The boy remembered his home.
Kannada (from Sridhar 1979)

(5 avarige siTTu bantu
he(D) anger came
He got angrv.
Kashmiri
(6) laRk-as baas-yav panun boy paagal
hoy(D) appear-Perf  self's brother stupid

The boy felt his brother (10 be) stupid.

The dative nominal in these constructions is known to be
associated with, by and large, the following "subject” properties:
(a)  they can antecede subject-oriented reflexives as shown below in
the Icelandic example?:

(7a) Sigga bardi mig med dukkuni sinni/*hennar
Sigga(N) hit me(A) with doll(D)  her (*{-REFL])
Sigga hit me with her doll

(7b) Eg bardi Siggu med dukkuni hennar/*sinni
I hit Siggu with doll her (*[+REFL])
1 hit Sigga with her doll.

(7c)  Henni bykir brogir sinn/*hennar leiginlegur
her(D) thinks brother(N)  her (*[-REFL]) boring
She thinks her brother boring.

(b)  they raise in ECM contexts as shown in the Icelandic example
below:
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(8)  Egtel  Henni  hafia aliaf Dot Oflafur leidinlegur
I believe her(D) to-have always thought Olaf(N) boring(N)
I believe she has always thought Olaf boring.

(¢  they can become PRO in appropriate contexts as shown in the
Quechua example below (from Hermon 1985):

(9} Nuka-taj [PRO; puNa-naya-y}-ta kati-ju-rka-ni
I(A) I sleep-desid-inf[{A) contnue-prog-past- 1
I continue to want to sleep.

Given the facts so far we face the following questions:

(1) Is the dative nominal in constructions (1} - (9) a "subject” or an
"indirect object"?

(ii) If the dative nominal is taken to be the "subject” then how do we
account for its quirky Case and its inability to control verb agreement?
(iii) If it is taken to be the indirect object, then how do we account for
the facts in (7)-(9)?

The remainder of the paper addreesses the questions raised above.

20  Retreat: Rosen & Wali 1989

The properties of Dative Subjects in psych constructions are
compatible with either the Advancement analysis or with the Retreat
analysis, recently however, drawing evidence from Marathi, Rosen &
Wali (1989) provide arguments to claim 1 to 3 retreat as the proper
analysis of Inversion in Marathi. In this section then, we critically
examine the claims made in Rosen &Wali and show, by bringing more
data from Marathi, where their analysis falls short in accounting the
data.

Rosen &Wali claim that the reflexive aapalN picks out only
initial 1s. Thus (10) (their 22b) and (11) (their 56a) below are shown to
claim that it is always the logical subject (initial 1) and NOT the surface
subject (final 1) that binds the reflexive aaplaa.

(10)  Mini-nij Ravi-laaj aaplijy*j pusiaka dilit
Mini(E) Ravi(D) self's  books gave
Minij gave to Ravij self'si ¥j house. .

(11)  Mini-kaDunj Ravi-laaj aaplyaajp+j gharii paaThavla gela
Mini-by Ravi(D} self’s house-to send-PTCP PASS
Ravij was sent by Minij to self’s *j house.

DAT nominal binds aaplaa in (12) (their 23a), but in a Passive
construction like (13} (their 55) the dative nominal fails to do so. They
take this as evidence for initial 1-hood of the dative nominal.
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(12) Ravi-laaj aaplij pustaka aavDaat
Ravi(D) self's books likes

Ravi likes his (own) books).
(13) *Ravi-laa aaplyaa kholiit Daamb-la gela
Ravi®) self s room in dump-PTCP PASS

Ravi was dumped in self's room.

However, Pandharipande (1990:165) claims that reflexivization does
not provide any conclusive evidence for subjecthood of an NP in
Marathi. In fact, for most Marathi speakers (11) gives an ambiguous
reading (either Mini-kaDun or Ravi-laa as potential binders of the
reflexive aaplyaa) and (13) is considered a perfectly grammatical
sentence. We provide below in (14) the data from Pandharipande (1990)
[her example (23}] to support the claim that reflexive in Marathi do not
selectively pick clausal subjects as their antecedents. In (14) the
reflexive aaplyaa is bound both by a nominal which heads a 1-arc (the
subject) as well as by a nominal which heads a 2-arc (the direct object).

(14) miij tyaalagj aaplyaaj/j gharii paaThavto
1 he(A) self's 'Louse send
I send him to my/his house.

Also the data in (15} and (16) [from Pandharipande (1981:54, ex.#47)]
yields further counterarguments to Rosen and Wali's (1989) claim that
the reflexive aapalN can be anteceded ONLY by an initial 1. In (15) the
reflexive is indeed anteceded only by the nominal heading a 1-arc of a
monostratal clause but in (16) the reflexive is anteceded by both the
nominal that heads an initial 1-arc AND the nominal that heads a final
1-arc.

(15) ma-lagj aaplyaaj/?*j gharaat 0] dislaa
D) self's house-in he saw
I saw him in my/*his house.

(16)  majhaa-kaDuun; tyaa-laa; aaplyaaifj zagi paThavle gele
I-by he(A) self's  place sent went

He was sent to my/his place by me.

Rosen & Wali's most important evidence for 1 to 3 retreat comes
from their claim that only final 1s can be Equi controllees and that the
Inversion nominal is ineligible to be an Equi controllee. On closer
inspection, however, we do not find EQUI TEST to be quite foolproof
either since it has been shown (Pandharipande 1981) that in Marathi,
the Regular Passive advancee is unable to undergo EQUIL. The
controversy notwithstanding, the data in (17) below [Pandharipande,
p.c.] is presented to show that the Inversion nominal is indeed eligible
to be EQUI controllee. [The small superscripted question mark on (17)



52

indicates that the sentence though grammatical is not stylistically
preferred / desired]

(1‘7)?ram-laa £%) shilaa-ci aaThvaN punhaa punhaa yeNa) avaDlaa naahii}
Ram(D) Sheila(G) memory again again -come likes not
Ram does not like remembering Sheila all the time.

The most uncontroversial final-1 hood test in Marathi is the
Subject-to-Object Raising (strangely missing from Rosen & Wali's
(1989) dicussion) as argued in Pandharipande (1981:55-59). The data in
(18)-(21) (taken from Pandharipande 1981) show that only final 1s can
raise to object in ECM constructions.

(18) mii tyaa-laa phala viktaanaa paahila
1 he(A) fruit  selling saw
1 saw him selling the fruit
(19) *mii (0) phala viktaanaa paahilaa
1 (he) fruit selling saw
1 saw the fruit being sold.
(20) *mii tyaalaa phala viklii zaataanmaa  paahila
I he(A) fruit sold going saw
I saw him being able 1o sell the fruit.
(21)  mii tyamulaannaa laDhaaiivar paaThavla zaat astaannaa paahila
1 those boys(A) war-on sent go  aux saw

I saw the boys being sent to war.
Inversion nominal can raise to object as example (22) shows.

(22) aayii aaplyaa mulaalaj % raag aalela) paahuu shakat nahii
mother(N) self child(A) anger come-PERF-PRTCP see can not
The mother cannot see her child getting angry.

To sum up the discussion in this section, we provided data that
falsified Rosen &Wali's claim that Inversion nominals in Marathi are
final 3s. We provided some more data to show that the Inversion
nominal does not fail the EQUI TEST and, that in fact, the Inversion
nominal CAN be Equi controllee. We also showed that the reflexive
aapaN can be anteceded by a nominal that does not necessarily haed an
initial 1-arc. Further, we provided incontrovertible evidence (raising in
ECM context) to argue that the Inversion nominal MUST in fact head a
final 1-arc.

30 Advancement: Evidence from Kashmiri
While evidence for retreat is scant in Marathi, other languages
such as Kashmiri provide further support for the advancement



53

analysis. In the follwing sections we provide evidence from Kashmiri
to show that the ONLY possible analysis of Inversion IS Advancement.

3.1 Dative NP as "Derived Subject”

In what follows we will show that in Kashmiri the Inversion
nominal MUST head a final 1-arc. The following sets of arguments
forms the basis of our claim:

(i) only final 1s can float quantifiers (23)--Inversion nominals can float
quantifiers (24); (ii) only final 1s can be equi victims (25)~Inversion
nominals can be equi victims(26); (iii) only final 1s raise in subject-to-
subject environments(27)~Inversion nominals raise to subject (28);
(iv) only final 1s undergo raising to object in ECM constructions(29)--
Inversion nominals appear as "objects” in ECM contexts(30).

3.1.1 Quantifier Floating

In Kashmiri ONLY final 1s float quantifiers. The grammaticality of
(23a) suggests that 1s (subjects) can float quantifiers while the
ungrammaticality of (23b &c) suggests that 3s (indirect objects) and 2s
(direct objects) canNOT float quantifiers, respectively. (23d), a Passive
construction, shows that a final 1 can float a quantifier whereas (23e)
shows that an initial 1 is unable to float quantifier.

(23a) koory-av  vuch saaryivi raath . laRk
girls(E) saw all yesterday boy
All the girls saw a boy yesterday

(23b) *tem swuzyl maasTran khat saaryini
he(E) sent teachers leter all

He sent letters to all teachers.
(23c) *tem loy  shuranyi raath saaryini

he(E) hit kids yesterday all
He hit all the kids yesterday.
(23d) laRkan aav  saaryini lay-ni
boys came all hit-PASS
All the boys were hit. ,
(23¢) *maasTar aav  laay-ni laRk saaryini hind zeryi
teacher came hit-PASS boy all of by

The teacher was hit by all the students

The grammaticality of the Psych construction (24) below shows
conclusively that the dative (inversion) nominals can float quantifiers
suggesting, rather unequivocally, that these nominals are not initial 1s,
in fact they are final 1s.
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(24) laRk-an baasyav saaryini raamesh paagal
boys(D) felt all Ramesh stupid
All boys felt Ramesh stupid. (Lit. To all boys, Ramesh appeared stupid)

3.1.2 Equi-NP deletion

The second argument of final 1-hood of dative nominals comes
from the Equi-NP deletion facts. In Kashmiri only final 1s can be equi
victims, i.e., can become controlled PRO, as the data in (25) shows. The
ungrammaticality of (25a) indicates the inability of initial 1 to be an
Equi victim [Controlee]. On the other hand, there is evidence that final
1s can act as controlled PRO as shown by the grammaticality of (25b).

(25a) *raam-an yotsh [  kitaab par-ni yin]
Ram(E) wanted book read-PASS  aux
Ram wanted the book to be read (by him)
(25b) raam chu-na yatshaan %] jeel  soz-ni yun]
Ram aux-not wants jail sent-PASS  aux

Ram does not want to be sent to jail.

In (26) below we show as evidence that dative nominals CAN be Equi
victims (adapted from Syeed 1984).

(26) laRk chu-na [@ sabak mashith gatsun] yetsaan
boy aux-not lesson forget to-go wants
The boy (student) does not want to forget the lesson.

3.1.3 Conjunction Reduction

As our third argument, we present evidence from the facts of
Conjunction Reduction in Kashmiri. In Kashmiri only final 1s can
control PROs or become PROs in such clauses as shown by our data in
(27).

(27a) [PROj/* § kitaab parith] dits maastaranj aasyij kaam
book read-PRTCP gave teacher(E) us(D) work
After the teacher read the book, he gave us work (to do).
(27b) [PROi/tj kitaab parith] aayi aasyij kaam dini maastarj sin zaryi
book read-PRTCP came us(D) work give-PASS teacher of by
After we read the book, work was given to us by the teacher.

In (28) we show that the dative nominal both controls PRO and
becomes PRO. In (28a) the Inversion nominal CONTROLS PRO and in
(28b) the Inversion nominal is the CONTROLLEE (becomes PRO).

(28a) [PROjs*j yikath buuzith] aayi laRkasj maajj yaad
d’nis story hear-PTCP came boy(D) mother memory
After the boy heard this story, he remembered (his) mother.
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(28b) [PROj tsakh khasith] tul laRkan;i shor [from Syeed 1984]
anger climb-PTCP lifted boy(E) noise
After the boy got angry he raised hell.

3.1.4 Subject-to-Subject Raising

The fourth argument is based on the facts of Subject-to-Subject
Raising. In Kashmiri we show that only final 1s can be raised as shown
in (29).

(29a) kuur cha  basaan vuch-ni asme-ts
girl  aux  seems saw-PASS  come-PERF
The girl seems to have been seen.
(29b) *mastaras chu  basaan kuur aayi  vuch-ni (tem sin zeryi)
teacher aux seems girl came saw-PASS (by him)
The teacher seems the girl was seen.

Dative nominals also raise to subject as the data in (30) shows:

(30) laRk-asj cha  basaan (ti boch laj-mets]
boy-D aux  seems hunger feel-PTCP
The boy seems to be hungry.

3.1.5 ECM constructions ,

Finally, we show that in Kashmiri there is conclusive evidence
to claim that in Kashmiri only final 1s undergo raising to object in
ECM constructions (see 31) below:

(31a) ®*asyi voch mam tsuuNTh na kini-ni yivaan
we saw Ram apples not  sell-PASS comes
We saw Ram not being able to sell apples.
(31b) asyi vuchna kitaab kini-ni yivaan
we  saw-not books sell-PASS comes
We did not see the books being sold.

Dative nominals appear as "objects” in ECM contexts as shown in (32).

(32a) tem  wvuch-na dod-asj [4 grakh yivaan]
he saw-not milk(D) boil come-Prst-PTCP
He did not see the milk boiling/coming toa boil.

(32b) me  wvuch-na ternisj [t shalakh pyavaan]
IE) saw-Neg . he(D) beat fall-Prst-PTCP
Idid not see him being beaten.

3.2  The Advancement analysis

The properties of dative subject in Kashmiri can be accounted for
in the following advancemnent analysis: The initial structure is
unaccusative--the Experiencer/dative nominal is an initial 3 which
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advances to 1 placing the Theme, an initial 2, en chomage. This
proposal of advancement is represented in (33).

AEN
p/Cho 2\
p /o AN

/ N

N
Theme Experiencer

33.

Under the proposal outlined above all the behavioral properties of
dative subjects in Kashmiri, such as Quantifier floating, Control PRO,
$-S-R and ECM can be stated in terms of its final 1-hood. The quirky
"dative" on the Experiencer subject can be accounted for by following
the proposals in Gerdts & Youn (1989). They make the distinction
between I-Case [=inherent Case in GB theory] which is selected on the
basis of semantic role of the nominal and licensed in initial structure,
and 5-Case [=structural Case in GB] which is the grammatical Case and
licensed in the final structure.

In Kashmiri then, Nominative and Accusative are S-Cases
licensed by final 1s and 2s, respectively. Dative, on the other hand, is an
I-Case licensed by an Experiencer {or a Goal). In the advancement
analysis, therefore, the dative Case is properly licensed by the
experiencer, which is an initial 3.

In Kashmiri, it is not unusual for a final 1 to appear with an I-
Case. In "Indirect Passives” for example, a 3 to 1 advancement as in (34)
shows the final 1 appearing with a (I-Case) dative Case.

(34) laRk-as aay-ii kitaab din-i
boy(D) came(f,sg)  book(f) give-PASS
The boy was given a book.

Similar constructions in other languages (like Hindi and Icelandic),
known as quirky constructions in which a nominal that bears a final 1
relation is nevertheless marked by an I-Case, support Gerdts & Youn's
proposal of Case.

40 Conclusions
In this paper we argued, based on the facts of Marathi and
Kashmiri, that Advancement is the proper analysis of the dative
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subject constructions.We presented evidence from both Marathi and
Kashmiri to claim that the dative-Experiencer (Inversion} nominal
MUST head a final 1-arc, NOT a final 3-arc. The claim was based on,
among other things, the ability of dative subjects to float quantifiers,
control or become PRO and raise in ECM contexts.

Our account of Psych constructions finds support in the work of
Gerdts and Youn (1989). They examine constructions like (35),
especially (35¢), and claim that Korean psych constructions are best
analyzed as Advancement.

(35a) Haksaeng-t+1-eykey ton-i philyoha-ta
student-pl-(D) money(N) need-ind
The students need money.

(35b) Haksaeng-t+1-i ton-i philyoha-ta
student-pl-(N) money(N) need-ind
The students need money.

(35¢) Haksaeng-t+1-eykey-ka ton-i philyoha-ta
student-pl-(D)-(N) money(N) need-ind

The students need money.

Gerdts & Youn justify their analysis based on the following
arguments:

(a)  Case assignment under an Advancement analysis? but not
under Retreat follows from previous accounts of Korean Case;

(b  there is evidence for the chomage of the Theme#, a fact that is
consistent with the Advancement analysis but not with the Retreat
analysis; and finally

()  Korean has non-psych constructions which must be analysed as
OBL-2-1 advancement; thus an Advancement analysis of psych
constructions is available with no cost to the grammar.

The results of our proposal and Gerdts &Youn's investigation
have, among others, one important theoretical claim: Psych
constructions in Universal Grammar are initially unaccusatives and
involves advancement of either the Theme to 1 or the Experiencer to 1
or both. These conclusions of course cast doubt about the existence of
Retreats in Universal Grammar.

Notes

1. The Inversion construction in Georgian occurs in many verbs in the
evidential (evid) mode, when the intention is to indicate that speakers
lack evidence of the truth of their statement (see Harris 1984 for
details).

2. Unless mentioned otherwise, the Icelandic data is taken from
Zaenen, Maling and Thrainsson (1985), Kannada data is taken from

Sridhar (1979), Quechua data is taken from Hermon (1984).
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3. If we accept Gerdts' (1988) "Satellite Principle” [= if an element A is
licensed in an earlier stratum than an element B, then A must appear
inside B], which is also implicit in Baker's (1988) "Mirror Principle”, to
hold cross linguistically (see especially, example (35¢) ) then we MUST
abondon Retreat as the analysis of Inversion.

4. Theme in Korean psych constructions CANNOT be a final 1 since it
neither determines Subject Honorification nor does it control a myense
construction {(see Gerdts and Youn, examples 61, 62)
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Performance Constraints and Linguistic
Explanation

Henry Davis Carl Alphonce
University of British Columbia

1 Introduction

In this paper we consider how constraints on parsing can remove some of the
burden from the theory of syntax. By making a minimal set of assumptions
both with respect to syntax and parsing, it seems that certain languages should
be unparsable. As a solution, we propose that long-range LF movement in
general, and long-range LF wh-movement in particular, is rightward. This
overcomes the apparent unparsability of certain languages, and makes certain
syntactic and computational predictions, which will be discussed below.

2 Motivation & Background

Most work done in linguistics is concerned with defining what Chomsky has
termed linguistic competence, whereas relatively little work concerns linguistic
performance. This paper will investigate some aspects of the relationship
between competence and performance. The interactions between syntactic
constraints and parsing constraints with respect to wh-movement will be of
particular interest. :

We assume that the syntax and the parser are distinct and well-defined
entities, that the syntax can be parameterized to account for cross-linguistic
variation, but that the parser is fixed, and not parameterized. We thus predict
that any parsing constraint will apply without change cross-linguistically. In
other words, parsing constraints are universal.

Given this framework, our aim is to “divide and conquer” ~ by casting
some syntactic phenomena in terms of parsing constraints, some of the burden
is moved from the competence to the performance. In doing so we hope to
achieve three things. First of all, we hope that viewed as the result of parsing
constraints certain syntactic phenomena will be seen to have more satisfying
explanations, which are less stipulatory in nature. Second, by removing some
of the burden from the syntax, the syntactic theory should become simpler
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and more elegant. Finally, we hope that the interaction of universal parsing
constraints and parameterized syntactic constraints will yield more accurate
predictions as to what can and cannot happen cross-linguistically than a fully
parameterized (and thus more powerful and less restrictive) system could.

It is as important to know what we are not attempting to do as what
we are hoping to accomplish. In this section we will briefly outline some of
the things with which we will not be concerned.

A study such as this touches three main areas, namely linguistics, com-
puter science, and psychology. There has been much work done both in the
intersection of linguistics and computer science ([2, 13}, and others) and in the
intersection of linguistics and psychology ([7, 12], and others) which is directly
relevant to the work described here. However, there has been relatively little
work done in the intersection of all three ([5, 9], and others). This area can
be described as the study of psycholinguistically plausible models of parsing.
This study is in a sense a stab at formulating a theory of performance, at
defining where the boundary between competence and performance lies, and
how the two can interact.

As we are at this time primarily interested in linear asymmetry (with
respect to wh-movement in particular) as a function of the interaction of cer-
tain syntactic and parsing constraints, the implementation is skeletal. We
assurne, for the purposes of parsing, that there is a natural grouping of prin-
ciples of government-binding (GB) theory into two categories — those which
are involved with the construction of phrase structure, and those which are
dependent on phrase structure. Thus, the implementation deals mostly with
Case theory, theta theory, and functional selection, as these guide the parser in
its construction of phrase structure. At this time, binding theory, for example,
is ignored completely.

Consequently, at this stage, the implementation is not a complete im-
plementation of any version of GB theory. Furthermore, we have not been
concerned with implementing the various principles “transparently” ([6]). For
the present study it is enough for us to be concerned with the effects of the
principles, rather than with the precise formulation of them.

3 Syntactic Assumptions

We make a small number of relatively uncontroversial syntactic assumptions.

+ We assume that there is a level of logical form (LF) which reflects the
quantificational structure of sentences.

o Closely tied to the above is the assumption that the scope of a wh-
quantifier is represented structurally at LF.
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¢ The final assumption is that wh-movement is possible either in the syntax
or at LF.

What is some of the evidence supporting these assumptions? First there
are the parallels between moved and unmoved wh-phrases, as noted in [10, 11,
14, 15]), among others. In languages with overt wh-movement, taken as an
instance of move-a, various constraints on movement are obeyed. In English.
for example, the contrast in (1) is evident:

1. (a) ? What; do you believe the claim {that [John bought £]J?
{(b) * Why; do you believe the claim [that [John bought the book] ]?

Given the above assumptions, it is expected that we see the same pattern
in languages without overt wh-movement. In Chinese, for example, the same
contrast holds:

2. {a) ? Nixiangxin Lisl mai le shenme de shuofa?
you believe Lisi buy ASP what COMP claim
“What do you believe the clatm that Lisi bought?”
(b) * Nixiangxin Lisi weishenme likai de shuofa?
you believe Lisi why leave COMP claim
“Why do you believe the claim that Lisi left?”

Further support comes from arguments concerning selectional restric-
tions. If we accept that verbs subcategorize for specific types of complements
(not only in terms of their syntactic category but also in terms of some of
the features that they bear), then one would expect that this be true cross-
linguistically. However, with respect to a verb’s complement being +wh, Chi-
nese would seem to be a counterexample:

3. (=) Zhangsan wen wo shei mai le shu.
Zhangsan ask I who buy ASP book
“Zhangsan asked me who bought books.”
(b}  Zhangsan xiangxin shei mai le shu
Zhangsan believe who buy ASP book
“Who does Zhangsan believe bought books?”
(c} Zhangsan zhidao shei mai le shu
Zhangsan know who buy ASP book
“Who does Zhangsan know bought books?”
or “Zhangsan knows who bought books.”

Assuming that a verb’s subcategorization requirements need not be ful-
filled until LF, then assuming LF wh-movement for languages like Chinese
allows this generalization to be made cross-linguistically.
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4 Parsing Assumptions

We also make a small set of relatively uncontroversial parsing assumptions.
The first two are necessitated by our parsing model being psycholinguistically
plausible, while the last one is a general assumption concerning the organiza-
tion and operation of the parser.

o The parser is bounded in the amount of look-ahead or backtracking it
can do. Although this might change, the parser currently has a maxi-
mum look-ahead of two elements. This means that while the parser is
considering what to do with the current element from the input siream,
it can look ahead at the next two elements and identify what they are
before deciding what to do with the current element. Also currently,
the parser does not backtrack at all unless it encounters a garden path
situation.

e The parser operates from left to right, meaning that it will process words
in the same way that people hear them. This must obviously be so if we
are to claim psycholinguistic plausibility.

e In order to better handle both left-branching and right-branching lan-
guages with one parser, it carries out the parse in a partial bottom-up
fashion. That it is bottom-up implies that the parser is driven by the
input, and that structure is projected from the lexical items. However,
it is only partially bottom-up - the parser uses subcategorization infor-
mation as well as functional selection to help guide it. Both of these
strategies are top-down.

The parser is principle based (rather than rule-based), and it utilizes a
filler-driven (rather than a gap-driven) strategy in building movement chains!.
This implies that it will not begin building a chain until it identifies an element
as having been moved. Once a moved element has been identified, the parser
begins to look for a suitable landing site for it. There are, however, two types
of filler-driven chain construction ~ gap-locating and gap-creating. These will
be discussed below.

5 Interactions and Implications

Although these assumptions seem innocuous enough, they have some rather
nasty interactions. This section will investigate the problems produced, various
“non-solutions”, and finally the solution we believe to be reasonable.
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5.1 'The Problem

The main problem which arises is that given the standard analysis of wh-
movement in languages like Chinese and Japanese, which do not have overt wh-
movement but rather LF wh-movement, it seems that these languages should
be unparsable. Under the standard analysis, the wh-phrase is left in-situ at
S-Structure, and is moved to the left between S-Structure and LF to occupy
an appropriate specifier of CP position at LF. Since the parser proceeds from
left to right, and as it will not know about the presence of the wh-phrase
until it reaches its in-situ position, it seems the parser must either have an
infinite look-ahead or have the capability to backtrack arbitrarily far up the
tree (see 4). Neither of these solutions is acceptable if we are to maintain
psycholinguistic plausibility.

4. {a)  Ni kanjian shenme?

you see what
“What did you see?”

{b)  Nishuo ni kanjian le shenme?
you say you see ASP what
“What did you say you saw?”

(c) Ni renwei ni shuo ni kanjian le shenme?
you think you say you see ASP what
“What did you think you said you saw?”

5.2 Pseudo-Solutions

What are some possible “solutions”? It might be claimed that LF is simply
not psycholinguistically interpretable. This would get around the problem
because the parser would simply not have to worry about what happens after
S-Structure. However, this is an unsatisfying explanation, for if the level of LF
is to have any force in the theory at all, then it must be psycholinguistically
interpretable. Otherwise it may as well be dispensed with.

Another pseudo-solution would be to have the parser assume that wh-
movement has taken place until it can be disproven (this is basically Stowe’s
([18]) “all resorts” model in disguise}. This would also solve the problem. If
there is wh-movement happening at LF, then the appropriate movement chains
would have been built by the time the in-situ wh-phrase is encountered. How-
ever, this “solution” introduces problems of its own. If there is no non-overt
wh-movement taking place, then either these partially constructed movement
chains will violate the constraint against vacuous quantification, or they must
be removed ~ something which will again require unlimited backtracking, giv-
ing one a profound sense of déja vu.
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A more sophisticated proposal might take the following form. There are
iwo parameters which seem to be relevant to the issue at hand. One concerns
the headedness of the VP and the use of subcategorization information. If the
VP is head-initial the parser could use subcategorization information (partic-
ularly with respect to the value of the wh feature of the embedded clause) to
determine the possible scope-domain of the wh-phrases in the clause. If it is
head-final, then subcategorization information will come too late for it to be
useful for the parser in avoiding a backiracking situation.

The second parameter concerns the location of scope markers (or Q-
morphemes). These can be either clause-initial or clause-final. If they are
clause-initial, then (just as with a head-initial VP) this would give the parser
enough information to set up a proper scope-domain. If these markers occur
clause-finally, then the parser cannot make use of this information. In (1], for
example, it is suggested that wh-phrases in Chinese are not moved at LF, but
remain in-situ. It is argued that the scope of wh-phrases is defined by the the
Q-morpheme “ne”.

Under this proposal, it is predicted that there is enough overt marking
in the sentence to indicate the possible scope-domains, and that languages
must have either (or both) head-initial VP’s or (obligatory) clause-initial scope
markers (or Q-morphemes). There are, unfortunately, at least two problems
with this proposal. )

The first problem is that scope markers / Q-morphemes are not always
obligatory. even in languages without head-initial VP’s. In Chinese, for exam-
ple, “ne” is both clause-final and optional (in fact, for some speakers “ne” is
in complementary distribution with wh-phrases), as shown below. Thus the
first prediction is refuted.

5. {a2)  Zhangsan zai nar kandao ni?
Zhangsan at where saw you
“Where did Zhansan see you?”
{b)  Ni yao shenme ne
You want what Q
“What do you want?”

The second problem is that there are languages which have head-final
VP’s and clause-final scope markers, such as Japanese. Japanese has a Q-
morpheme, “ka”, which is obligatory, and which demarcates the scope of the
wh-phrase. Thus 6(a) is grammatical while 6(b) is not. The latter is ungram-
matical as the wh-phrase is not within the scope of *ka”. Under this proposal,
they should be unparsable, and so the second prediction is refuted as well.
{Examples are from {15].)
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6. (a) [1p Jobn-ga Mary-ni [cp [1p dari-ga kuru ] ka ] Osieta | koto
John-nom Mary-to who-nom come Q taught facts
“the fact that John told Mary who is coming”
(b} * [1p John-ga dari-ni [cp [;p Mary-ga kuru ] ka ] Osieta ] koto
John-nom who-to Mary-nom come Q taught facts
“the fact that John told who Mary is coming”

5.3 The Proposal

The solution we propose runs into none of these problems, and yields some
interesting predictions. We propose that LF movement in general, and LF
wh-movement in particular, is righfward in languages such as Chinese and
Japanese.

6 Consequences

This section will investigate some of the linguistic and computational conse-
quences of our proposal.

6.1 Syntactic Consequences

The following are some of the main syntactic consequences of our. proposal.

¢ Since the rightward nature of LF wh-movement is due to a parsing con-
straint, there is no directional asymmetry in the theory of movement.
Hence the competence theory need only specify that wh-quantifiers must
move to a specifier of CP position by LF, parameterized according to
whether this happens between D-Structure and S-Structure or between
S-Structure and LF. A (universal} performance constraint specifies that
overt movement be leftward, and covert movement be rightward®.

e If LF wh-movement is rightward, then in languages with covert wh-
movement, the specifier of CP position will have to be on the right.
Thus we arrive at the following generalization of the X system for CP
projections.

English: cp Japanese: cp
/ A\ / A\
SPEC ¢’ C’ SPEC
/\ 7\
c 1Ip I C
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Vata: CP Farsi: cp
/ N\ / N\
SPEC ¢’ C!' 8PEC
/ A\ /A
IP C ¢ 1P

Given this generalization, there is no need to stipulate that the specifier
of CP is on the left - all possible permutations of the CP projection
are instantiated. Furthermore, the location of the specifier and the level
at which wh-movement takes place are intimately tied together. Any
language which has the specifier of CP position on the left will have
overt wh-movement {and vice-versa), while any language in which the
specifier is on the right will have LF wh-movement (and vice-versa). This
then also accounts for the absence of overt specifiers on the right,

6.2 Parsing Consequences

As previously mentioned, the construction of movement chains by the parser
is done according to a filler-gap paradigm. When the parser identifies a dis-
placed constituent, it actively begins searching for the place from which this
constituent was moved. This is a straightforward strategy to use when dealing
with (overt) leftward movement, but it cannot be used with (covert) right-
ward movement, since in this case the traditional filler-gap structure is not
exhibited.

Taken together with our assumptions, our proposal that (long-range)
covert movement is rightward implies that the parser must be able to, simul-
taneously,

# build up phrase structure guided by the input stream and lexical infor-
mation,

e undo the effects of D-Structure to §-Structure movements, and
# carry out the S-Structure to LF movements (the covert movements).

We propose that there must be two types of parsing strategies for long-
range dependencies (both filler-driven) in order to satisfy these constraints.
The first is a filler-driven gap-locating strategy, the other, a filler-driven gap-
creating strategy.

6.2.1 Gap-locating and Gap-creating Movements

When the parser encounters an element which has been moved at S-Structure,
it begins to actively look for the gap from whence it came. The process
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of “undoing” S-Structure movement is thus gap-locating. In looking for a
gap, the parser is helped by the syntax — the search is driven by Case and
theta saturation, as well as by subcategorization satisfaction requirements.
See Figure 1 for an example of this.

The case of LF movement contrasts with this. The parser must identify
that an element is to move, “pick it up”, leaving behind a co-indexed trace, and
find a suitable landing site for the element. This process is thus gap-creating
{see figure 2).

7 Other Considerations

This section will consider a construction which is potentially difficult to handle,
and our proposed analysis of it.

7.1 Empty Operators

A potential difficulty arises with empty operator constructious. The difficuliy
comes not so much from our proposal, but rather from our assumptions that
the parsing mechanism should pursue only one possible syntactic analysis at
a time, and that it be psycholinguistically plausible.

7. (a)  Mikeis the man to watch.
{b)  Mike is the man to tell the conservatives to watch.

8. (a)  Mike is the man to do the job.
{b}  Mike is the man to tell the conservatives where to go.

The problem is that the parser cannot know until it reaches the end of
the sentence whether “the man” should be related to the subject or the object
position. There seem to be two possible choices, .

& postulate a gap as soon as possible, or
e postulate a gap as late as possible.

Under the first strategy, the parser will be wrong in the case of sentences
such as those in 7 {infinitival relatives), and one would then expect to see
garden path phenomena in thése cases. Similarly, if the parser employs the
second strategy, garden path effects should be present in the case of purpose
clauses (as in 8). Although, as far as we know, no psycholinguistic studies
have been done to investigate processing times in infinitival relatives, there
does not seem to be any garden path effect.

Another possible analysis for these sentences is as follows. Assume that
the parser employs the first strategy, but that it treats any further gaps as
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[c [case=x],[thetasno], [whwno], [qaxyas)
Spec: [dot [casexnc],[thatasnc], [wh=yes], [scope=1],[abar_index=2]

Spec:
Hexd: [ what ]
Comp: ]

Hesd: [ did ]
Comp: [i [casesx],[theta=x], [wh=nc], [qa=yes)
Spec: [det [casesyes],[thetasno]l, [whwno],[a.index=3]
Spec:
Head: [ the )
Comp: [n [casesx], [thetawx], [wheno]

Spec:
Head: [ man ]
Comp: 11

Head: [ infl )
Comp: [v [case=x),[thata=x], [vh=no],[qa=zyes]
Spec: [det [casemyes], [thetawyes),[wh=nc],[a_index=3]}
Spec:
Head: [ the ]
Comp: [n [case=x],[theta=x],[wh=no)

Spec:
Head: [ man ] .
Comp: 1]

Head: [ say ]

Comp: [c [case=x],[theta=yes], [vh=no], [qa=yes]
spec: [det [casesnc],[thetarno],[vhsyes], [scopex1], [abar_ index=2]

Spec:
Heud: [ what ]
Comp: ]

Head: [ wh ]

Comp: [§ [casemx],[theta=z],[wh=no], [qa=yes]
Spsc: [det [casesyes]),[theta=no],[vh»no], [a_indexs4]
Spec:
Head: [ the )
Comp: [n [casexx],[theta=x],[whxno]

Spec:
Head: [ woman ]
Comp: 11

Head: [ infl ]
Comp: [v [casesx],[thete=x], [wheno],[ganyes]
Spec: [det [casemyes],[thetaxyes],(whxnol,[a_index=4]
Spec:
Head: { the ]
Comp: [n {case=x],[thetamx],[uhmno]
Spec:
Hend: [ woman ]
Comp: 1]
Head: [ hit ]
Comp: [det [casamyes], [thetamyes),[nhayes),[scopeni],{atar index=l]
Spec:
Head: [ what ]
Comp: 1111111

Figure 1: The output of the parser for the sentence “What did the man say
the woman hit?”: a gap-locating process.
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[c¢ [case=x],[theta=no], [wh=no]
Head: [ wh ]
Spec: [det [case=yes],[theta=yesl, [wh=yesl,[scope=3], [abar_ index=4]

Spec:
Head: [ shenme ]
Comp: J

Comp: [i [case=x],[theta=x],[wh=no]
Spec: [det [case=yes], [theta=no], [wh=no],[a_index=1]

Spec:
Head: [ ni ]
Comp: ]

Head: [ infl ]
Conp: [v [case=x],[theta=x], [vh=no], [qa=yes]
Spec: [det [case=yes],[theta=yes],[wh=nol, [a_index=1]

Spec:
Head: [ mi ]
Comp: ]

Head: [ shuo ]
Comp: [c¢ [case=x],[theta=yes], [wh=no]
Head: [ wh ]
Spec: [det [case=yes],[theta=zyes], [vh=yes], [scope=3], [abar_index=4]
Spec:
Head: [ shenme ]
Comp: ]
Comp: [i [case=x], [theta=x], [wh=no]
Spec: [det [case=yes], [theta=ncl,[wh=no],[a_index=2]

Spec:
Head: [ ni ]
Comp: ]

Head: [ infl ] .
Comp: [v [case=x], [theta=x], [¥h=no], [qa=yes]
Spec: [det [case=yes],[theta=yes], [wh=no],[a_index=2]

Spec:
Head: [ ni ]
Comp: ]

Bead: [ kanjian_ le ]

Comp: [det [case=yes],[theta=yes], [vh=yes], [scope=3], [abar_index=4]
Spec:
Bead: [ shenme ]

Comp: 1111111

Figure 2: The output of the parser for the sentence “Ni shuo ni kanjian le
shenme?”: a gap-creating process.
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parasitic on the first. In this case there is no garden path phenomena expected,
and it is predicted that these will behave as (overt) parasitic gap constructions.
In particular, it is predicted that these sorts of constructions cannot originate
at LF (since movement traces at LF are incapable of licensing parasitic gaps)®.

9. (a)  Mike is the man [Op; & to watch ¢].
(b}  Mikeis the man [Op; & to tell the conservatives to watch ¢].

10. (a}  Mike is the man [Op; & to do the job].
(b} Mike is the man [Op; & to tell the conservatives where to go].

8 Conclusions

This paper has investigated the interactions of some relatively uncontrover-
sial syntactic and parsing assumptions. Given the standard analysis of wh-
movement, a consequence of this interaction is that LF wh-movement should
be unparsable. In order to resolve this difficulty, we propose that covert wh-
movement is rightward.

This proposal not only solves this problem of apparent unparsability, but
it also permits a generalization of the X system for CP projections, in which
all possibilities are instantiated. The need for a stipulation concerning the .
branching direction of the specifier of CP position is thus obviated, simplifying
the syntactic theory.

The proposal also predicts the need for two different kinds of parsing
strategies for the construction of movement chains - gap-locating and gap-
creating strategies. Gap-location is employed when the parser is undoing
a (leftward) S-Structure movement, while gap-creation is used to carry out
(rightward) LF movement. Note that both of these processes are left to right
— the construction of the chain in both cases is triggered by an element which
is (ultimately) to left of the end point of the chain. The parser thus operates
in a completely left to right manner, regardless of the type of movement it is
dealing with. :

Notes

! It has been hypothesized ([8]) that all long-range dependencies are
filler-driven. Gap-driven strategies have also been proposed ([16]).

2 It is not quite as simple as this: local overt movement can be rightward,
and local covert movement can be leftward. This is irrelevant with respect to
long-range wh-movement, however.
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? We leave open the question of how to account for parasitic gap con-
structions. See [3, 4] for an analysis based on chain composition.
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ECONOMY AND THE THAT-T EFFECT
Viviane
Deprez
Rugters University

Although well known, the paradigm in (1) has
not received a satisfactory explanation in recent
theories of wh-movement (Chomsky 1986, Frampton 1990,
Rizzi 1990):

(l)a. Who can you believe left
b. *Who can you believe that left
c. the man that left
d. *the man left
e. It is John that left

f. *It is John left

Put succinctly, the problem is that English
appears to have no uniform strategy for subject
extractions. Complementizer deletion is reguired in
(1a) and impossible in (lc&f). Standardly, the
ungrammaticality of (1b), generally taken to be the
core fact, is directly attributed to the ECP; (1d) and
(1f), on the other hand, are either assumed to result
from independent factors or left unaccounted for. While
preserving the central insight of standard analysis,
this paper proposes a solution to (1} which entails a
shift of focus. The ungrammaticality of (1d) and (1f}
will be argued to instantiate the core cases of ECP
violations. (1b), on the other hand, will be taken to
stem from the interaction of the ECP with more general
principles of Economy (Chomsky 1989). The proposal
affords a uniform strategy for subject extractions in
English as well as in other languages such as French,
in which no surface discrepancies are manifest.

(2) Qui crois~tu qui/*que est parti
1’homme gue je crois gui/*gue est parti
C’est l’homme qui/*que est parti

I will begin by reviewing three recent
approaches to the that-t effect pointing out their
shortcomings with respect to the paradigm in (1). The
proposed analysis is developed in section 2. Section 3
develops further refinements.
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1. Recent approaches to the that-t effect

In Chomsky (1986) and Frampton (1990), the
ungrammaticality of (1b) is attributed to a failure of
antecedent government. on these views, the
complementizer that, when present, induces a Minimality
barrier which blocks antecedent government between the
trace in Spec~CP and the subject trace. The two
analysis diverge slightly in their account of (la).
Assuming that empty complementizers are featureless,
Chomsky suggests that they do not induce Minimality
barriers so that antecedent government is possible when
C is empty. Frampton, on the other hand, proposes that
indexing through spec~head agreement with the trace in
its specifier turns an empty complementizer into a
relevant antecedent governor for the subject trace.
Although it permits a better account of subject
extractions 1in 1languages where complementizer are
always overt, the latter proposal requires an added
stipulation to ©prevent spec-head agreement from
obtaining in English with the overt comp of (1ib).

Rizzi’s (1990) ©proposal differs from the
previous two in attributing the ungrammaticality of
(1b) to a failure of head government. In Rizzi’s view,
complementizers are functional heads intrinsically
inert for government. Accordingly, they generally fail
to satisfy the head~government requirement of a
conjunctively defined ECP. Thus, in (1b), the trace of
the extracted subject fails the ECP because it is not
head~governed. The grammaticality of (la)} is attributed
to the effects of spec-head agreement. According to
Rizzi, spec~head agreement turns an inert ¢° into a
proper head-governor, so that the subject trace in (1a)
is properly head-governed. Note that, here as well, the
success of the account depends on the stipulation that
the overt comp of (1ib) 1is immune to spec-head
agreement.

With respect to the paradigm in (1), these
three accounts face a common problem: why should the
overt and empty complementizers of (1 c-f) behave
differently from those of (la-b)? Seeking an answer to
this question, Rizzi (1990) suggests that, in spite of
their apparent similarity, the complementizers in (1)
are lexically distinct. He proposes that
complementizers are crosslinguistically subdivided on
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the basis of the features [+/=-wh] and [+/-
pred(ication)] which, in English, distribute as in (4):

(4)+wh ~-pred I wonder what C° you saw
+wh +pred the thing which C° you saw
-wh +pred the thing Op that you saw
~-wh -pred I know that you saw it

Putting aside the {[+wh] complementizers which are not
directly relevant to a discussion of (1), note that (4)
distinguishes two instances of that, one [+pred] and
the other [-~pred], each, presumably, with an empty
counterpart. Rizzi further suggests that spec-head
agreement is restrictied to empty [-pred]
complementizers, and that [+pred] complementizers
undergo a distinct type of agreement relation, i.e,
predicative agreement, which obtains between the
complementizer of a headed relative and the relative
head. This second form of agreement has the same effect
as spec-head agreement w.r.t the ECP; it too, can turn
an inert complementizer into a proper head~governor.
The consequences of Rizzi’s proposal on (1) are as
follows. In (la), C° is [-wh, =-pred] and empty. Thus
spec~head agreement obtains turning C¢° into a proper
head~-governor for the subject trace. In (1b), C€° is
also [~wh,-pred] but since it is overt, spec-head
agreement dces not obtain, and C is not a proper head-
governor. In (lic), ¢° is [~wh +pred] and overt;
predicative agreement with the head of the relative
obtains and ¢€° is a proper head-governor. In (1d), C°
is also [-wh,+pred]. Predicative agreement should then
be able to obtain, but this would incorrectly predict
that (1d) should be grammatical. To obtain the correct
result, predicative agreement must be assumed to fail
with empty [+pred] complementizers. In sum, Rizzi’s
proposed lexical distinctions do not remove the need
for a stipulated difference w. r. t. agreement between
overt and empty complementizers of the same kind. It
must be assumed, on the one hand, that empty [-pred] C°
can agree but overt ones cannot and, on the other hand,
that overt [+pred] C° can agree but empty ones can not.
Since this overt/empty distinction does not follow from
the features listed in (4), Rizzi’s proposal leaves the
paradigm in (1) essentially unaccounted for.

The consideration of somewhat more complex
cases further suggests that the role which Rizzi
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attributes to predicative agreement in regards to the
the ECP is misguided. Consider the example in (5): )

(5) *the woman, I know the bookj [cP that [ ti wrote tj]

In (5), the C° immediately dominating the subject trace
has the feature [+pred] and is overt. Predicative
agreement with the head of the relative clause (a book)

can obtain and that should then qualify as a proper.
head~-governor for the subject trace. But this
incorrectly predicts that (5) should only violate
Subjacency, not the ECP. The correct account of the
severe ungrammaticality of (5) reguires that the

effects of predicative agreement on the ECP be further
restricted to contexts in which the head of the
relative clause is also the antecedent of the locally
extracted subject. In Rizzi’s system, this needed
restriction does not follows from any other
assumptions. In sum, it appears clearly that current
analysis of the that-t effect provide no satisfactory
account of the paradigm in (1).

2. The role of Economy

As is well known, complementizer deletion in
English is not 1limited to contexts of subject
extractions. Apart from a few constructions, to which I
return in section 3, deletion is rather free. In this
respect, English is clearly distinct from other
languages, such as, for instance, French, in which
complementizer deletion is never possible:

(6)a. John believes that Mary will hire Bill
b. John believe Mary will hire Bill
(7)a. Jean croit que Marie va embaucher Bill

*Jean croit Marie va embaucher Bill

This distinction, I suggest, is at the heart of
the apparent diversity manifested in (1). Noting that
English complementizers are essentially meaningless,
Chomsky (1989) proposes to delete them at LF. ? Under
this view, they are first projected at D-structure and
then removed at LF. A perhaps more economic way to
obtain the same result would be to assume that English
complementizer may simply fail to project so that
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tensed clauses can be categorially realized at D-
structure either as IPs or as CPs. Concretely, I will
assume that:

(8) When C is lexically realized S = CP

When C is absent and has no feature S = IP 3
This option, I assume is parametrized. Thus, it clearly
is not available in French where a tensed S is always
categorially realized as CP.

A second assumption central to the proposed
account concerns the role of spec-head agreement in the
grammar. I proposed in earlier work, (Deprez 89,90,91),
that spec-head agreement affects the transparency of
barriers, not the governing status of heads. Agreement
is a symmetric and transitive feature sharing relation.
As currently assumed, functional heads are bundles of
syntactic features including phi-features, tense
features etc. It seems then natural to assume that if
two functional categories share phi-features with one
another, they are in some sense non-distinct from one
another and therefore transparent to government.
Chomsky (1986) has proposed that inherent barriers can
become transparent when they are governed by lexical
heads. Putting these two notions of barrier
transparency together, we obtain the following
definition of L-marking:

(9) X° L-marks YP iff

(i) X° governs YP and

(ii) X° is lexical or

(iii) if X° is functional, then X° agrees with Y the head
of YP (Deprez 1989)

For some illustration of the consequences of
(9iii), consider the two functional projections CP and
IP. Assume that both are inherent barriers. In the
normal case, C and I do not agree, so IP is a barrier.
But when spec-head agreement occurs in CP with the
trace of a locally extracted subject, C and I bear the
same phi~features. As a result, IP is transparent and
government from the immediately dominating CP can
obtain. This proposal accounts for observed
restrictions on overt complementizer agreement in
various languages and has interesting consequences for
other functional projections. The purpose of this paper
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is to outline its conseguences for English subject
extractions and the paradigm in (1).

Let us begin by considering the relative and
cleft constructions. If as proposed above, in the
absence of lexical complementizers a clause is of
category IP, the structure of (1d) will be as in (10):

(10) [[ a man] [Op, [,, t, left]]]

Since empty operators do not bear wh-features, nothing
forces them to occur in a CP specifier. Following
Chomsky (1986), I will then assume that they can be
adjoined to IP. If so, antecedent government of the
subject trace in (10) <cannot fail to obtain; the
ungrammaticality of (1d4) must therefore be due to a
failure of head government. There are, in fact, no
available head-governor for the subject trace in (10).
Indeed, under standard assumptions, the relative head
noun does not c-command its dependent clause.
Consequently, N cannot gualify as a head-governor for
the subject trace. Thus (1d) is excluded by the ECP,
which following much recent work, I assume to be
conjunctively defined, requiring both antecedent and
head-government. Note that this account does not affect
object extractions since head~government in this case
can be satisfied by the V head. Thus structures such as
(11) are correctly predicted to be grammatical:

(11) [ [a man] {Opi hp Mary saw ts]]]
Consider by contrast (12), the structure of (1c):
(12) {[a man] [CP Opi that [w ti left]]

{12) as opposed to (10} contains a possible head-
governor for the subject trace, namely the
complementizer that. If, in contrast to Rizzi (1990),
we assume that complementizers are head-governors which
can freely undergo spec~head agreement, agreement with
the operator in Spec-CP will transfer to that the phi-
features of the extracted subject. If so, condition
{9iii) is met and IP is transparent so that the subject
trace can be head~-governed by that. The same reasoning
will apply to the examples (le) and (1f). In sum, ECP
is violated in (1d) and (1f) simply because there is no
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available head-governor for the subject trace. (1lc&d)
on the other hand can satisfy the ECP thanks to the
presence of the complementizer.

Let us now turn to the contrast in (la) and
{(1b). (la) has the structure (13):

(13) Who, do you believe e & left }

In (13) condition (9ii) is met. IP is L-marked by the
matrix verb and is thus not a barrier. Consequently,
the subject trace can be head-governed by the matrix
verb and ECP is satisfied. (1b) on the other hand, has
the structure given in (14):

(14) Who, do you believe [, t’. that | t, left])

After movement to Spec CP, spec-head agreement obtains
so that condition (9iii) is met. IP is not a barrier
and the trace in subject position 1is properly head-
governed. Here too, ECP is satisfied, Why then is (1b)
ungrammatical ? Note that in the approach developed
here, there is 1in fact an interesting difference
between the relative or cleft constructions in (1 c-f)
and the pair in (la-b). In the former, the ECP can be
satisfied only when the complementizer is present.
Thus, there is only one possible structure mnade
available by the grammar. In the latter, however, both
the IP structure and the CP structure can satisfy the
ECP. Chomsky (1989) has proposed that it is only when
principles of uG are satisfied that general
considerations of Economy play a role in the grammar.
Since it is only in constructions like (1la&b) that two
strategies for the ECP are made available, it is there
only that principles of Economy will dictate a choice.
In other words, Economy is irrelevant toc a choice of
structure in the relative and cleft constructions, but
it does play a role for the pair in (la-b). The
derivation in (1b) is clearly more complex. First, it
involves an additional step, namely movement to the
Spec CP. Second, it must resort to an additicnal
process, namely Spec-head agreement. It is thus natural
to assume that general considerations of Economy will
dictate the choice of (13) over (14). (14) being
generally more costly will be systematically excluded.
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The proposed account has I believe, a number of

advantages over Rizzi’s proposal. First, no
stipulation are required with respect to the governing
capacity of overt or empty complementizers,

Furthermore, there is no need to posit abstract lexical
differences between instances of superficially
identical complementizers nor to assume that different
types of agreement processes are available in English.
Finally, spec~head agreement in English can be assumed
to function essentially as in French. Recall that
French is a language which never permits complementizer
deletion. Thus, clausal complements are always CPs and
spec~-head agreement in the C projection is the only
available strategy to satisfy the ECP in all the
constructions under consideration. It is then not
surprising that French subject extractions manifest a
complete uniformity. In these cases, considerations of
Economy simply play no role.

The proposed account raises one important
gquestion. In English, complementizers are either
necessary or impossible with subject extractions. They
are, however, simply optional with all other types of
extractions. If, as I argue, considerations of Economy
regulate the presence of complementizers in the former
cases why do they not in the latter 7?7 To put it~
differently, why does the presence of a complementizer
not entail a more complex derivation for non-subject
extractions 7 There are essentially two possible lines
of answers to this gquestion. First, one may assume that
spec-head agreement itself, not the number of steps, is
the costly process in the derivation (14). Since non-
subject extractions do not require spec~head agreement
to satisfy the head-government requirement of the ECP,
the presence or absence of C may be negligible in the
derivational cost. Note that this leaves the account of
(1c~f) and French unchanged since, in these cases,
Spec~-head agreement is required by the ECP and thus
considerations of Economy do not play a role. The
second line would be to ensure that the number of steps
in the derivation remains unaffected by the presence or
the absence of the complementizer. Movement to the
specifier of an embedded non-wh CP is forced in
Chomsky*’s (1986) system because CP inherits barrierhood
from IP. If we do not make this assumption, this
intermediate step will not be reguired and the presence
or absence of complementizer will leave the number of
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steps unaffected.® In relative clauses and cleft
sentences, the CP projections are not governed by a
lexical head so (9) does not obtain, As we have noted,
however, nothing forces the movement of an empty
operator to Spec CP. Thus, we can assume that in all
non-subject cases, the operator adjoins to IP so that
the presence of the complementizer will not entail any
additional step in the derivation.

3. Obligatory CPs

Despite the relative generality of
complementizer deletion, there are well known contexts
where CPs are obligatory. Such contexts include subject
sentences, extraposed or dislocated sentential
complements and complex NP contexts.

(16) a.*(That) John came is obvious
b.It is important #*(that) John comes
c.I believe it, *(that) John will succeed
d.The fact *(that) John has succeeded

Clearly then, the assumption (8) is too general.
Stowell (1981) has proposed to account for the
impossibility of (16) in terms of government. In his
view, complementizers can delete only in contexts in
which they are governed by a matrix verb. Since in (16)
no governor 1is available, .the complementizers cannot
delete. This proposal, however, says nothing about
complementizer deletion in relative clauses and cleft
constructions where government hardly seems to be at
stake. In this section, I will briefly sketch a
different solution to (16) based on a semantic analysis
of sentential complements developed in Hegarty (1991).
Hegarty proposes that sentential complements can denote
either a set of events, actual or irrealis, or a single
actual event, the second interpretation being
associated with the standard notion of factivity. These
two distinct denotations are formally represented as in
(17):

(17) a. believe that Mary met Bill ===->
believe(¢): ¢= A e met(M,B,e)
b. forget that Mary met Bill ---->

forget (x): x = ([ e met(M,B,e)
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As suggested by Hegarty, (17b) is analogous to a
definite description:

(18) the [N’<x> dog]] ¢ x:dog(x)

"

This suggests a parallel between types of sentential
complements and types of NPs (or in some approaches
DPs). ° Let us further assume that while complements of
the type (17a) can be syntactically realized either as’
IPs or CPs, complement of the type (17b) must be
realized as CPs (or gerunds c¢f Hegarty). This
assumption is compatible with the semantics given by
Hegarty. Using the thematic theory developed in
Higginbotham (1985), Hegarty proposes that the two
interpretations of (17) are compositionally
distinguished in the way the event position of the
embedded predicate is discharged. In sentential
complements which denote a single actual event, the
event position is discharged internally to the
sentential complement by the complementizer:

(19) forget [___that [ Mary [ I meets Bill]]]]

—_—

cP<> 1P<e> 17<e> [VP<e>

In sentential complements which denote sets of events,
the event position is discharged externally by the
predicate which selects the complement:

(20) believe that meets Bill

1111

External discharge also obtains when the sentential
complement is syntactically an IP (see Hegarty):

Mary

[cp<e> [ 1P<e> [ l'<g>I [VP<e>

(21) believe [peeoMBTY [ I [(peeleCLS Bill ]1]]
| E—

We can further assume that in cases of relative clauses
which involve modification and not -selection, external
discharge can proceed, in parallel with adjectival
modification (cf Higginbotham 1985), in terms of theta-
identification of the event position with the internal
position of the relative N head. ¢

(22) a. the dogd>[

that [Op [ Mary saw t ]]]

CP<e> IP <e>
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b. the dog,, [Op [ipeer MAry saw t]]
IS

Returning to (16), observe that the parallel between
the interpretation in (17b) and definite descriptions
suggests a possible explanation for the obligatory
presence of the complementizer in sentences such as
(16c). It is a well known fact, that dislocated NPs
must generally be definite (and specific). What I would
like to suggest then, is that it is this requirement
which enforces the presence of the complementizer in
(16¢c). In parallel with the definiteness requirement on
dislocated NPs, dislocated sentential complements must
denote a single actual event, not a set of events. Thus
external discharge of the event position is excluded
and the presence of the complementizer is required.
Furthermore, if as suggested by Koster (1978), subject
sentences and extraposed sentences are base generated
in peripheral positions, the same reasoning extends
straightforwardly to these cases (16akb). Finally, it
is also clear that in (16d) the sentential complement
must be interpreted as denoting a single actual event.
Here again, then, the necessary presence of that is not
surprising. In brief, the suggestion made here is that
the obligatory presence of the complementizer in
contexts such as (16) is not driven by syntactic
considerations but rather by constraints on semantic
interpretation. Although, clearly, this analysis
requires further refinement which cannot be discussed
here due to space limitations, it presents at least a
plausible alternative to standard accounts of the
complementizer deletion phenomenon. Standard accounts
assume that empty complementizers can occur only in
contexts in which they are syntactically licensed. The
account sketched here on the other hand, presupposes
that both CP and IP are possible syntactic realizations
of English sentential complements and that the
necessity of the former in some contexts is due to
semantic restrictions, selectional or other, on their
denotation.”

One final guestion must be addressed. If as I
suggest in section 2, the presence of the
complementizer can satisfy the head~-government
requirement of the ECP, the question arises as to why
subject extractions are not possible from contexts such
as (16). consider, for instance, a case of subject
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extraction from a subject sentence, the structure of
which is given in (23):

(23) Who does (ep t’, that [IP ti left ]1 bother you

In (23), the extracted subject moves to the CP spec of
the subject sentence, so that spec-head agreement
obtaing and the subject trace t, can be properly head-
governed by that. Why then, are such sentences excluded
? The problem, I suggest (Deprez 89,91), occurs not
with the subject trace but with the trace te, in Spec
CP which fails to be head-governed by the higher ¢,
Since this trace cannot delete without destroying the
agreenment relation necessary to the transparency of IP,
ECP is violated and the sentence is excluded.
Interesting confirmation for this analysis can be found
in French, where complementizers are always present and
agreement is overtly manifested. As shown in (24), the
switch of gque to -gui has no effect on the
ungrammaticality of structurally identical cases:

(24) *Qui est-ce que [ que/qui t soit parti ]
t’ennuie.

This shows clearly that spec-head agreement does not
suffice to avoid an ECP violation in these cases.
Consequently, there is no need to restrict its
application with respect to (16). Here again, the
proposed account draws a parallel between English and
French.

Conclusion:

This paper proposes that the standard that-t effect is
not strictly speaking an ECP effect. Rather, it results
from the interaction of the ECP with more general
considerations of Economy. As I have shown, the
proposed analysis permits a unified account of the
paradigm in (1) and of subject extractions in English
and in French.
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-=- Notes =~-

1. To gquote Frampton:" It is an unsatisfactory
feature of both analysis (i.e. Rizzi’s and his) that
they must stipulate that that does not enter into spec-
head agreement., Otherwise, the account fails".fnt 35 pp
66

2. LF complementizer deletion is in fact crucial
in the Barriers system to prevent ECP violations with
adjunct extractions. Cf Lasnik and Saito (1984} for a
discussion of the problem and the origin of the
proposal.

3. Following Chomsky, I assume that [+wh]
complementizers, being semantically significant cannot
be missing. Consequently, although English does not
have [-wh] empty complementizers, it has [+wh] empty
complementizers. Like other complementizers, [+wh] can
undergoc spec-head agreement. Thus in structure such as
(i), this empty C will be able to head govern the trace
in subject position:

(i) I wonder [who C [ t left]]

4., The successive cyclic character of wh~movement
can be preserved if we assume instead that IP can
inherit barrierhood from VP. This will not affect
subject extractions, since they do not invoke VP, but
it will force IP adjunction, even when IP is L-marked,
for all other types of extractions (objects and VP
adjuncts) if BCs are defined as in Deprez (1989) (i.e
in terms of non-exclusion rather than domination) and
inheritance is only induced by lexical categories.
Recent analyses of the phenomenon of “cyclic" subject
inversion in languages 1like Spanish, Romanian and
Catalan (see Bonet (1990) among others) suggest that
IP adjunction or movement to spec IP, not CP is at
stake. If correct, this provides interesting support
for the proposed reinterpretation of the cyclic
character of wh-movement.

5. Such a parallel has been independently argued
for on the basis of syntactic evidence. See for
instance Lefebvre & Massam (1988) among others.

6. In Higginbotham (1985) the semantic
interpretation corresponding to theta~identification is
coordination. Applied to relative clauses, (22) entails
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that " the dog Mary saw " is informallly interpreted as
: the x [which is a dog] and [which Mary saw].

7. Similar constraints arise in French. However,
they are not syntactically manifested in the
complementizer system, but rather in the tense system
by the necessary use of subjunctive.
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NEGATION AS A FUNCTIONAL PROJECTION IN HINDI

Veena Dwivedi
University of Massachusetts at Amherst!

0.0 Introduction

In this paper I show that the negative morpheme nahiiN in Hindi
is syntactically a head that projects its own phrase, Neg(ation)
P(hrase), (cf. Pollock 1989, Zanutinni 1989). I further argue that
despite its traditional classification as a "modifier" in the
notional sense, the syntactic behaviour of Negation is distinguished
from other modifiers in Hindi, namely Determiner, Adjective, Adverb
and Quantifier. Those modifiers are syntactically adjuncts, as they.
adjoin to the phrase they medify. Negation, on the other hand, is
a head that takes a complement (or object) XP, I ¢laim that nahiiN
is not a member of the category of "true modifiers”, which are the
adjoined modifiers.

1.0 A Brief Sketch of Hindi

1.1 Word Order
Hindi is an SOV language that is consistently head final. The
default word order is schematically shown in (1) and
exemplified in (2)a.?:
(1) $ X 0V (Aux)
X PPlocfinstrv AdvP?
(2)a. Raam roTii khaataa {(thaa).

R. bread(f) eat(imp.m) be(pst.)

Ram wused to eat bread.
The default sentence pattern is of interest because Hindi has a
relatively free word order. This pattern is the
version that is least marked stylistically, with “simple"
intonation.
Native speakers of Hindi generally have a clear idea of what
constitutes a default utterance, and what does not. Thus the
following sentence patterns are also grammatical albeit marked
compared to (2)a.:
(2)b. O s t Vv Aux

roTii Raam khaataa thaa.

c. V 5 0O t Aux
khaataa Raam roTil thaa, magar ab puRil khaataa
hai.

but now fried bread eat(imp.m.)
be(3p.sg.m.)
ie, "Ram used to eat bread, but now he eats fried bread."
Other patterns of scrambling (the list in (2) is not exhaustive)
will be described later in the text. (See Section 4.1).
Derivationally, 1 assume that the default word order is
described by the simplest possible representation. If the default
pattern is the result of some movement, this movement must result
from a principle in the Grammar (e.g., Case Filter, etc.}. This is
in contrast to "scrambled" versions, which have extra instances of
“Move-a" applied to them.
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1.2 Facts about Negation

The negated version of the affirmative sentence (2)a. is shown
below:
(3 Raam roTii nahiiX¥ khaataa thaa.
If (3) is uttered using an unmarked intonation, then the sentence
means "Ram used not to eat bread.”™ This is an example of sentential
negation, the facts of which will be further examined in Section
4.0.

If roTii, "bread" bears the main pitch accent, (which is
indicated in the example using capital letters) then the sentence is
of a contrastive type, so that it must be followed by (or conjeined
with) a relevant contrast phrase, as in (4) .
(4) Raam ROTII nahiiN khaataa thaa, balki PURII khaataa thaa.

but fried bread
"Ram didn’t used to eat ROTII, he used to eat PURII.

(4) would be perfectly appropriate in the following discourse
setting. Suppose Ram's mother and his aunt are musing about Ram’'s
eating habits as a child. The aunt remembers (2)a. His mother
challenges the aunt's memory with (4). (3) would be inappropriate
here, since it is merely an assertion so that nothing with the

relevant focal structure is presupposed. In (4) Ram‘s eating
something is presupposed or old information. The new pieces of
information are that he did NOT eat roTii but purii. I call

sentences like (4) examples of constituent negation (cf. Horn 1989),
which invoke topic focus structures (cf. Jackendoff 1572, Selkirk
1984).

1.3 Summary

In this section we saw that Hindi is a language with free word
order (we will see constraints on this freedom below). Constituent
and sentential negation have the same morphological form, pnahiiN.
When the direct object is contrasted, to yield the surface string $
DO neg V, the surface form of the sentence looks just like
sentential negation. The difference is that the two different types
of negation support different intonational patterns.

In the following sections 1 show that constituent and sentential
negation may be analysed using a uniform syntactic configuration,
NegP, so that the sister of the negative morpheme is syntactically
selected. Crucially, 1 argue, negation does not adjein to its
sister, as do say, adjective phrases and adverb phrases.

2.0 Constituent Negation

In this section 1 make the preliminary hypothesis that since
constituent Neg unambiguously takes its sister to the left in this
head final language, it should be analysed-as an X°. It contrasts
with the other modifiers in Hindi, which modify to the right.
Before we look at the relevant negation facts it would be
instructive to look at how other modifiers work.

2.1 The “"True™ Modifiers: MOD

The examples below show the position of Adjective, Determiner
and Quantifier with respect to their complements, (see Section 1.1
for Adverb). First let us examine (5).
(5) Bacce ne [[kai] ciriyacN ko] cawal khilaaye.

Children erg. many birds dat. rice fed.

The children fed many birds rice.
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In the above sentence, kai, "many"” unambiguously modifies "birds,"
such that the sentence CANNOT be read, *"Many children fed the birds
rice.” Quantifiers and Determiners modify in the same way:
(6) [uploHar] bacca ko] khelnaa caahiyee. ’

every child dat. play(nem.) should.

Every child should play.

(7) Vidhyaarthi ne flhar] kitaab ko] paDaa.
student(m.) erg. every book acc. read(pf.m.)
The student read every book.
*Every student read a book.

(8) [[Us] laDkii] ke paas [[ek] ciriya] hai.
That girl gen. one bird is.
That girl has a bird.

(9) LaDke ne {[us] kalam ko] khariidaa.
boy(m. obl.) erg. that pen(f.) acc. buy(pf.m.)
The boy bought that pen. .
*That boy bought the pen.

I assume that the above modifiers are adjuncts that are Chomsky-
adjoined to the YPs they modify. As a result, NP is the maximal
projection that dominates the "Mod(ifier)P(hrase)” in the above

sentences. An exemplary configuration would 1look 1like the
following:
(10) NP
s~
AdjP ﬁ?
!
Adj® N°

The head of Modifier Phrase”YP is always Y°, as in (10) where Y® =N°,

2.1 Focus Facts
2.1.1 Direction of Sister
As noted in Section 1.2, the constituent that is contrasted in

Hindi i{s left adjacent to pahiiN. It also always receives the main
plteh accent in the sentence, The schematic représentation of
contrasting a constituent X to ¥ {s shown in (1l), with examples to
follow:
(11) Xgpeus Neg but Y.
{12)a, Sg neg 10-ko DO v

RAAM NE nahiiN Sita ko kitaabe diysa, Shyaam ne.

R. erg. neg §. dat. books(f.) give(pf.0) Sh. erg.

Ram didn’'t give the books to Sita, Shyaam did.

b. ) 10-kor mneg Do v
Raam ne SITA KO nshiiN kitaabe diyaa, balki Sudha ko
R. erg. S. dat. neg. books(f.) give(pf.0) but Su. dat.
diyaa.
gave.
Ram didn’'t give the books to Sita, but to Sudha.
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c. § 10-ko DOr neg v
Raam ne Sita ko KITAABE nahiiN diyaa, balki noTbuk diyaa.
R. erg. S, dat. BOOKS neg. gave, but notebook gave.
Ram didn’t give books to Sita, he gave her a notebook.

The sentence § I0-ko DO V is altered in (12) by systematically
positioning Neg in different slots between the words. We see that
there is unambiguous evidence that Neg is modifying to the left,
Thus in (12)a., it is the subject that is contrasted, not the
indirect object. Further the direct object is contrasted in (e¢),
not (b), where Neg precedes it. Notice that (12)c. is not the
default negative sentence pattern discussed in Section 1.2. Because
the DO is focussed, the sentence does not mean, "Ram didn't give the
books te Sita;" instead it means, "It's not BOOKS that Ram gave
Sita, it’s notebooks.”

Neg modifies other complements, too, as shown below:
(13) AP Neg
Sushma [bevkuf]; nahiiN hai, samajdar hai.
S.(f) . FOOLISH neg is, intelligent is.
Sushma’s not STUPID, she’s smart!

(14) PP Neg
GuDiyaa [skul me]y nahiiN hai, park me hai.
G.(f) SCHOOL IN neg is, park in is.
GuDiyaa's not in SCHOOL, she's in the park.

(13) and (14) are of the same contrastive type observed in (12). 1If
the relevant negated YP did not bear the main pitch accent (and thus
was not focussed), the sentences would mean, "Sushma is not stupid,"”
and "GuDiyaa’s mnot in school,” respectively. No contrastive
interpretation would follow.

As a preliminary hypothesis, I propose that Neg be analysed as a
head since it patterns like an X% in this head final language; its
sister is to the left. The element that is contrasted is selected
by Neg.* The following syntactic configuration is assumed for the
DO case:

(12)c.*3 \
JVP\
spec v
NPgy/t /™~
I0koe V!
N
NegP v
/O~
e Neg

This suggestion is based purely on the fact that Neg modifies to the
left, and to capture this syntactically in this head final language,
I have posited a head final NegP.

Thus I have claimed that nahiiN is an X° that takes a complement
sister. There is another grammatical fact that this analysis
captures: the sister of Neg tends to bear the main pitch accent in
the sentence. If Neg were adjoined to NP, such that there was no
relation of argumenthood (see Footnote 4), then it would be an
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accident that this intonation pattern were the case. This is because
according to Selkirk 1984 (Ch. 5) intonational structure is only
sensitive to argument relations, not adjunct relations. In the
present analysis, I account for the intonation facts by positing a
Focus Algorithm which assigns the feature +F[ocus] (cf. Jackendoff
1972) to the sister of Neg. Given Selkirk’s assumptions no such
algorithm could apply to an adjunct relatrion, shown in (15):

as -

NP NegP

If (15) were the syntactic configuration, then we would assume that
the pitch accent could occur anywhere in the sentence, but it
doesn’t: it only occurs on the sister to Neg.

2.2 Summary .

In this section I used direction of complementation facts te
claim that Neg is a head. This is because it consistently modifies
to the left, true to the head final characteristic of this language.
Neg is contrasted to all other modifiers, which modify to the right.
This head relation also captures intonation facts: the sister to
constituent Neg bears the main pitch accent in a sentence. If Neg
were adjoined to NP, then this would be a syntactic accident, since
according to Selkirk 1984 adjuncts do not affect intonation
assignment. In the next section we see further differences between
Neg and the other NP modifiers.

3.0 Long Distance Scrambling facts

An interesting example to look at is (16). The word order in
this sentence is S-ne DO I0-ko t V. The DO has scrambled out of its
original position. Let us assume that the subject has scrambled,
too, so that the Goal marks the periphery of the VP. This would
entail that the direct object i{s external to VP. If this sentence
is negated such that Neg immediately precedes V, the word order may
support three different intonation patterns, with each its own
interpretation:

(16) Ram ne kitaab Supriya ko nahiiN dii, ...
R. erg. book(f) §. dat. Neg give(pf.f)
Ram didn't give Supriya the book,...
(i) he gave it to Sita, (10 negation, accented IO)
(ii) he gave her an apple instead, (DO negation, accented
Do) .
(iii) he kept it. (VP negation)®

Contrasting the 10, (i), vields a structure where NegP dominates
I0 and Reg. This would be an example of constituent negation,
discussed in 2.0, We are concerned with the reading in (i1i). This
is an example of DO negation, the structure for which is shown in
(12)c’. Apparently, even though the DO is not in its original
position, as sister to Neg, it is still being interpreted that way.
In other words, the YP left adjacent to Neg may move out of its
position and still yield a grammatical sentence. This is not the
case for other modifiers of NP, (I mark constituenthood below by
boldfacing):

(17)a. BaDe bacce kitaabeN paDte haiN.
big(pl.) children book{(pl.f.) read(imp.pl.) be(3p.pl.)
Big children read books.
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b. bacce baDe t kitaabeN paDte haiN.
*Big children read books.
ok: Children read big books.

(18)a. Zamindaar ne us aadmi ko maDaa.
Landlord erg.that man KO hit(pf.m.)
The landlord hit that man.

b. Us zamindaar ne aadmi ko maDaa.
*The landlord hit the man.
ok: That landlord hit the man.

(19)a. ilaa ne raam se annu ki puraanii kitaab Kkhariidii.
Ila erg. R. inst. Anu gen o0ld(f.) book(f.) buy(pf.f.)
Ila bought Anu’'s old book from Ram.

b. *ilaa ne annu ki raam se puraanii kitaab khariidii.

*raam se annu ki puraanii ilaa ne kitaab khariidii.

(taken from T. Mohanan 1990, ex. 17, p. 18)

There are two points to be made here. The data in (16) might suggest
that Neg simply associates itself with the stressed item in the
sentence to yield a contrastive reading. However, this is not true.
In the string Sne DO I0ko neg V, Neg may only associate with the
direct object and the indirect object to yield the contrastive
reading. If there is a main pitch accent on the Subject, Neg does
not associate with it to yield a contrastive reading. The sentence
remains an example of topicalisation rather than one which must be
followed by a contrasting item. This is consistent with the fact
that Neg is not in a position that S could have moved out of to
yield the contrastive reading.

In order to account for the difference in scrambling
possibilities between NPs that are modified by Neg versus NPs that
are modified by "true" modifiers, I posit that Neg is a head that
projects to its own phrase, NegP.

What does this buy us?

First, it accounts for the long distance relationship that a
sister to Neg may have with it. This is due to the fact there is
the relation of head government between Neg and its sister, so that
the scrambled NP can still be related to its former position, given
that its trace is governed.’

Second, we don’'t need to say that Hindi only sometimes honours
the Complex NP Constraint. It always does. The reason why an NP
can scramble away from its Neg modifier is that it bears the
syntactic relationship in a. to it and not b. below:

(20)a. /NegP b. ,NP
N ~ Neg NP®  SNeg

4.0 Sentential Negation: Evidence of Incorporation

In this section I investigate data from an Eastern dialect of
Hindi, spoken 1largely in Uttar Pradesh. First, 1 examine the
fronting possibilities of different elements of the VP in an
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affirmative sentence. Once negative sentences are introduced, 1
show that if negation, pahiiN, is present, then it must always front
with the wverb. If it is stranded, an ungrammatical sentence
results.® While the exact nature of this fronted position is not

relevant te our concern, it is important to mention my assumption
that only one such position exists. As such, whatever fronts will
front as a constituent, so that successive frontings of two
constituents is not permissible.

4.1 Fronting Possibllities

Section 1.1 on Word Order alluded te the fact that Hindi has
relatively free word order. Here we examine more examples of this
freedom. These examples are clearly not default sentence types;
some informants described them as somewhat literary. However, the
judgements on grammaticality were clear. Below, the (a) sentences
depict the basic sentence type. Verb fronting is shown in the (b)
sentences.

(21)a. S-ne 0- v
raam ne saikal calaayii.
R. erg. bicycle(f.) drive(pf.f.)
Ram rode a bicycle.

b, ¥V S-ne o] t
calaayii raam ne saikal, aur uskii saikal nali me
drive(pf.f.) R. erg. bike(f.) and his(f.) bike gutter in
girii.
fell.
Ram rode his bike and it fell in the gutter!
(22)a. Krishna ne Rukmuni ko dekhaa.
K. erg., R. dat. see(pf.0)
Krishna saw Rukmuni.
b. dekhaa krishna ne rukmuni ko, lekin yaad usse
see (pf.0) K.(m.) R. (dat.) , but memory him(dat.)
raadhaa ki aayii
Radha genitive marker come(pf.f.).
Krishna saw Rukmuni, but thought of Radha.
(23)a. mai ne  abhii film dekhii hai.

I(nom.) erg. now film(f.) see(pf.f.) be(lstp.sg.pres)
I just saw a movie.

b. v * (Aux) S-ne Adv 0
dekhii *(hai) mai ne abhii film.

c. O v *(Aux) S-ne Adv
film dekhii hai mai ne abhii.

Example (23) shows that when an Aux is present, it must front along

with the wverb, indicating that there is V-Aux incorporation

oceurring. In (23)c. we see that 0°V may front as a unit, too.®
The negative sentences of (21), (22) and (23) are shown below:
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(24) Raam ne saikal nahiiN calaayii.
R. erg. bike(f.) neg drive(pf.f.)
Ram didn’t drive the bicycle.

{25) ¥rishna ne Rukmuni ko nahiiN dekhaa.
K. erg. R. dat. neg see(pf.0)
Krishna didn't see Rukmuni.

(26) mai ne film abhii nahiiN dekhii hai.
I erg. movie yet neg. see(pf.f.) be (3p.sg.)
I haven’t seen the film yet,

When one examines the fronting possibilities in negated sentences,
then it is apparent that sentential Keg may not be stranded.l®
This is shown below. The (a). sentences show Neg-V fronting as
grammatical; the (b). sentences show that V fronting without Neg is
ungrammatical.

(24)'a. Neg AY S-ne o]
nahiiN calaayii raam ne saikal,...
Neg drive(pf.f.) R. erg. bike(f.)

b, *V S-ne O Neg
*calayii raam ne saikal nahiiN,...

{25)'a. nahiiN dekhaa krishna ne rukmuni ko,...
Neg see(pf.0) K. erg. R. dat.

b. *dekhaa krishna ne rukmuni ko nahiiN,...

(26)'a. Keg v * (Aux)
nahiiN dekhii *(hai) mai ne film, lekin sunaa hai...

b. *dekhii hal mai ne film nahiik, ...

c. O Neg v (Auax) S-ne
film nahiiN dekhii (hai) mai ne, lekin sunaa hai ki
but hear(pf.0) is that..
I haven't seen the film, but I heard that...

d, * 0 v (Aux) S-ne Neg
*film dekhii (hai) mai ne nahiiN, lekin...

Example (26)'c. and d. further show that when the VP does front,
it cannot strand Keg.?¥

4.2 Neg Incorporation
These data may be accounted for if we assume that sentential Neg
is 8 head and that there is verb movement in Hindi.
4.2.1 Phrase Structure in Hindi
I adopt a tree in which the aspectual and tense morphemes
project to separate phrases, since they can each be words (cf. Speas
1890) . I propose the tree in {28) which represents (2), repeated
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here as (27):
(27) Rsam roTii khaataa (thaa).
R. bread(f) eat(imp.m) be(pst.)
Ram wused to eat bread.
(28) ”TP
spec T!

spec 7 V' +t+aa
Raam N

NP Vv

roTii khaa

Note that the domination relations of the tree reflect the order of
the verbal morphemes. When aspect is a suffix, it subcategorises
for V.,.,. The verb moves to Asp to satisfy the subcategorisation
frame of the affix, (Roberts, 1985).% This movement is restricted
by the Empty Category Principle: all traces must be properly
governed. If an X® moves too far so that it crosses a barrier to
movement, or if it skips over another head, then the trace will not
be governed, 13

The phrase structure for sentential negation is such that NegP
forms part of the inflectional complex and is a sister to VP, I
account for the fronting facts above by assuming the following: in
a negated sentence the verb, which must move to satisfy the affixal
requirements of aspect, must incorporate into Neg. This is because
if it does not, then by the Head Movement Constraint (and/or the
Minimality Condition of Chomsky 1986 and Rizzi 1990) the trace of
the verb will not be governed. Thus the ungrammaticality of the
fronted sentences above that strand Neg is accounted for if we
assume that Neg’s head status means that it counts as a closer
governor for the trace of V®, such that V must incorporate inte it
to avoid this syntactic configuration (but see Pollock 1989). Thus
the phrase structure I am assuming to support these claims is shown
below:

(29) ¥ TP,
~
spec T!
Aspp™~ T
VAN Neg- [V+asp]-Aux °
NegP Asp
N . TReg-{Veasp]
VP  Neg
Theg-v
spec V!
NPV
ty

The Eastern dialect® then provides us with the relevant data
that show that Neg does have the ability to incorporate with another
X%, clearly demarcating it as a head.

4.2 Predictions N
Having established that Neg is syntactically not adverbial (or
adjoined to VP), we expect that the fronting facts for real adverbs


http:1985).12

97

should differ from those for Neg. As an example, let's look at the
closely related adverb kabhi nahiiN, "never" and another VP adverb
jaldi se, "quickly."
(30)a. Raam saikal [kabhi  nahiiN] calaataa hai.

R. bike(f.) sometimes neg drive(pf.m.) be (preslsg )

Ram never drives a bike.

b. ? calaayi Ram ne kabhi nahiiN saikal is liye woh moTor
this reason he motor
kaar se darte hai.
car abl. be afraid is.

. which is why he's afraid of cars.

c. * kabhi nahiiN calaayi Ram ne saikal
(31)a. Shyaam saikal jaldi se calaataa hai.
S bike quickly drive(pf.m.) be(preslsg)
Shyaam drives his bike really fast.

b. ?calaate Shyaam saikal jaldi se is liye woh skul
this reason he school
taym se pahuNcte hai.
time abl. arrive is.

. which is why He arrives to school on time.

¢. *jaldi se calaate Shyaam saikal

Apparently, there is a strong acceptability difference between VP
fronting and Adv'V fronting. The latter type of fronting is
unacceptable. We see a clear dichotomy in the data; whereas verb
fronting in negated sentences did not permit nahiilN stranding, verb
fronting in adverbial sentences must strand an adverb. Under my
account the reason for this is that there is only one topic position
that constituents can move to, and since an Adverb is adjoined to
VP, it cannot move to the front of the sentence with V. Neg on the
other hand can, precisely because it is a head and has taken part in
the head fusion. Being a head allows for the incorporation
possibility.
4.3 Summary

In this section I relied on recent assumptions about phrasal
syntax to show that the reason why fronting verbs in negated
sentences necessitates the negative morpheme fronting too is because
the negative morpheme is a head that the verb incorporates with. If
nahiiN is stranded such that the incorporation does not happen, then
given the Head Movement Constraint, the sentence is rendered
ungrammatical.

In the end, although I advocate a similar syntactic configuration
for constituent negation and sentential negation wusing NegP,
sentential negation usually ends up as, in effect, a prefix to the
verb.

5.0 Conclusion

In this paper I argued that pahiiN projects to its own phrase and
selects its sister. I used three tests to show this. First I
relied on the superficial fact that the modifiee of Neg in
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constituent negation is left adjacent to it. This is in contrast to
all other modifiers in the language, but completely consistent with
the heads., Since only arguments (crucially not adjuncts) can affect
intonation assignment, this account captured the fact that the
sister to Neg tends to receive the main pitch accent in the
sentence. Second, the sister to Neg may scramble and still be
associated with its initial position. No other instances of
scrambling NP modifiers are found in this language. T suggest that
Hindi does indeed honour the Complex NP Constraint. The reason why
NPs scramble when sister to Neg is because they are daughters to

NegP, so that scrambling is possible. Finally, I show that in
negated sentences, when there is verb fronting, the negative
morpheme may not strand. I assume an incorporation strategy to

accountofor this, again showing that we need to assume that nahiiN
is an X°. .

An implication for further research is the following: in
instances of constituent negation where an NP is dominated by NegP,
one has to address the following issue-- why does NegP not block
subcategorisation restrictions by verbs? NegP is an interesting
category in that it seems to be transparent so that the syntactic
restriction that a verb take an object NP is not violated if the NP
is dominated by NegP. Here is another area where the differences
between functional categories and lexical categories must be
investigated. 1S

Endnotes

1. This is a revised version of my Generals paper. I would like to
thank the members of my committee: Lyn Frazier, Roger Higgins and
Peg§y Speas for their advice, 1'd alsoc like to thank Hagit Borer,
Paul Portner and Hotze Rullmann for discussion.

2. Some of the abbreviations used in glossing the Hindi examples
are: m.=masculine; f.=feminine; O=~default agreement (m.s§.):
s§.—sin ular; pl.=plural; 1/2/3p=first/second/third person; perf.or
pi.=~perfective aspect; imp.=imperfective aspect; pst.=past;
inf.=infinitive; nom.=nominative; erg.=ergative; dat .=dative;
acc.=accusative; emph.wemphatic particle; gen.~genitive marker; N
indicates nasalisation on the preceding vowel;, T=retroflex /t/,
D=retroflex /d/ or a flap.

3. Informant judgements are more certain about the default pattern
with PPs than the pattern with Adverbs. The judgement is that (i)
S PP Q V is the default pattern vs. (i)' S O PP V. However, for
Adverb Phrases, the intuitions sare less certain regarding which of
the possible orders (ii) § Adv O V vs. (i1)’ S O Adv V, is more
basic, Here I assume that structural position may be correlated
with function. Since both PPs and manner Adverbs perform similar
functions, (modifying VP), I assume that Adverbs take the same basic
position as PPs, (ii). Further, when both do occur, the order is
(iii) S Adv PP O V. .

4. 1 hesitate to use the term argument of Neg, since this term
could imply that Neg theta marks its sister. The nature of
'arguments’ of functional Srojections is vague at best, (for some
discussion, see Speas 1990, Section 2.4 and Baker 1988 p. 61).
Baker suggests that the functional projections C® and I° enter a
relation ¢f "selection” with their sisters and not theta assignment.
This term does not necessarily imply that Neg subcategorises for any
particular category; as will become obvious, any phrasal category
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can be sister to Neg. I use this phrase in accordance with the
current literature te indicate a tighter relationship than
adjunction in syntax without theta assignment.

5. I am adopting§a VP internal subject configuration. The optional
trace in [spec, VP] indicates that the NPy, which is case marked as
ergative, may scramble. Also, the implications of having NegP as an
argument of V will be discussed in tﬁe conclusion of this paper.
6. For a discussion of VP negation, see Dwivedi 1990,

7. Although this is not a conclusive argument, since even if NegP
was adjoined to NP, the scrambled NP could still antecedent govern
its trace. This is because I assume that scrambled objects adjoin
to VP, As a result, VP does not "exclude” (in the sense of Chomsky
1986) the direct object NP, and so is not a barrier for government.
8. Note that this ungrammaticality is particular to this dialect in
Hindi, A "Western™ dialect, spoken in Bombay, shows exactly
opposite effects, Neg in this dialect always strands, and may not
front with the verb.

9. Although one might argue that 0"V fronting is really a case of
the subject moving rightward, (23)c¢. shows that one could maintain
the initial claim. n order to account for (23)c¢c., either one
assumes that the complex 0"V Aux fronts, OR that S postposes, and
then Adv does, too, (these two XPs cannot postpose together since
they do not form a constituent). Given that either option logically
exists, 1 propose that the Grammar chooses the least complex
derivation, which is the verbal complex fronting.

10, We see that sentential Neg may not strand due to the
incorporation process invoked below. This is in contrast to cases
of constituent Neg, where we saw the DO scramble and leave Ne
behind. Thus while both sentential and constituent Neg are analyse
with the same syntactic configuration of head final NegP, we see
that this same configuration can support different syntactic
analyses which account for the differences between sentential and
constituent negation.

11. The exact details of this fronting process will not be pursued.

12.0 For more data concerning Verb Movement in Hindi, see Dwivedi
1990.

13. Essentially, Chomsky 1986 and Rizzi 1990 arﬁge that an X° trace
may not be §overned by its antecedent if another Y° intervenes,
since the closer head will end up governing the trace of X°,
effectively blocking government from the trace’s antecedent. As
noted in the literature (Baker 1988) this restriction is also
expressed by the Head Movement Constraint of Travis 1984, "an x° may
only move into the Y° which properly governs it."

14, An obvious remark here is that pabhiiN, a two syllable word, is
too big/heavy to be considered prefixal. 1 have two things to say
about this, First, in non-subjunctive/conditional contexts and non-
imperative contexts, pahiiN freely alternates with pa. In addition,
the subjunctive/conditional and Imperative moods employ the single
syllable pa and mat, respectively. So potentially much of the time,
the negative morpheme in Hindi is the "right size." Second, two
syllable prefixes are not a null ¢lass, anyway. In English we refer
to gounter- as a prefix, in "counterexample®™ and "counteract.®
15. Ve see that this Eastern dialect has Neg-V incorporation, and
possibly, vhen Aux is present, Neg-V-Aux Incorporation. This is in
contrast to the Western dialect, which differs exactly along these
lines: it does allow for Neg and Aux stranding. It seems,
therefore, that the dialects differ at the level to which
incorporation is allowed for; the Eastern dialect requires (or opts
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for) incorporation at every possible instance, where the Western
dialect simply does not allow for incorporation. I have no
explanation for this difference at this time.

16. See Dwivedi 1990 where I modify Abney 1987 and give a first
account of the subcategorisation facts.
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Economy of Representation: the Realizations of X, +  YP
Joseph Emonds
Tilburg University

1. Problems and Possibilities for Subcategorization.
Since being introduced in Chomsky (1965), contextual
"subcategorization features" of the form +___YP have been
the central lexical formalism for indicating differences
in how classes of verbs (subsequently, of other lexical
heads) select complements. Thus, three verbs like geen,
describe, and glance are lexically listed for different
complements as in (1), thereby expressing the obligatory
co-occurrence shown in (2). For more details on this
notation, such as the decision to lexically stipulate
only plus values for these features, see Chomsky (1965).

(1) describe,V, +___ NP; glance,V, +___ PP; seem,V, +___ AP

{(2)a.Mary {described/ *glanced/ *seemed) the task.
b.Mary {*described/ glanced/ *seemed} toward the room.
c.Mary (*described/ *glanced/ seemed) thristy.

d.*Mary {described/ glanced/ seemed} at last.

Many verbs can take, usually optionally, a second
complement, wmost simply represented in trees as their
second phrasal sister. Such "oblique" complements are
represented as in (3):; parentheses indicate optionality.
Thus, the above verbs, but not undertake or remain, may
take indirect objects with to, as in (4). Chomsky (1965)
stipulates the introductory P, a practice I modify below.

{(3) describe, V, + NP (to”NP); undertake, V, + NP;
seem, V, + AP (to”NP}; remain, V, +___ {AP, NP, PP}

(4) Mary {described/ *undertook)} the task to the boss.
Mary {seemed/ *remained) thirsty to the boss.

In recent years much if not all of what is
language-particular is ascribed to lexical variation, a
working hypothesis to which I subscribe. If indeed the
subcategorization mechanism is to carry the weight of
lexical specificity, it is then an urgent task to
carefully formulate and refine it. For it is easily
appreciated that  subcategorization as originally
formulated is inadequate, as authors have noted since at
least Bresnan (1970)}. And if the theory of grammar
cannot actually specify what expresses the language-
particular in scientific rather than purely expository
terms, then we really don't have a science of language.

To see inadequacies of classical subcategorization,
consider a verb like reside which like glance also
requires a PP complement; consequently, the simple
feature +___ PP fails to predict the following contrasts.
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(5) Mary {resided/glanced} {near/by/*of/*with)} the hall.
Mary {resided/seemed}{in the hall/*toward the room}.

Or, if we replace a direct object NP licensed by + NP
with an NP gerund, we find differences among verbs as to
whether an NP object with an "event-~like interpretation"
containing an overt possessive phrase subject is allowed:

(6) Mary described my friend's preparing a fish.
Mary described Sam's distribution of my paper.
Mary undertook (*my friend's) preparing a fish.
Mary undertook (*Sam's) distribution of my paper.

Thus, "different kinds" of XPs must be selected, since
simple statements like + NP and +___ PP fail to describe
the actual arrays of surface distributional facts.
Given the apparent inadeguacy of subcategorization
features, many researchers have concluded that surface
co-pccurrence relations between various X head and YP
complements are to be captured through lexical expression
of deeper semantic regularities ("s~selection"). Thus,
Grimshaw (1979) argues that some co-occurrence patterns
involving sentential complements are best expressed by
means of non-syntactic "semantic" selectional features.
Pesetsky (1982) further proposes that if such semantic
selection is supplemented by 1lexical specifications of
how and when a verb assigns "“abstract case" to its NP
objects, then subcategorization may even be eliminated.
I have responded to these proposals in Emonds (1991,
1992), arguing that the advantages of item-particular
semantic or "“s-selection" are illusory, and that many
distributional and even semantic generalizations are
thereby obscured and left unexpressed. Here, I start
from these conclusions, i.e. that the best mechanisms for
capturing distributional regularities of lexical items
are subcategorization frames, expressed syntactically.

2. The Range of Subcategorizataion Features. To fix
ideas, we consider in turn verbs subcategorized for the
five major types of phrases headed by N, A, P, V, and I;
these phrases appear as deep structure sisters to such
verbs. We have already seen examples of transitive verbs
(+___NP) and "linking verbs® (+__ AP) in (1)=(4).

The X; heads of phrasal complements can be further
restricted to membership in marked subclasses; e.g., NPs
may be required to be +ANIMATE, or +PLURAL, as with the
objects of Y"psycholegical' or "distributive" predicates.
Since features "percolate" from heads to phrases, placing
this associated feature with the phrase in the
subcategorization frame itself is an appropriate notation
for these restrictions. If the restriction concerns a
feature which plays a role in syntax, with Chomsky (1965)



104

I call the feature syntactic; moreover, I refer to such
restricted frames as subcategorization, reserving the
term "semantic selection" for features which play no role
in regular syntactic and morphological processes.

(7) amuse, V, + [NP, ANIMATE] (*amuse the storm)
disperse, V, + [NP, PLURAL] (*disperse the leader)

The feature PLURAL suffices to represent the restriction
on distributive predicates if we lexically 1list
*collective nouns" such as crowd and family as PLURAL,
but assume that this feature does not get transferred, in
for example Standad American usage, to the co-occurring
DET position, the position in which PLURAL brings about
plural agreement on a verb (*The crowd are rushing out).
A little reflection shows that the subclassification
features in frames as in (7) are less restrictions on
lexical selection than conditions on felicitous
interpretation; e.g., an object of a psychological
predicate is interpreted as animate, of a distributive
predicate as collective, etc. (That didn't amuse my cold;
Can't they disperse this wall of traffic? etc.). In this
light, we can treat the Verb get as +___ [AP, -INHERENT],
while its competitor become is +___ [AP, +INHERENT].
These frames thus capture contrasts in interpretations
that certain lexical choices render guite anamolous:

(8) Mary got {thirsty/ warm/ ?penniless/ ?European}.
Mary became {?thirsty/ ?warm/ penniless/ European).

{(In other terminology, +INHERENT = “individual-level" or
"characterizing" while ~INHERENT = "gtage-level" or
"state~descriptive"; I don't venture here to determine
which value is marked.) This contrast between inchoative
linking verbs in English entirely parallels the better-
known contrast between the Spanish copulas ger, V,
____{Ap, +INHERENT] and estar, V, +___ [AP, -INHERENT].
Still other subcategorization frames must be further
specified according to syntactic features on their heads.
As established in Jackendoff (1983, ch. 9), there are two
kinds of spatial PPs, one whose head indicates a path
(to, toward, into, onto, from, etc.) and one whose head
indicates a static location. Since the latter class of
"place® is distributed more freely, in various adverbial
adijuncts and also as complements for certain verbs, I
take it to be the unmarked realization of the category P.

(9) The caliph ({resides/ located a monument})
{near/ at/ above/ *toward/ *onto/ *from} the oasis.

Verbs such as reside and locate are thus represented,
respectively, + {PP, PLACE] and + NP ([PP, PLACE]).
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While the feature PATH of directional Ps like toward
and onto is incompatible with lexical insertion in
complements licensed by PLACE, verbs whose complements
indicate "motion or direction to or from" are listed as
in (10) and hence accept such Ps as heads. (To simplify
exposition, I abstract away from temporal and causal P.)

(10) dash, V, +___[PP, PATH]; push, V, +__ NP([PP, PATH])

Most English Ps of spatial location (PLACE) double as Ps
of direction (PATH), although, in my speech at least,
some "compound" P cannot serve this function (?Sam {put
flowers/ dashed) {within/ throughout}) the cabin.)

Next, we must account for the fact that non-
locational Ps such as of, since, without, despite, etc.
satisfy neither type of deep structure PP frame (with
PLACE or with PATH). Some of these Ps have marked
lexical features that conflict with feature values either
specified in subcategorizations or perhaps unspecified
but supplied by markedness conventions. Nonetheless,
prepositions such as of or its "copula-like" counterpart
as (Emonds, 1985, ch. 6) may lack such marked features,
making it impossible for their insertion to conflict with
features imposed by lexical subcategorization.

To solve this puzzle, i.e., to account for contrasts
as in (5), I suggest that grammatical prepositions which
are fully characterized by syntactic features are
inserted under P only after s-structure, that is, at
phonological form. Thus, a surface PP of the form of-NP
(idioms and uses of of as non-physical "source" aside)
derives from a syntactic structure [, [, # ] NP ]: such
a PP whose head is empty can't satisfy a deep structure
frame + __ PP. (I specify in the next section restrictive
conditions under which such a structure satisfies rather
an NP frame.) For the same reason, an empty expletive it
without an antecedent cannot, outside of idioms, satsify
an otherwise unrestricted frame +__ NP.

There are also frames of the form +_ _ [VP,+ACTIVITY]
and +___ [S, MOOD], where with Chomsky (1986), S = IP:

(i) Emonds (1985, ch. 2) provides several arguments
that certain clausal types are not exhaustively dominated
by S, namely English participles and their Spanish
counterparts. In that treatment, participial complements
are selected by a lexical feature +___ VP and, if non-
infinitival, are realized as deep structure VP sisters to
certain classes of V (namely, temporal aspect verbs and
perception verbs):; cf. also the next section. In
(Emonds, 1990), such complements are still selected by
the lexical feature +__ VP, and are realized in deep
structure as minimally projected phrases of selectionally
dominant V. (This latter treatment is a more complex use
of devices described in the next section for selecting
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PPs with empty Ps.) Some of these "VP complements" are
necessarily headed by activity rather than stative verbs,
as pointed out by Lakoff and Ross (1966). Interestingly,
exactly as the notation here predicts, this restriction,
expressed by the frame +___ [VP, +ACTIVITY], never arises
with finite S complements whose head is I rather than V.

{ii} I argue in Emonds (1985, ch. 7) that the
subordinating conjunction category P takes S complements
{via the feature +___ S ) without the presence of an
intervening COMP (=C), and dquite plausibly this same
feature for "COMP-less" S complements can appear with V
as well. Candidates for such "bare S" complements to V
include English "raising-to-object" infinitives that lack
overt C and select non-tensed I, and French subjunctive
clauses, which are similarly analyzed in Rochette (1988),
whose I must be of specified (subjunctive) form.

In conclusion, this section has argued that the
syntactic frames available in the lexicon are of the form
(11), where Y = N, V, A, P, I.

(11} + [YP,+F], where F is a feature of the category Y.

3. The satisfaction of Subcategorization Features.
In section 2, I proposed that purely grammatical
prepositions such as of and as are lexically inserted
only at phonological form--that the syntactic form of the
phrases which they head contains an empty P through s-—-
structure. Under certain circumstances, such PPs satisfy
an NP complement subcategorization feature. Take for
example the verb elect, which is +__ NP NP (elect Ann the
treasurer of the club). Assuming a similar frame for the
derived nominal election, we nonetheless find grammatical
Ps in the resulting nominalizations: the election of Ann
as the treasurer of the club. More generally, I argue in
Emonds (1985, ch. 1) that phrasal arguments are subject
to a licensing condition that can be formulated as (12):

(12) Any subject or complement argument phrase must be a
sister to a potential case-assigner: V, P, I, or D.

It follows from (12) that an argument of a lexical N or
A cannot be a direct sister of that item, but must
satisfy the subcategorization for that item somewhat
differently, along the following lines:

(13) Definition. C constitutes D iff all lexical material
under D is under C. (Clearly, C constitutes itself.)

(14) Frame Satisfaction. A YP in a tree satisfies a frame
X, +___¥YP iff YP constitutes a sister of X.

Using these concepts, we see that the structure in (15)
satisfies the frame + NP NP.
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o .//”"“””;LQx\‘k\~‘\\\‘““pp
| 7 p’//’ \\\kp

election T NP
& AJn A’ treasurer

The following principle of economy of representation
insures that superfluous structure is not introduced when
sister constituents are available for Frame Satisfaction.

(16) Minimal Structure. Satsify lexical frames with as
little structure as possible.

By virtue of (16), the extra structure in (15) for Frame
Satisfaction allowed by (13) and (14) comes into play
only when some principle of grammar such as (12} makes
sisterhood of head and complement impossible.

Problematic co-occurrence restrictions in structures
other than nominalizations can be handled similarly. For
example, these principles predict the choice between
English infinitives and participles of obligatory
control. In Emonds (1985, ch. 2), I argue that the
minimal realization of the 1lexical frame +__ VP is a
present participle (V+ing), corresponding to Spanish
V+ndo. The Theta Criterion then allows structures as in
(17), where arrows indicate theta-relations.

NP P v NP VP
| 6///““»\‘ ] J K~_//"$
John e VP hear e
resumed lighting ué oxyLen exploding

In (17a), the subject NP fails to receive a theta role
from the aspectual verb and so may receive one from the
lower VP; in (17b), the object NP fails to receive a role
from the perception verb and so may receive a theta role
as the subject of the following VP. (A generalized
definition of subject, a revised Theta Criterion, and
their implications are discussed in the study cited.)
However, if verbs of these classes are replaced by
ones which assign theta roles to all arguments, then VP
complement structures violate the prohibition against one
NP receiving theta roles from two verbs. In this case,
the + VP frames must be alternatively satisfied via

(14) by deep structure VP that constitute infinitival s
sisters to the verbs. (As justified in Lobeck (1986),

infinitival to, like the grammatical P under study here,
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is not inserted until PF.)} Then, the Theta Criterion is
no longer violated, as the arrows in (18) show.

(18)a. b.
Nﬁ<;ii?:;y V~_ANP j::>f\\

v persuade John NP I VP
.l 6//i\\\ I K\uijfl
tried N R\i-/,VP & to go

-4 to fo)

_xﬁ

John

A third problem solved by extending "satisfying
subcategorization" to nodes that constitute sisters is
the distribution of obligatory control. The subject NPs
induced within Ss in (18) are, by Minimal Structure (16),
minimally specified and hence empty. (Their antecedents
must of course be independently determined, just as in
competing accounts.) We will see further instances below
of empty infinitival subjects being introduced this way;
a more complete treatment is found in Emonds (19%0).

Let us now return to a "loose end"” of section 1, the
issue of how to list an indirect object frame containing
an introductory P, as in (3). The P to appears too often
in these frames to be considered idiomatic; cf.(4). More
likely, an indirect object with such a prototypical PATH
preposition represents a widespread universal frame
+___ PATH~NP. But this latter notation would suggest that
such frames allow any P of PATH, again incorrect.

Conclusion (11) of section 2, that lexical frames
have the form X, +___ [¥YP, F], stipulated that F be a
feature of Y. lLet's drop this restriction, and use a
frame of the form +___ [NP, PATH] for indirect objects;
now F is not necessarily a feature on ¥; rather, Y may be
a feature on any phrase constituting a sister to X.

Suppose further that the P to, like of and as
treated earlier, 1is a grammatical element fully
characterized by a lexical entry which operates at PF:

(19) to, P, PATH, +_ _ (NP PP)

oblique case?
According to (19), the deep structure of an NP introduced
by to can be [p [ppay F 1 NP 1.

But now, such a PP satisfies the indirect object
frame X, +___ [NP, PATH] by (14), because the NP dominates
the only lexical material under a (PP) sister of X.
Furthermore, such a representation of indirect objects
satisfies the requirement on arguments (12), even when X
= N or A. And since PATH is a feature on the PP sister
to X constituted by the indirect object NP, this PP
satisfies the indirect object frame minimally (16} . That
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is, no structure outside of NP is used to satisfy the
frame, except the feature appearing in the frame itself
and a head which hosts this feature, P. Thus, indirect
objects are generated by a subcategorization frame X,
+___[YP, F] of exactly the same form as the more familiar
subcategorizations discussed in the first sections.
This device can now solve other problems in stating
lexical co-occurrence restrictions, for instance, the
syntactic selection of indirect question complements.
Emonds (1985, ch. 7) argues that introductory C with
features such as WH are nothing but empty syntactic Ps
filled at PF. These empty Ps provide landing sites for
movement, explain gaps in the distribution of [P + S],
eliminate cross-linguistic syncretisms (e.g., French and
Spanish si have the same "COMP / P" dichotomy as English
if). Thus, indirect questions have the deep form (20):

(20) finite: loplpuw &1 5 13 infinitival: loploun & 1 VP]

These structures, according to principles (14) and (16),
now satisfy the minimally specified frames in (21):

(21) finite: + [IP, WH]; infinitival: + [VP, WH],
where WH is a feature on C (or P, provided C = P).

All the advantages of representing C as an empty P are
expressed, indeed predicted, by Minimal Structure (16).

In addition, since WH can only be a sister to S, the
+ VP frame necessarily generates a deep structure (22):

v/ V1\cp
alk [c ?5;;//’ ~‘-~\‘~' P

NP vP

(22)

¥4 #Z(to in PF) visit when

Since the subject NP in (22) must be empty by (16}, the
well~known fact that infinitival indirect questions
require obligatory control follows with no stipulation.

Another positive effect of relaxing the requirement
on (YP,F] that ¥ be a feature on p concerns the selection
effected by V, +__ [PP, PATH]. Besides the usual
interpretation, whereby PATH is a feature on the lexical
head of the PP satisfying the subcategorization, (14)

permits an alternative structural interpretation (23).
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(23) V!
\\
v””///’) PP, PATH]

dash [p, PATH] PP
behind the barn

As observed in Jackendoff (1983), the Ps to and from can
be followed by PP as well as by NP {She dashed {to/ from/
*into/ *toward} behind the barn). These P are among
those inserted here at PF by frames like (19), and hence
can realize s-structures like (23). But, by (14), (23}
also satisfies the deep structure frame dash + [PP,
PATH] with no stipulation; further, if the lower PP has
the feature PLACE rather than PATH, (23) is the minimal
structure to satisfy it. On the other hand, if the lower
PP itself has the value PATH, then (23) is not minimal,
and (16) correctly rules out the structure: I dashed {tc/
from *toward/ *into/ *onto t arn.

Finally, how might the lexicon distinguish (24a-b)?

{(24)a.I {regarded/ classifiéd) Mary *(as) {happy/ ill}.
b.I {considered/ declared) Mary (*as) {(happy/ ill}.

In a study of non-comparative as (Emonds, 1985, ch. 6),
I conclude that as is a P with properties of a copula,
i.e., it fails to assign abstract case to an obligatory
NP or AP complement. (The “comparative preposition® like
has the same property.) Like the copula, as is a
syntactic element that can be inserted at PF. If we use
the lexical frame +_ NP [AP, P] for predicates as in
(24a), appropriately generalized to attributes of both NP
and AP form, this gives rise to the structure (25):

{25) v
reglrd Mer P’//// AP

& happy

The PP in (25) is the minimal constituent which, as the
frame for regard requires, is both constituted by an AP
and is itself a phrase with a feature P.

This section has introduced the use of a lexical
frame X, +__ [YP, F], where F is a feature on some 2P
constituting a sister of X. We have seen how such frames
permit many recalcitrant co-occurrence restrictions to be
elegantly expressed in a format that is exactly that of
classically recognized frames such as +__ [NP, ANIMATE].
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4. A Two-sided Case Filter. The preceding section
has shown that, even abstracting away from distinctions
among syntactic subclasses of YP such as [NP, ANIMATE] or
[PP,PATH], there are still essentially ten different
phrasal subcategorizations for complements. A phrasal
complement may be selected from among the five "bare" YP,
for Y = N, A, P (of PLACE), V (participles), and I (for
sentences not in a CP), and in addition, from these five
types further specified for "introductory" syntactic
features on empty P, like [NP, PATH] (indirect objects),
[VP, WH] or [S, WH] (indirect guestions), [PP, PATH]
{e.g. to/ from {(behind) the barn), and {AP, P] (an as-
phrase). Additionally, a single head X sometimes has two
phrasal complement sisters. But these two options yield
one hundred different two-phrase complement combinations,
assuming the two positions can be chosen independently.

This evidently provides too much choice among frames
available for lexical entries. For example, in English
at least, an NP complement of a VP-initial verb cannot be
separated from the V by another full phrase, except when
optional reordering of "heavy" direct objects at the end
of the VP takes place. (For a transformational analysis
of double object constructions with prepositionless NPs,
see Emonds, 1976.) That is, no complement combinations
are licensed by features such as +__ YP~NP which are
distinct from +__ NP~YP. Provided we allow +___ NP-NP,
this eliminates nine (of one hundred) choices.

To formally express this kind of limitation, we can
call on abstract case theory. If we say that NP sisters
to a V must receive an abstract case only if no maximal
ZP intervenes between the case-assigning element and the
NP assigned se, this eliminates the ten possible frames
+___ {YP (+F)] NP, where F is a feature on P. In Emonds
(1985, ch. 1), I argue for this (underlined) formulation
of an "Adjacency Condition" on case assignment, which
modifies Stowell's (1981) more stringent and I think
incorrect proposal that reguires absolute adjacency.

However, this proposal has now wrongly eliminated
the double NP frame +__ NP NP exemplified in (26),
traditionally referred to as "secondary predication".

(26) Some call the major parties allomorphic variants.
Many voters considered the system no system at all.
The florid judge declared the pregnant woman's
addiction a capital crime.

We return to how to express a double NP frame below.
But first note that neither the theory of case assignment
itself nor competing proposals for 1lexical 1listing
exclude other double YP frames of the following sort:
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(27) +___ AP AP:*They consider less expensive very chic.
+____VP VP:*I prefer to visit N.Y. going out locally.
+___ VP [S,WH]:*We preferred to visit N.Y. how often

you go to Paris.
+__ [S,WH] S: *We judged how often John came here
that he was homesick.
+__ [PP,PLACE] [PP,PATH]: *John put within the desk
into the hallway.
+__ AP [PP,PATH]: *Mary felt proud onto the stage.

With respect to examples as in (27), I stress that
the issue is not whether particular predicates appear
with the frames listed. Rather, such frames are simply
not available for any verbs, in spite of their semantic
plausibility. (This semantic plausibility is illustrated
by the fact, itself irrelevant for formal grammar, that
some of the frames can be paraphrased with slight changes
effected by using grammatical prepositions such as to or
by and/or nominalizations of verbs and adjectives.)

It might be thought that imposing an abstract
restriction to binary branching excludes complement
combinations such as (27). But such a restriction must
still allow the occurring combinations. However one
sanctions these good combinations (e.qg., look sick to me,
suggest to him how Mary did it, persuade Sam to leave),
say by free binary combinations inside a special category
called "small clause", the issue of how to account for
the discrepancy between these and the excluded
combinations in (27) simply arises in another guise.

S0 a general dguestion can be posed: how c¢an we
generalize the mechanisms of abstract case to exclude
frames of the type in (27), as well as many other such
double frames? Under usual assumptions, which are
justified by observing morphological realizations of
abstract case in various languages, the phrasal types
that appear in (27) are arguably “caseless", That is,
abstracting away for a moment from predicate nominals,
arguments of verbs seem to fall into four classes:
external or subject arguments, direct object NPs, oblique

object NPs of lexical or grammatical prepositions
(including NP gerunds and indirect questions), and non-Np
arguments. (In some languages, finite clauses receive

case and appear in NP positions.) But of the non=NP
tvpes, any given verb seems to take at most one internal
argqument. If we say that an argument, including a PP
with an empty s-structure P, is "positively specified for
case" if it either exhaustively dominates or constitutes
an NP with abstract case, and that otherwise an argument
is "negatively specified for case", we can propose the
following extension of the usual Case Filter of Rouveret
and Vergnaud (1979):
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(28) Two-sided Case Filter:
(i) At Phonological Form, any phonologically
specified NP and AP must have Abstract Case.
{ii)At Logical Form, internal arguments YP of a head
X are each specified differently for Abstract Case.

Actually, (28ii) must hold at s-structure, since there is
no case assignment between s-structure and logical form.
It can be easily verified that the frames in (27),
and indeed many others, are now excluded by the "LF side"
of the Case Filter. In fact, the apparently correct
consequence of (281ii}) is that internal arguments of an X
may consist of a single direct object abstractly marked
accsuative, a single "indirect object" introduced with a
grammatical or lexical P and abstractly marked oblique,
and a gingle VP, PP, AP, or S unspecified for case. In
addition, if some process assigns case to NPs and APs
between s-structure and phonological form, then such ¥Ps
count as "unspecified for case®" for the "LF side™ of the
Case Filter (28ii), while at the same time they fully
comply with the "PF side" (28i); we return in the next
section to the unigque universal process of this sort.
Two final remarks: (i) There is never a difference
between the frames + C D and +___ D C (although factors
such as the Adjacency Condition can determine surface
order); that is, subcategorization frames do not specify
linear order. (ii) Phrasal ternary branching doesn't seem
to occur in English, i.e., three fully phrasal syntactic
complements are excluded (N. Chomsky, pers. comm.):

(29) *He made the guests the special sauce sweet.
*We judged Sam the task a big bother.
*She knocked John the book from the hand.
*] found Mary her thesis lying beneath some papers.

Although space precludes a full discussion, all the
possibilities allowed by the Two-sided Case Filter seem
realized somewhere in the space of lexical predicates.
Besides predicates with single YP complements, others
exist with YP plus an additional indirect object, and
still others exist where direct object NPs accompany the
various choices for YP. Thus, the range of predictions
made by (28) is nicely verified empirically. 1In this
way, a significant step is taken toward a goal of any
theory of lexical representation, that each possibility
provided by the formalism expressing lexical distinctions
is either realized, or is excluded on principled grounds.

5. The Case of Predicate Attributes. So far I have
glossed over the fact that, if Indo-European languages
with productive morphological case-marking are taken as
indicative, predicate nominals modifying objects as in
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(26) and subjects as in (30) also receive case. In most
of these languages {(e.g., Classical Greek, Latin, Slavic
but not German), {underlined) predicate adjectives as in
(31) and (32) also receive morpholocgical case.

{(30) Mary became a chiropractor.
Sam has always been a brother to me.
John left the party my friend.
{31) Some call the economic reforms catastrophic.
Many voters considered the system undemocratic.
The florid judge declared the future mother guilty.
{32) Mary became obsessed.
Sam has always seemed angry to me.
John left the party thirsty.

Predicate attributes of both sorts, NPs and APs,
typically receive the morphological case of the NP they
modify. Thus, predicate attributes modifying a direct
object as in (26) and (31) receive accusative case not
from the governing verb, but from the object itself; as
evidence, traditional grammar cites the fact that when
this object is passivized, the post-verbal attribute
surfaces with the same nominative case as the deep
object. Or, in non-finite counterparts to constructions
like ({30) and (32) whose subject is in some obligue case,
a predicate nominative modifying that subject will appear
with that same case. (Nonetheless, in some languages in
some configurations, an attribute may receive some non-
agreeing obligue case from what I take to be an empty P.)

From this I conclude, exactly as traditional grammar
states, that predicate attribute NPs and APs receive case
via agreement with the NP they modify. In this way, the
double frame +___ NP NP exemplified in (26) is licensed
because the second NP receives its case from the first.
I propose that this agreement, which is a "second way" of
receiving case, occurs after s-structure before PF, but
that otherwise it is subject to the same conditions as
syntactic case assignment under government.

{33) (i) Abstract Agreement in Case, Number, Gender is
assigned to [+N]P;, (NP or AP) by a Case-assigner NP,.
{ii} Adjacency: a Case-assigner must c~command the
phrase assigned Case and not be separated from it by
a phonologically specified maximal projection.

Abstract Agreement as formulated in (331i) is based on the
syntactic co-indexing present at s-structure,, though the
co-indexed case~assignee is still caseless at this level.
A number of interesting predictions now follow from
this formulation of predicate attribute agreement.
(a) Being caseless at s~-structure, predicate
attribute NPs and APs satsify the "LF side" of the Case
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Filter (28ii) as arguments which are "unspecified for
case". Thus, a predicate attribute inside a VP (i.e.,
one that is not an adjunct) can co-occur with either a
direct object or an indirect object, but not with a full
phrasal PP, AP, or clausal complement.

(b) When a predicate attribute argument occurs with
a direct object, this object is next to a VvpP-initial Vv,
s0 as to be accessible to the V under general conditions
for receiving case (33ii). Therefore, it is correctly
predicted that a predicate attribute must follow a direct
object and further that this object NP blocks agreement
with the subject; consequently, the attribute can only
agree with ( = receive case from) a preceding co-indexed
direct object. This agreement and the correlated semantic
interpretation based on the co-indexation explicates the
traditional notion of "secondary predication® in (26).

(c) When a predicate attribute occurs with an
indirect object, it cannot be c-commanded by or agree
with this object, due to the PP structure over the
latter. Therefore, the attribute can agree with and
modify (via co-indexation) only the subject RNP. But
then, the Adjacency Condition on case assignment as
formulated in (33ii) prohibits the indirect object from
intervening between the verb and the attribute. Thus,
the system here correctly predicts observed orders:

(34) John became {a brother to us/ *to us a brother).
Mary appears {unstable to Sam/ *to Sam unstable}.

(d) With respect to the theta-roles of attributes,
it appears that these phrases are never construed as the
central "theme" involved in the state or activity
expressed by the verb. Since the predicate attribute has
no abstract case at deep structure, s-structure, or LF,
I incorporate this important limitation in the general
principle for interpreting the theme in Emonds (1991).

(35) Assign the Theme (= Figure) role to any NP argument
case~marked ("visible") at s~structure (i.e. at LF).

(e) The Principles of Disjoint Reference (B and C of
the Chomsky's Binding Theory) should apply only to KNPs
which are case-marked .at logical form, that is, to NPs
with case at s~structure and not to predicate attributes.
This explains why, 1f predication and coreference indices
are parsimoniocusly assimilated, predicate attribute XPs
are exactly those violating disjoint reference.

A final confirmation that Agreement (33i) applies
"at PF" and not at s-structure involves languages which
morphologically mark case but not agreement, such as, to
use a well-known example, Japanese. Suppose morphological
agreement is related to abstract agreement much as overt
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morphological case is related to abstract case. All
languages then have abstract agreement, which is realized
phonologically only in "agreement languages". In "non-

agreeing languages" where (331i) has no morphological
effects, predicate nominals should exhibit either no
case-markers (these being limited to NPs marked for case
under government), or some non-agreeing obligue case, as
sometimes occurs even in languages with morphological
agreement. Exactly these options occur with Japanese
predicate nominals; the copula takes a "caseless" NP and
other linking verbs take obliquely marked attributes.
The predictions (a)-(e), and the one for Japanese
predicate nominals, all confirm that the Two-sided Case
Filter (28) and the PF Agreement Principle (33) are,
taken together, the appropriate way to flesh out abstract
case theory. With such theoretical tools, the system of
lexical subcategorization in sections 1-3 provides a
range of formal features for contextual selection that
are all either realized with interesting sub-classes of
predicates, or excluded on principled grounds.
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The Syntax and Semantics of Null Objects in Basque Spanish
Jon Franco and Alazne Landa
University of Southern California*

1. Introduction. Most of the literature on null objects in Romance
languages, such as Rizzi (1986), Ruthier (1988) and related work,
has focused on determining the categorial status of these empty
constituents. There are two competing analyses in this regard
which read as follows: (a) null objects are variables bound by
abstract operators; (b) null objects are instances of pros. Thus,
Raposo (1986), Campos (1986) and RAuthier (1988) subscribe to the
former in regard to European Portuguese, Spanish and French
respectively, whereas Rizzi (1986) for Italian and Farrell (133%0)
and Maia (1%91) for Brazilian Portuguese subscribe to the second
one. This paper shows that the two hypotheses are not mutually
exclusive, if we consider, wunlike the investigations above, that
the possibility o©of having both types of empty categories in a
single language depends on the existence in that language of the
two basic kinds of semantic interpretation that null objects may
have, i.e. arbitrary and referential interpretation. Interestingly
Basgue Spanish (the variety of Spanish spoken in the Basgue
Country) provides evidence for the need of a distinction of null
categories based on their interpretation since this variety makes
a syntactically and semantically defined cut between arbitrary and
referential null objects, as far as their possibilities of
occurrence are concerned. This point is partially illustrated by
{1y, (2) and {(3), which show how the verb tense only affects the
grammaticality of sentences with arbitrary null objects:

(1) La diabetes deja eyrp Clego. {Basque Spanish)
Diabetes leaves e, blind.

{2) *La diabetes dejd e, ciego.

Diabetes left-Pret e,., blind.

(3) E1l domingo limpié el coche;, pero ayer Juan
Last Sunday I-cleaned the car;, but yesterday Juan
dejé e; sucio otra vez.
left-Pret e; dirty again.

In this paper, we first demonstrate that the asymmetries in
syntactic behavior between arbitrary null objects and referential
ones are due to their different status as empty categories.
Specifically, we claim that, in Basgue Spanieh, arbitrary null
objects behave 1like variables bound by an abstract operator,
whereas referential null objects behave like pros. Second, we
provide an analysie that accounts for the licensing and semantic
jdentification of these empty categories, which are the two
necesgary conditione to fulfill the Theta Criterion and the

Projection Principle.

2. A foreword on the data. In regard to our examples containing
arbitrary null objects, we have avoided imperatives, middle
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constructions, and above all, instances in which the object theta-
role of the verb could be lexically saturated since the semantic
content of the null object is implied in the sgemantics of the
verb. We stick to constructions in which the structural presence
of the null object category -- specifically, control structures
and small clauses selected by causative verbs for arbitrary null
objects -- has been attested in previous works, such as that of
Rizzi (1986) for 1Italian and Authier (1988) for French. Both
authors devote a great part of these works to discriminate true
null arguments from implicit ones. In this sBense, our work
benefite from these two authors.

The data on referential null objects on the other hand are
totally novel as far as Peninsular and most Latin American
dialects of Spanish are concerned!. The latter data were first
attested in Landa (19%0).

Finally, from a descriptive point of view, null objects of
arbitrary interpretation cannot occur with verbs in the Preterite
and, 1in Spanish, are restricted to [+human, +singular, +generic]
entities. Referential objects do not have any tense constraint on
the verb, however, their antecedent must generally be {~human] in
Basgue Spanish. In this paper, we will account for these facts.

3. Variable null objects and pro null obiects. The Principles and
Parameters framework has a number of tests to verify whether an
empty category is a variable or a pronominal. Here, we are going
to employ mainly two teste that capture syntactic phenomena that.
seem to be at work in Spanish, that is, Weak Crossover and
Principle C of the Binding Theory.

The Weak Crossover Constraint states roughly that variables
may not be coindexed with a non c~commanding pronominal element to
their left. This effect is illustrated in Basqgue Spanish by (4):

(4) *:A quién; vio su; madre e;?
whom; saw his/her; mother e;?
Whom did his/her mother see?

Thus, if null objecte of arbitrary interpretation are variables
bound by an abstract operator, we should expect them to be subject
to the Weak Crossover Constraint, as it is the case in (5):

(5) OPgpSujwgrp guisado deja e, con ardor de estémago.
His/her; stew leaves e, with heartburn.

Notice, moreover, that if the arbitrary null object is coindexed
with a pronominal to its right, we destroy the input for the
application of the Weak Crossover Constraint, as in (6):

(6) Este motor BMW de 24 vdlvulas incita e,y a admirar
this motor BMW of 24 valves incites e, to admire
BU{/sarb motor como nunca.
his/herjs,p motor a8 never-before.
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The second part of cur claim, that is, null objects of
referential interpretation are pros in Basgque Spanish, is also
substantiated by the absence of Weak Crossover effects in these
sentences, as illustrated in (7):

{7) A: ¢Qué hace ese coche; tanto tiempo aqui?
what is~doing that car; such-a-long-time here?
B: No sé. Su; dueiio trajo e; para arreglar
I don’t know. Its; owner brought e; to fix
Yy no hemos sabido méas de  é&l.

and we haven't heard any-more from him.

The same asymmetries between arbitrary null objects and
referential ones are found with respect to Principle C of the
Binding Theory, as shown in (8) and (9):

(8) El libro; te fue mandado para gque proy leas
The book; to-you was sent 80 that pro you-read
e; vy nos des tu opinidn.

e; and to-us you-give your opinion.

{(9) En esa fabrica es necesario PRO, hablar de PRO
In that factory it-is necessary PRO, to-talk of PRO
obligar ®;,»x a PRO trabajar mds duro,
to~obligue e;,« to PRO work harder.

Due to Principle C, when the arbitrary null object in (9) is bound
from an A-position (PROy), the sentence becomes ungrammatical,
since variables must be A-free everywhere according to the Binding
Theory. Contrastively, sentence (8) is not subject to Principle C,
since the referential null object is a pronominal and the
disjointness effect is only required in the governing category of
the pronoun.

4. On _the nature of the abstract operator. .Qith respect to the

relation between the abstract operator and the arbitrary null
object, we are going to adopt Authier’s (1988) analysis for
French, according to which arbitrary null objects are identified
by an abstract operator but are not a trace of such an operator.
Therefore, since the relation between the null object and its
identifier is not the result of movement, sentences with arbitrary
null objects are immune to constraints on syntactic movement at
the level of Logical Form, as shown in (10):

{10) OP; [Que esta medicina deje e; atontado] me sorprende.
OP; [That this medicine makes e; groggy] me surprises.

Sentence ({10) illustrates the inoperativity of the Sentential
Subject Constraint with null objects. This lack of subjacency
effects -~ which is parallel in French according to Authier -~ is
due to the fact that the operator is generated directly in the A'-
position.
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The quantificational properties of arbitrary null objects
have also drawn the attention of Authier and Rizzi, eince null
objects and gquantified cbjects exhibit opposite scope relations in
interaction with negation, as shown in (11) and (12):

(11) El dinero nc hace e, feliz.

Money not makes e, happy.
{(12) El dinero no hace a todo el mundo feliz.
Money not makes everybody happy .

Thus, in (11), the negation does not have scope over the null
object, and this sentence means "for all x, money does not make x
happy". In (12), on the contrary, the negation has scope over the
guantified object, and the meaning of the sentence is "not for all
x, money makes x happy". Even though the facts illustrated by (11)
and (12) wmay look like counterevidence for any analysis that
considers null objects as variables, Authier ({(1989) shows that the
French counterparts of (11) and (1Z2) actually support this type of
analysis if one adopts Safir‘s (1985) treatment of negation. Along
the lines of Safir (1985), the minimal scope of negation is fixed
by the assignment of a +N feature to every element c-commanded
by negation at s-structure. In this way, the LF representation of
(11) and (12) would be (13) and (14) respectively:

(13) Null OP; [;p El dinerc no hace e; feliz]
+N 4N
(14) A todo el mundo; [j;p el dinero no hace e; feliz)
+N

Thus, under this view, since the null operator in (13), unlike the
quantified NP in (14), is generated in situ, it can never receive
the abstract +N feature at s-structure, thus escaping the scope of
negation over it. Furthermore, Authier observes that if we modify
the arbitrary null object with a generic adverb, as in (15) below,
the interpretation of a guantified NP object is obtained, that is,
that of (12):

{15) El dinero no hace siempre e, feliz.

Example (15) can only be interpreted as "not for all x, money
always makes x happy". The contrast between (11), (12) and (15)
can be explained, according to Authier’s analysis for French null
objects, by claiming that arbitrary null objects do not have a
quantificational force of their own, but take the quantificational
force of whatever is available in the sentence, that ie, generic
adverbs or generic tense. The latter claim brings us back to the
question of what is the nature of this abstract operator and, most
importantly, why this operator is selected. It is a well-known
fact that adverbs of generic meaning, such as frecuentemente
‘frequently’, giempre ralways’, generalmente ’‘generally’, etc.,
accompany constructions with null objects, as in (15) above.
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Hence, Authier equates the semantics of the null operator with
that of these adverbs and characterizes the former as "null
adverbial operators™. However, it seems that the co-occurrence of
null objects with these generic adverbs is a side-effect caused by
a tense restriction on arbitrary null objects by which these empty
categories can only occur in sentences which have a generic time
reference. The generic interpretation of a mentence is reinforced
by these adverbs, but does not depend on them at all, since these
adverbs might not be realized phonologically as in (16) or, in
some cases, they may appear with tenses of specific time reference
as in (17):

{16) Los dulces ponen ey gordo.

Sweets make ey fat.
{(17) Los dulces siempre le pusieron gordo.
Sweets always him made-Pret fat.

At this point, we depart from Authier’s work, since we claim
that it is not the values of Tense that entail generic
interpretation (as he suggests for French), but the values of
Aspect. If we are to articulate a descriptive correlation between
generic interpretation and arbitrary null objects, there is no way
to find the adequate feature values in the matrix of the head
Tenge that indicate generic interpretation. First, notice that
Tense takes primarily the features [+/~finite, +/-past], 8Bo if we
posit that Tense is marked with the negative value for the feature
{past] in order to obtain a generic interpretation that would
ultimately allow the verb to license the empty category, we
account for the ungrammaticality of (18}, but not for the
grammaticality of (19):

{18) *Los dulces engordaron @arh .
Sweets made-fat-Pret e,..

(19) Aquellas anfetas de los sesenta dejaban ®urt
Those anphetamines of the sixties left-Imperf e,
majara.
nutty.

In (19), the verb is in the Past Imperfect and still the arbitrary
null object can occur. Thus, the evidence in (19) compels us to
look beyond the features of the head Tense. Furthermore, if we
asgume along the lines of Ouhalla (1990) and others, the existence
of an aspect node within the IP node as in (20), it could be
proposed that the feature [-perfective] would be responsible
for the generic interpretation of the sentence. It is arresting to
note that the Preterite not only clashes semantically with
arbitrary null objects but is also the only tense that has the
aspectual feature [+perfective] grammaticalized in Spanish (King
1991). Be that as it may, under our analysis, (16) and (19) are
uniformly accounted for despite the tense difference, since the
feature [~perfective] in the Aspect head licenses the variable



122

null object in a structure such as {20) below, and
Quantificational Theory triggers the occurrence of the abstract
operator to bind the variable:

(20) TP
/A
o
/A
T  ASPP
/A
ASP’
/AN
asp AGRPo
(-perf] /A
NP, AGR’
/\
AGRo VP
/A
vl
/N
v e

@
-

The phrase marker in (20) can be read as follows: (-perf)] Aspect
selects an object AGRP whose head has no features but doces have a
default generic interpretation. Then, the null object raises to
the specifier of AGRPo, where it picks up the non-referentiality
of the AGR head. At this point, even though the empty category is
now formally licensed by the aspectual head under government
{ECP), its lack of referentiality as a variable reqguires to have
an abstract operator that would recover its semantic content, i.e.
{+singular, +human, +generic}, like in any other operator-variable
A’-chain.

5. An _analysis of referential null objects in Basque Spasnish. As

we have seen before, referential null objects in Basque Spanish do
not exhibit the properties of a variable bound by an abstract
operator, but those o©f pro. Moreover, they do not have any
restriction on the verbal aspect either, as arbitrary null objects
do. This is illustrated once more in (21):

(21) Ko tenemos el ordenador; agqui porgue Maria no
not we-have the computer; here because Maria not
devolvid e; a tiempo como prometid.
returned-Pret e; on time as she-promised.

Now, if there is no operator binding these referential null
objects, nor an identifying overt morphology, there must be a
disguised mechanism that is able to recover the semantic content
of these empty categories -—- pros -- in order to make them
linkable to the object theta~rcle of a verb such as traer ’to
bring’ in (21), for instance. Even though the referent of the null
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object can be picked from the previous clause, as in (21), or from
the immediate extralinguistic context, the null object has to be
identified independently of the location of its antecedent. In
this regard, due to the fact that null objects are limited to
third persons, Farrell (1990) proposes for Brazilian Portuguese
that pro is intrinsically specified as [+3rd person]. We cannot
adopt Farrell's proposal for Basgue Spanish, since it will
erroneously predict that all [+human] referential null objects are
possible in Basgue Spanish without an identifier clitic. S8till,
Farrell’'s proposal for Brazilian Portuguese could capture a fact
about Basgue Spanish object pronominals, that is, as long as the
value of the feature ([person] is identified (normally by a
clitic), null objects are permitted.

There ie some language internal and cross-dialectal evidence
that supports the view that (person] ias the relevant feature for
the object c¢litic paradigm. For instance, in some Caribbean
dialects third person object clitics, lo ‘him’, la *‘her’, los
‘them (masc.}’, las ‘them (fem.)’, le ‘to him/her’ and les ‘to
them’, have been subsumed under the form le. Also in colloguial
Chilean Spanish, the singular le and plural les have merged into
the single form le. 1In standard Spanish, the number distinction
between le and les is neutralized in the form se when followed by
an accusgative c¢litic. 8o, it seems that the feature [number] is
factored out at some point (let alone the feature [gender]) in
leista dialects).z

Bearing this in mind and assuming that, first, clitics are
generated in situ and identify an object pro along the lines of
Jaeggli (1982, 1986) and, second, that the clitic paradigm
constitutes the inflectional system for the objective conjugation
of the verb in Spanish, as claimed by Borer (1984), Sufler (1988)
and Franco {1991} in the generative framework, the non-realization
in Basque Spanish of an overt identifier, i.e., a clitic for
inanimate referential null objects, can be accounted for by
positing the existence of a zero morpheme/clitic that co-occurs
with an overt «clitic for third person objects. In other words,
this zero morpheme would only be specified as [~animate, +3rd
person). These two default abstract specifications should be
encugh to identify all referential null objects in Basque Spanish.
In this way, the proposed clitic paradigm in this paper for Basgue
Spanish would be as in (22):

{22) gingular plural
lst p. me nos
2nd p. te o8
3rd p. [+anim] le les
3rd p. [-anim] ¢/lo/la ¢/los/las

Notice that independently of the phenomenon of null objects, the
split between third person clitics with an animate referent and
third person clitics with an inanimate one, already existe in the
language since Basque Spanish is a partially leista dialect.3
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6. Theoretical considerations about the zero-morpheme and evidence
of its existence. The label zero clitic or zero cbject verbal
agreement morpheme c¢an only be understood here as a cover term
that etands for the non-phonological realization of syntactic
features on the member of the clitic paradigm that corresponds to
inanimate objects. How is this absence of phonological features
possible? It is legitimate to claim that object agreement in
Spanish is strong or rich, in the sense that gender, person,
number and, sometimes, animate distinctions, are established in
the paradigm. These distinctions also happen to follow a hierarchy
of preference depending on the Spanish variety we may be dealing
with, as shown in the dialects above mentioned and additionally by
the phenomena of lofsmo and laismo (see note 2). In regard to
Basque Spanish, our position is that due to the strong nature of
Spaniash object-verb agreement and the special arrangement of
oppositions among the classes of features in this dialect, clitic
forms with inanimate reference are allowed to have meaningful null
phonological realizations.® That is to say, the compoeition of
this zero morpheme consists of a syntactic set of features lacking
a phonological matrix at PF. In the spirit of Chomsky {1982) and
Pollock (198%9), we also claim that languages with weak agreement
like English are unlikely to have the option of a ‘zero morpheme’.

In the rest of this section, we will see, in the light of two
phenomena, to what extent it is worth positing a ‘zero morphene’
in the DO clitic paradigm instead of having no morpheme at all.
For instance, it is a well~known fact that Romance clitics do not
license parasitic gaps {cf. Kayne 1975) which, at first sight,
seems to be the case in Basgue Spanish, as (23) shows:

(23) */?27?Maria querla invitarle; e; 8in conocer s;.
Maria wanted to-invite-him; e; without knowing e;.

However, Kayne's generalization would not hold for Basgue Spanish
clitics with inanimate reference as illustrated in (24), unless of
course we posit the existence of an abstract realization of the
feature [3rd person) for the object on the verb probar ‘to try’:

{24) Maria gueria comprar{lo;) e; sin probaré¢; e;.
Maria wanted to-buy-it; e; without tryingé; ;.

In other words, if we tock the (alternative) position that there
is no morpheme at all, the grammar of Basque Spanish would need to
have a supplementary clause addressing the issue of animate/
inanimate distinctions in the clitic licensing of parasitic gaps.

The second phencmenon that may shed some light on the
existence of a 2zero clitic/verbal morpheme for inanimate DOs is
that of clitic doubling. Clitic doubling with objects as
illustrated in {25) is quite common in Basque Spanish. However, it
just faila to apply in those cases where the doubled NP object is
an inanimate entity, as shown in {26), that is to say, in the same
cases in which the object can have a null realization:
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(25) Le; he visto a Pedro;.
him; I-have seen Pedro;.

(26) (*La;) he visto la casa;.
it; I-have seen the house;.

Again, if we assume that inanimate DO-NPs take a zero clitic, the
phenomenon of clitic doubling could naturally be deemed as an
exceptionless fulfillment of object-verb agreement relations by
means of the object clitic paradigm. 1In thie way, Basque Spanish
object pros that take inanimate referents may concord with a
‘zero-morpheme* sgpecified as third person, whereas object pros
with animate reference concord with the clitic le.

In sum, our positing of a 'zero morpheme’ gives us some
explanatory advantages for Basque Spanish in the sense that we do
not have to elaborate a dialect specific analysis for inanimate
direct object NPs.

suffice it to say, null objects are not categorical and there
is variation within the language, this being a typical feature of
agreement relations. Despite the possibility of not having a sheer
uniformity as far as the morphophonological realization of the
identifying head for object pros is concerned, there seem to be
two contexts which particularly favor the occurrence of the zero
clitic/verbal morpheme, or what we have been calling referential
null obijects. The two contexts pointed out in Landa (1990) are
direct objects of ditransitive verbs and direct cbjects whose
referent is a clause, as (27) and (28) illustrate:

(27) No tengo aguil el 1libro; pero te prometo que
Not I~have here the book; but to-you I-promise that
la préxima semana te traigo e;.
the next week to-you I~bring e;.

{28) Tengo gque [comprar un taladro}; pero no hay
I-have to [buy a drill}; but . not there-is
prisa, si no puedo hacer e; hoy no importa.
hurry, if not I-can do e; today not it-matter.

The lack of variation or, most relevantly, the generalization in
the uaee of the zero verbal morpheme in these contexts in Baeque
Spanish follows straightforwardly from the specification of the
morpheme, since clauses and, with a few exceptions, direct objects
of ditransitive verbs are always [-animate, +3rd person).

7. The recovery of features and the parametrization of licensing
headg. Rizzi (1986:546) proposes that "pro is formally licensed
through Case aepignment by & designated head. The membership of
the set of licensing heads defines a parameter whose values range
from the empty set (...) to the set including all the Case
assigning heads". English, for instance, would have no licensing
heads, whereas Italian would have Infl and V as possible licensing
heads of pro. As for the identification of the phi features, Rizzi
claims that it "is done through (non-standard) binding from the
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licensing head (p. S547)". In this way, the arbitrary
interpretation of object pro in 1Italian would be sanctioned
through an ark slot in the theta-grid of the verb which is,
according to Rizzi, the licensing head of object pros in that
language. Rizzi also argues that Theta Theory and ultimately the
nature of the theta-grid of the wverb are crucial for the
semantic recovery of arb null objects in Italian. In broad lines,
Rizzi distinguiehes two types of themes and showa that Theme-rcles
that are unaffected by the verb action cannot function as
arbitrary null objects in Italian. This phenomenon, known as the
Affectedness Constraint, is illustrated by the contrast between
(29) and (30) ((79) and (80) in Rizzi (1986)):

(29) Gianni fotografa &, nudi.
Gianni photographs e, nude.

(30) *Gianni vede e, arrabiati.
Gianni sees e, angry.

Interestingly, Maia (1991) has also observed some Affectedness
constraint effects for referential null objects in Brazilian
Portuguese. In this regard, bhe states in relation to the contrast
exemplified by (31) and (32), that only "eentences in which
affected theta-roles are assigned allow null objects to be
anteceded by an element in A-position™:

(31) Maria; nio quer que vocé fotografe @ nua.
Maria; not want that you photograph e; naked.
(32) *Jodo; disse que Maria viu ej.
Jodo; said that Maria saw ;.

Basque Spanish, on the other hand, does not exhibit any
effects of this Affectedness Constraint for constructions with
referential null objects, as (33) illustrates, which suggests
that this variety utilizes a recovery procedure for object pro
features independently from theta-roles:

{33) Juan traijo el coche; para que Maria viera e;
Juan brought the car; 80  that Maria saw e
antes de irse.
before leaving.

The strategy of feature recovery, outlined in section saix,
consists of having the members of the object clitic paradigm
including the ‘zero morpheme’, as the agreement heads (AGRo) of
the object-agreement phrase (AGRPo), in the flavor of Franco
(1991). This approach would make object agreement (Infl) be the
licensing head and the identifier for the null object at the same
time. Consequently, in parametric terms, Basque Spanish only needs
one licensing head for pro, that is, Infl and, under our analysis,
the occurrence of pro can be restricted to an agreement relation.
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8. Summary. In this study, we have given two different
categorizations for arbitrary null objects and referential null
objects in Basque Spanish. Thus, arbitrary null objects are
variables licensed by a grammaticalized aspect and identified by
an abstract operator, whereas referential inanimate null objects
are instances of pro identified and licensed by a zero
clitic/object-verbal agreement morpheme. Evidence for this formal
distinction is illustrated by their differences in behavior which
are summarized in (34):

(34 arb null objects |ref. null objects
weak Crossover yes no
Principle C yes no
Aspectual Constraints yes no

Also, within the null hypothesis, the analysis proposed here keeps
the licensing of object empty categories to a strict government
relation from a head which can be either Aspect or AGR depending
on the referential status of the null element. Most likely, this
government relation, on the one hand, and the nature of object
agreement, on the other, are what makes the null object parameter
in Basque Spanish so different from the null subject parameter.

Notes

* We are especially grateful for fruitful discussion on previous
versions of this paper to Joseph Aoun, Bernard Comrie, Audrey Li,
Mario Saltarelli and Carmen Silva-Corvalén.

1. To our knowledge, there is only one other variety of Spanish
that allows referential null objects in its grammar, that is,
Quitefioc Spanish. The phenomenon of null objects in Quitefio has
been attested in Sufier and Yépez (1988).

2. Leismo is the replacement of DO-CL forms (lo(s} "it/him/them
{masc)’, la(s) ’'it, her, them (fem)‘) by the etymological IO~CL
forms (le/s). Laismo, on the contrary, is the replacement of I0-CL
forms (le/s) with feminine wvalue by the etymological DO-CL forms
{la/s), and loismo is the replacement of IO-CL forms (le/g) with
masculine value by the etymological DO-CL forms (lo/s)-.

3, Basque Spanish is a partially leista dialect in the gense that
the etymological I0~CLs (le{s)) replace the DO-CLs that refer to
animate DOs, and only very rarely the ones that refer to inanimate
DOs for which the zero phonological option or the overt DO~-CLs are
available:

(i) Mi hermano comprd un coche; y al cabo de 6 meses
my brother bought a car; and after 6 months
(lo) /*le; vendid.

DO-CL/*10-CL; he sold.




128

4. Similarly, it could be suggested that the same kind of feature
oppositions for object agreement that hold for Basque Spanish take
place in Quitefio Spanish, since not only do null objects occur in
both dialects, but also the leismo and clitic-doubling phencmena
are shared by these two geographically far-apart Spanish varieties.
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Weak Crossover in Shuswap Salish

Dwight Gardiner
Simon Fraser University/Secwépemc Cultural Education Society (SCES/SFU)

0. Introduction

In a series of papers Kenneth Hale (1982, 1983, 1985) presented a set of facts from the central Aus-
tralian language Warlpiri, suggesting that there was a type of language called a non-configurational
language. In a non-configurational language the grammatical relations of subject (the extemnal argu-
ment) and object (the internal argument) are not hierarchically distinguished. Hale also proposed a
cluster of properties of non-configurational languages that could serve as diagnostics.

Recent work on diverse languages has focused on the syntactic properties of binding, weak cross-
over (see Saito and Hoji (1983) and Farmer, Hale and Tsujimura (1986) for Japanese) and long dis-
tance extraction!. These syntactic properties can be used as tests of configurationality. In this paper
I would like to present the results of research on Shuswap Salish? regarding weak crossover effects.
They are, to my knowledge the first published results of this type of research for Salish. Native
speaker judgements indicate that there are weak crossover effects in Shuswap which provides evi-
dence that the language has a degree of configurationality. These results are important given the fact
that Shuswap, a language with relatively free word order, lacks standard VP constituency tests, and
that the binding facts are obscured by other principles of the grammar,

1.0 Properties of Non-configurational Languages

Hale (1983) proposes the following cluster of properties as common to non-configurational languag-
3

es”:

a (a) free word order
(b) syntactically discontinuous expressions
(c) null anaphora

The properties of non-configurationality are demonstrated in the following Warlpiri sentences.
2) ngarrka-ngku ka  wawirri  panti-rni
man-erg aux kangaroo spear-non-past?
The man is spearing the kangaroo.

In sentence (2) the constituents can occur in any order, with the exception of the auxiliary which
must occur in second position. This is shown in (3).

3 ngarrka-ngku ka panti-mi wawirri
wawirri ka ngarrka-ngku panti-mi
wawirri ka panti-rni ngarrka-ngku
panti-ni ka wawirri ngarrka-ngku
pant-mi ka ngarrka-ngku wawirri
Thus, Warlpiri is argued to have free word order. Discontinuous constituency is shown in (4)-(5).
@) wawirri  yalumpu kapi-ma panti-mi
kangaroo that aux spear-non-past
1 will spear that kangaroo.
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wawirti  kapi-rna panti-mi yalumpu
kangarooc  aux spear-non-past that
I will spear that kangaroo.

In sentence (4) the forms /wawirri/ and /yalumpy/ constintte a single constituent in that the AUX is
in second position. The forms /wawirri/ and /yalumpu/ in sentence (5) demonstrate a discontinuous

constituent.

Sentences (6)-(8) demonstrate null anaphora, or missing arguments in various positions.

©®

0

®

ngarrka-ngku ka  pant-mi
man-erg aux spear-non-past
The man is spearing it.

wawirri ka  panti-mi
kangaroo aux  spear-non-past
He/she is spearing the kangaroo.
panti-rni ka

spear-non-past  aux

He/she is spearing him/her/it.

In (6) the object is dropped, in (7) the subject, and in (8) both the subject and the object are missing,

Shuswap is similar to Warlpiri regarding the properties of word order and null anaphora. There is
considerable freedom of word order due to an elaborate focussing device in which arguments scram-
ble out of their underlying positions. (9)-(12) can all mean ‘Mary likes her father’. As this paper is
concerned with binding and ultimately variable binding the constructions which follow are judged

for co-referential interpretations.”

9)

(10

xVi-st-D-£s r-Mary  y-gé¥os
like-caus-3abs-3erg det-Mary det-father-3poss
Mary likes her father.
*Her father likes Mary.
y-Mary xVi-st-O-és ¥-E2ta-s
det-Mary like-caus-3abs-3erg det-father-3poss
zdary likes her father.

Her father likes M.

(9) reflects the surface VSO word order but of near equal frequency in direct elicitation is SVO order
in (10) where the subject occurs in pre-verbal position. There is a strong tendency to interpret the
proper noun as the experiencer rather than the possessive in these constructions. (11)-(12) indicate
surface YOS and OSV orders respectively.

amn

(12)

xVi-st-D-€s y-qétto-s ¥-Mary
like-caus-3abs-3erg det-father-3poss det-Mary
Mary likes her father.

*Her father likes Mary.

¥-qé2io-s x¥i-st-P€s  y-Mary
det-father-3poss  like-caus-3abs-3erg det-Mary
Mary likes her father.

*Her father likes Mary.
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A co-referential interpretation for Her father likes Mary' in (12) is expressed by a passive shown in
(13).

(13) xVi-st-B-ém to-géRCo-s ¥-Mary
like-caus-3abs-pass obl-father-3poss det-Mary
Mary is liked by her father.

Wh-question constructions exhibit the same freedom of word order in Shuswap. The wh-word
moves into sentence initial position and one of the arguments may scramble into pre-verbal position.

(14) swéty  k-xVi-st-&-és ¥-gétca-s
who irr-like-caus-3abs-3erg det-father-3poss
Who likes her father?

{15) swéty ¥-gé?to-s k-x Vi-st-@-£s
who det-father-3poss  irr-like-caus-3abs-3erg
Who likes her father?
*Who does her father like?

Hale has also noted that free word order is not criterial of non-configurationality given that possible
non-configurational languages such as Navaho lack free word order. It should also be noted that in
current theory linear precedence relations are treated as distinct from dominance relations. There is
evidence however that precedence relations as well as dominance may be involved in binding in Jap-
anese (Saito and Hoji (1983), Farmer, Hale and Tsujimura (1986)) and in Palauan (Georgopoulos
(1991)). Precedence does not appear to involved in binding in Shuswap. I now tumn to the distribution
of empty pronominals in Shuswap.

Shuswap, like Walpiri, allows pro-drop. Overt pronominals are only used for emphasis. There is also
a split- ergative person marking system for person with third person behaving as ergatives/absolu-
tives.% This is shown in(16)-(17).
(16) cntés
kw-n-t-(J-£s
punch-fc-tr-3abs-3erg
He punched him.
an Entém
punch-fc-tr-3abs-pass
He was punched.
In the Wh-questions (18)-(19) when it is the absolutive that is questioned the verbal morphology is
the same as in (16)-(17).
18 swély k-Cntés
swéty  k-€u-n--D-¢s
who irr-punch-fc-tr-3abs-3erg
Whom did he punch?

19) swéty k-Cntém
swéty k-Cu-n-t-@-ém
who irr-punch-fo-tr-3abs-pass
Who was punched?
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There is reason o suppose that a focussing device is also operating within the pronominal system.
When it is the ergative that is questioned the predicate is detransitivized and the clitic sequence fw-
2s/ is added,

0 swély k-Cntémoas
swéty k-Su-n-t-@—£m-w-os
who  irr-punch-fc-tr-3abs-pass-7-3nom
Who punched him?

Pro-drop is not entirely free. When there is a single post-verbal nominal it will be interpreted as the
absolutive.’

2D xi-st-J-€s x-John
like-caus-3abs-3erg det-John
She likes John.
*John likes her,

(21) has only one interpretation in which the empty pronominal is linked to the ergative and the overt
nominal is linked to the absolutive. Sentence (22) is felt to be incomplete by Shuswap speakers.

(22) *x-John xistés

In order to express the interpretation ‘John likes her' (23) would be used.

(23) to-John x Vi-st-J-ém-os
obl-John  like-caus-3abs-pass-3nom
John likes her.

It is likely that a topic hierarchy has something to do with the conditions on pro-drop in that subjects
are most likely 1o be topics.

In this section it has been shown that Shuswap has some of the properties associated with non-con-
figurationality. Both the scrambling of arguments and the distribution of empty pronominals are part
of a focus system. I now tum 1o weak crossover.

2.0 Weak Crossover

Weak crossover effects occur when a quantifier moves across a pronoun with which it is indexed.
Neither the resulting variable nor the pronoun c-command each other. This is shown in (24}.

(4) "Whoi does hisi mother fove ti’?
Under current theoretical assumptions the behaviour of constructions like (24) that exhibit weak
crossover effects provide evidence for traces and for VP constituency. Notice that when the Wh-

quantifier is extracted from subject position there are no weak crossover effects and two interpreta-
tions are available. -

25 Whoi ‘i loves hisi mother?
(25) represents a distributive interpretation whereas it is also possible to interpret the pronoun as a
deictic. Wh-guantification is an example of syntactic movement in English. Assuming movement at

LF for quantifier raising and focus the contrasts in (26)-(27) show the same behaviour regarding
weak crossover effects,

(26) "Hjsi mother loves everyone..
Evez-;.rcmei Ioves hisi mother,
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27 ‘Hisi mother loves JOHNi.
JOHNi loves hisi mother.

The unacceptable interpretations in (26)-(27) are parallel to (24) assuming movement at LF. These
are represented in (28).

(28) ‘[Everyonei [hisi mother loves ti]].
"[JOHNi [hisi mother loves li]].

These weak crossover constructions are standardly ruled out in a number of ways. Chomsky (1975)
ruled them out by linear precedence relations. This was stated as the Leftness Condition given in
(29).

(29) LEFTNESS CONDITION
A variable cannot be the antecedent of a pronoun to its left.

On the other hand Koopman and Sportiche (1983) ruled out these constructions by conditions on the
binding of variables by operators. This was stated as the Bijection Principle given in (30).

(30) BUECTION PRINCIPLE
Every operator must locally bind exactly one variable, and every variable must be
locally bound by exactly one operator.

There have been other proposals such as a binding condition that the variable must c-command the
pronoun (see Georgopoulos (1991)). Precedence may be necessary in the statement of the behaviour
of anaphors and pronouns in Japanese (Saito and Hoji (1983)). Georgopoulos (1991) argues that in
Palauan both precedence and c-command of the antecedent are necessary and ultimately derives the
weak crossover effects from an extension of the ECP. As precedence does not appear to be a factor
in Shuswap I shall assume the Bijection Principle, returning to some of the predictions made by
Georgopoulos in the conclusion. (30) repeats the standard weak crossover case for English.

(31) ‘Whoi does hisi mother love li'?

(31) will be ruled out by the Bijection Principle in the following manner. The Wh-quantifier binds
its trace (which is not c-commanded by the possessive pronoun contained in the complex noun
phrase). The trace is therefore A-bound and is a variable. The possessive pronoun is in subject po-
sition and (assuming a VP) is not bound by the trace in argument position. The possessive pronoun
is therefore also a variable by this account. This construction will be ruled out given (31) which forc-
es the uniqueness of operator binding. On the other hand there is nothing to rule out (32).

32) Whoi t loves hisi mother?

In this construction the Wh-operator A -binds its trace, which functions as a variable. However the
trace which is in an argument position A-binds the possessive pronoun, which is therefore a bound
pronoun. The construction is permitted because the operator only binds one variable. The quantifier
raising (26) and focus constructions (27)-can receive a parallel analysis.

The analysis of the English constructions is based on the assumption that there is a VP in English.
Should there be no VP (33) should have a possible interpretation and not exhibit weak crossover ef-
fects.

(33) Whoi does hisi mother love ti?

Assuming that there is no VP the Wh-operator would A-bind its trace which would then be in a con-
figuration to A-bind the possessive pronoun. This interpretation is apparently available in Warlpiri.
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(34) Ngana ka nyanungu-nyangu maliki-ri  wajilipi-nyi?
whom pres he-poss dog-erg  chase-non-past
Whoi is hisi dog chasing?

In (34) the Wh-operator can be interpreted as co-referential to the possessive pronoun, This consti-
tutes importance evidence bearing on the status of configurationality in Warlpiri. Similarly Hungar-
ian apparently lacks weak crossover.

(35) kili szerel . az  pro, anyja
whom loves the mother-his
thrni does hisi mother love?

36} mindenkiti szeret t  az pro, any ja
everybody-acc loves the mother-his
Hisi mother loves everybodyi.

See Georgopoulos (1991) and Speas (1991) for a discussion of languages that do not exhibit weak
crossover effects. I now turn to the Shuswap facts.

3.0 Weak Crossover in Shuswap
3.1 Wh-Quantification . -
(37) is a construction in which the Wh-operator binds a variable that is interpreted as the subject.

a1 swéty  k-x¥i-st-@-és ¥v-gé?o-s
who irr-like-caus-3abs-3erg  det-father-3poss
Who likes her father?
The construction is judged to be ambiguous by speakers of Shuswap. Under one reading the posses-
sive pronoun can have a deictic interpretation although the preferred reading is one where the pos-
sessive pronoun and the variable are coindexed giving a distributive interpretation.? This is
represented in (38).
(38) swét)"i L k-x%i-s1-B-és Veqé?c“:a-si

(39) is a construction in which the Wh-operator binds a variable that is interpreted as the object.

(39 swily ¥-qé2éa-s k-x Vi-st-D-és
who det-father-3poss  irr-like-caus-3abs-3erg
‘Who does her father like?

This construction has only one interpretation available, that in which the possessive pronoun is given
a deictic interpretation. The impossible reading is represented in (40).

40) *swét)'zi ¥-gE2ea-s; k-xVi-st-D-és 4

That this construction is impossible is predicted by the Bijection Principle. The operator would bind
both the possessive pronoun and its variable.

3.2 Quantifier Raising
The following constructions provide examples of quantification.
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A1) x¥ox eyt t-swet  xVi-st-Q-és v-gé2éo-s
everybody like-caus-3abs-3erg det-father-3poss
Everybody likes her father.

In (41) there are two interpretations available. One interpretation has a deictic reading and the other
has a distributive reading where there is coreference between the variable and the possessive pro-
noun. The distributive reading is represented in (42).

42) x¥ox “éyt U-swet, L x Vistés \'—qé?éa-si

On the other hand when the quantifier binds a variable in object position it is impossible to interpret
the possessive pronoun as coreferential,

(43) ¥-qé2éo-s x¥istés x¥ax¥éyt  t'-swet
det-father-3poss like-caus-3abs-3erg  everybody
Her father likes everybody.
This can be represented as (44).
“44) *x¥ox¥éyt t’-swali t-qé?éa—si x Vistés L

3.3 Focus Constructions

(45)-(47) are focus constructions in which the focussed element is a subject. In each of these con-
structions the preferred reading is one in which the possessive pronoun refers to ‘Mary', although a
deictic reading is possible.

(45) v-Mary vi? x%i-st-D-és Y-qé2la-s
Mary deic like-caus-3abs-3erg det-father-3poss
MARY likes her father. ’

(46) yoréy y-Mary x¥i-st-B-s ¥-gétta-s
deic  Mary  like-caus-3abs-3erg det-father-3poss
MARY likes her father.

@n ¥Mary ¥i?  y-gétdos x"i-st-B-és
Mary deic  det-father-3poss like-caus-3abs-3erg
MARY likes her father.

It is not possible to interpret (47) as ‘It is Mary that her father likes.” The focus construction would
be a passive (see Gardiner (1991)).

(48) ¥-Mary ¥z xYist-J-ém to-GE78a-8
detMary deic like-caus-3abs-pass obl-father-3poss
MARY is the one who is liked by her father.

Focus constructions in Shuswap, due 1o conditions on co-reference and disjoint reference, therefore
lack the relevant configurations that are expecied 1o be associated with weak crossover.

To summarize, Shuswap has weak crossover effects in Wh-question and quantifier constructions
with variables in object position. These provide evidence of VP constituency and configurationality
in Shuswap.
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4. Conclusion
1t should be noted that the facts for Palauan (Georgopoulos (1991)) pose problems for the Bijection
Principle and other accounts of weak crossover. In (49)-(50) the quantifier binds the pronoun and
the variable (both in non-c-commanding A positions).
49 ng-te’ai a lilsa -2 rionaryi er ngiii
who 3-saw-38 neighbors P her
Whoi did hcri neighbors see _i?

(50) ng-te'aia longull  er ngiii a rengelekel pro,

who 3-respect P her children-38
Whoi do heri children respect ‘i?

These constructions are grammatical in Palavuan and show no weak crossover effects. Georgopoulos
argues that weak crossover can be derived by a conjunctive version (head and antecedent govern-
ment) of the ECP, She further argues that variables are [-pronominal] and must be licenced by the
ECP. The Canonical Government Configuration (CGC) establishes the directionality of govern-
ment. For Palauan a VOS language it can be seen that the CGC is to the right and that the Specifier
is canonically governed in the same direction as the complement. It is the fact that both the variable
and the pronoun are properly governed that allows these constructions 1o escape weak crossover ef-
fects.

It is standardly assumed that there are no underlying VSO languages. These languages are thought
to result by either verb movement or V-adjunction of the subject. Shuswap, a surface VSO language
has a CGC 1o the right. Georgopoulos predicts thal in an underlying SVO language there ought to be
weak crossover effects due to the Specifier not being in the CGC and thus not being properly gov-
erned. Interestingly this makes the right predictions for Shuswap and may provide an argument for
underlying SVO order. :

In this paper | have presented evidence that Shuswap, a language with relatively free word order, has
weak crossover effects. This provides an argument for a VP constituent in Shuswap and that subjects
and objects must be hierarchically distinguished.

Notes
I A good summary is provided in Speas (1991).

2 Shuswap is spoken on the Interior Plateau of British Columbia and is the northernmost
member of the Interior Salish language family. It is a surface VSO language with a system
of pronominal person marking on the predicate. Shuswap is spoken with several minor di-
alectal differences. The data in this paper is representative of the Deadman’s Creek/Kam-
loops area. I would like to thank in particular Leslic Jules of Kamloops, Mona Jules of Chu
Chua, Annie-May Jules, Basile Deneau of Skeetchestn, and Joe Michel of Adams Lake,
who have helped me to understand their language. I would also like to thank Ewa Cza-
ykowska-Higgins, Henry Davis, Donna Gerdts, Mandy Jimmie, and M. Dale Kinkade for
participating in a working group on the syntax of Interior Salish and for helpful comments
on a presentation of this data. Ross Saunders has also provided considerable advice and
support. Any emrors however, remain with the author. Research for some of this work has
been funded by the Melville and Elizabeth Jacobs Fund, and the Phillips Fund of the Amer-
ican Philosophical Society.

3 This set of diagnostics is from Hale (1983). In Hale (1982) a larger set of diagnostics was
proposed.

4 The following abbreviations have been used: abs (absolutive), acc (accusative), appl (ap-
plicative), aux (auxiliary), caus (causative), compl (completive), deic (deictic), det (deter-
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miner), emph (emphatic pronoun), erg (ergative), exp (expectational), fc (full control),
incompl (incompletive), irr (irrealis), inv (invisible), nom (nominative), obl (oblique), P
{preposition), pass (passive), poss (possessive), qu (question), tr (transitive).

5 Some speakers will accept 'Her father likes Mary' with disjoint reference. Others will not
accept it at all with either interpretation and offer passives. For disjoint reference in con-
structions like "Mary likes her father' an applicative is often selected rather than a causative.

6  Split ergativity is treated extensively in Gardiner and Saunders (1991).

7 This rule was proposed by Gerdis (1988) for Halkomelem.
8  Speakers suggest that the following construction would be used for disjoint reference:

(1) swéty  k-xVoy-xi‘t-@-m-as to-gé2eas
who  irr-like-appl-tr-3abs-pass-3nom  obl-father-3poss
Who likes her father?
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TWO TYPES OF OBLIQUE APPLICATIVES IN KINYARWANDA"

Donna B. Gerdts
Simon Fraser University
Lindsay Whaley
State University of New York at Buffalo

1. Locatives and Instrumentals as Objects.

In the Bantu language Kinyarwanda, as Kimenyi (1980) demonstrates, many
“obliques”—such as the Locatives in (1} and the Instrumentals in (2)—can be expressed
cither as prepositional phrases, as in (1a) and (2a), or as objects in an applicative
construction, as in (1b) and (2b).!

(1) a

(2) a

Umugére  y-oohere-je umubooyi  kw’iiséko.
woman she-send-asp  cook to market
“The woman sent the cook © market.”

. Umugére  y-oohere-jé-ho  iséko umubooyi.2
woman she-send-asp-to  market cook
“The woman sent the cook to market.”
Umugabo  a-ra-andik-a ibariwa n’fikardmu.
man he-pres-write-asp  letter with pen
“The man is writing a letter with the pen.”

. Umugabo  a-ra-andik-iish-a fbdriwa fkArdmu.
man he-pres-write-instr-asp  letter pen

“The man is writing a letter with the pen.”

Kimenyi (pp. 81-82; 94-96) shows that the “obliques” in {1b) and (2b) are objects by a
variety of tests, including passivizalion, pronoun incorporation, and relativization, as shown
in (3) for Locatives and (4) for Instrumentals.

(3) a.

{4) a.

Iposita y-oohere-j-w-é-ho ibdriwa n’imugabo.
post office  it-send-asp-pass-asp-to  letter by man
“The post office was sent a letter to by the man.”

. Umwéalimu  y-a-ry-oohere-jé-ho igitabo.
teacher he-pst-it-send-asp-to book
“The teacher sent the book to it.”

. ishufirt umwiéalimu y-ochere-}-ho igitabo
school teacher he-rel-send-asp-to book
“the school that the teacher sent the book to”
fxdrfmu  i-ra-andik-ish-w-a fbariwa  n'imugabo.
pen it-pres-write-insir-pass-asp  letter by man
“The pen is used to write a letter by the man.”

. Umwéalimu  a-ra-y-aandik-iish-a bariwa.
teacher he-pres-it-write-instr-asp letter

“The teacher is writing a letter with it.”
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c. Dore  ikdrdmu umugabo  y-aandik-iish-a ibaniwa.
loock  pen man he-rel-write-instr-asp letter
“This is the pen that the man uses to write the letter.”

The structure of (1b) and (2b) has sparked much discussion, since, as noted by
Kimenyi, the initial direct object in (2b) retains its object properties. For example, it
undergoes passivization, pronoun incorporation and relativization, as seen in (5).

(5) a. Ibdrwa i-ra-andik-iish-w-a fkdrdmu,
letter it-pres-write-instr-pass-asp ~ pen
“The letter is being written with a pen.*
b. Umugabo  a-ra-y-andik-iish-a fkdrdmu.
man he-pres-it-write-instr-asp pen

“The man is writing it with a pen.”

¢. fbariwa umugabo  y-aandik-iish-a fkdramu
letter man  he-write-instr-asp  pen
“the letter that the man is writing with a pen”

Since the Instrumentals in (2b) also show object properties, researchers (including Gary and
Keenan (1977), Kimenyi (1980), and Bresnan and Moshi (1990)) have been led to the
conclusion that such clauses have more than one direct object, thus violating the Stratal
Uniqueness Law of Relational Grammar (Perlmutier and Postal (1983)):

(6) Stratal Uniqueness Law
Let ‘term,” be a variable over the class of R-signs, that is “1°, ‘2, or *3". Then: If arcs

A and B are both members of the C; stratum and A and B are both term, arcs, then
A=B, \

Stated informally, the Stratal Uniqueness Law prohibits more than one nominal bearing the
same term relation (1, 2, or 3) per stratum.

In contrast, the initial direct object in the locative applicative in (1b) loses its object
properties, as the data in (7) show, and so has been claimed by Kimenyi (1980) to be a

chbémeur.

(7) a. *Igitabo cy-oohere-j-w-€-ho ishuiiri n"dimwdaalimu.

book it-send-asp-pass-asp-to  school by teacher
“The book was sent to school by the teacher.”

b. *Umwéalimu  y-a-cy-oohere-jé-ho ishuiri.
teacher he-pst-it-send-asp-to school
“The teacher sent it 1o school.”

c. *igitabo dmwdalimu y-oohere-}-ho  ishulri
book teacher he-send-asp-to  school
“the book that the teacher sent to school”

No Stratal Uniqueness Law violation is posited in the case of Locative applicatives.3
Thus, for Kimenyi there are two types of oblique-to-object advancement in
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Kinyarwanda: those like Instr-to-object that result in double objects, as represented in the
strawal chart in (8), and those like Loc-to-object that result in the chomage of the initial
object, as represented in the stratal chart in (9).

(8) 1 P 2 INSTR 1t 1 P 2 LOC
1 P 2 2 1 P CHO 2
man  write letter  pen woman sent cook market

Kimenyi’s analysis raises two important questions. First, is there an alternative analysis
which posits structures which conform to the Stratal Unigueness Law? Second, why is there
this difference between Instrumental and Locative applicatives? After all, if two object
positions are available in Kinyarwanda, as necessary for (8) under Kimenyi's approach, why
not make use of both object positions in Locative applicatives? Or alternatively, if
Kinyarwanda has a way of licensing 2-chémeurs in Locative applicatives, why not make use
of this relation in Instrumental applicatives?

This paper seeks to answer both of these questions. To address the issue of Stratal
Uniqueness first, an alternative to Kimenyi's analysis is immediately apparent {cf. Perlmutier
and Postal 1983). Instrumentals in applicatives are not direct objects, as posited by Kimenyi,
but rather indirect objects, as represented in (10).

£l
.

10y 1 P 2 INSTR an 1 P 2 LOC

1 P 2 3 1 P CHO 2
man  write letter  pen woman sent cook market

This proposal is consistent with what we know about indirect objects in Kinyarwanda. As
Kimenyi (pp. 64-68) notes, both the direct object and the indirect object of ditransitive
clauses like (12) exhibit object properties.

(12)  Umubuingu y-a-haa-ye umukodbwa igitabo
boy he-pst-give-asp  girl book
“The boy gave the book to the girl.”

Following Dryer (1983), we represent (12) as:4

(13) 1 P 3 2
boy give girl book

As (14) and (15) show, both the direct object and the indirect object can passivize, appear as
incorporated pronouns, and relativize.

(14) a. Igitabo cy-a-haa-w-e umugére  n’Gmugabo
book  it-pst-give-pass-asp woman by man
“The book was given to the woman by the man.”
b. Umugabo  y-a-ki-haa-ye umugore,
man he-pst-it-give-asp ~ woman
“The man gave it to the woman.”



141

c. igitabo umuhuingu y-a-haa-ye umukodbwa
book boy he-pst-give-asp girl
“the book which the boy gave the girl”

(15) a. Umugére  y-a-haa-w-¢ igitabo n’iimugabo
woman she-pst-give-pass-asp book by man
“The woman was given the book by the man.”

b. Umugére  y-a-mu-haa-ye igitabo.
woman she-pst-him-give-asp book
“The woman gave him a book.”

¢. umukodbwa umuhuingu y-a-haa-ye igitabo
girl boy he-pst-give-asp book

“the girl to whom the boy gave the book”

The direct object and indirect object do differ in several respects. For example, as Kimenyi
(p. 182) points out, when both the direct object and indirect object are incorporated pronouns,
the direct object precedes the indirect object, as (16) shows. The alternative order—that is,
the incorporated indirect object preceding the direct object—is impossible.

(16) Umugabo y-a-ya-b-éerets-e
man he-pst-them-them-show-asp
“The man showed them [pictures] to them [people].”

We see that pronoun incorporation also supports our claim that the applied instrumental is a
final indirect object. As an incorporated pronoun it must follow the incorporated form of the
direct object, as (17) shows.

(17)  Umugabo a-ra-yi-y-aandik-iish-a.
man he-pres-it-it-write-instr-asp
“The man is writing it with it.”

We see then that an analysis positing final 3-hood for the instrumental in applicatives is
consistent with the Kinyarwanda data. This analysis not only conforms with the Stratal
Uniqueness Law, but it also allows a means for differentiating Instrumental applicatives from
Locative applicatives, as discussed further below.

Let’s turn next to the second problem: Why are Instrumental and Locative applicatives
different?

2. Locatives vs. Instrumentals.

We propose that the applicative constructions in (1b) and (2b) differ because the
structures that underlie them (i.e. (1a) and (2a)) differ. Contrary to other researchers’
assumptions that both Locatives and Instrumentals are “oblique” nominals in initial structure,
we claim that only Locatives, although they are obliques are nonetheless arguments of the
predicate. Instrumentals, we claim, are not arguments of the main predicate in initial
structure, but rather are adjuncts, and in RG terms, they constitute a predicate domain of their
own. First, we give a number of ways in which Locatives and Instrumentals differ. Afterwards,
we make our analyses of initial Locatives and Instrumentals more precise and show how the
effects in section 2 are predicted. Furthermore, we show how the different initial structures
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lead to applicatives with the different properties discussed above,

2.1 Obligue pronoun incorporation.
As illustrated above, object pronouns are incorporated into the verb complex in
Kinyarwanda. An incorporated pronoun form -ha also exists to refer to Locatives:

(18) Ba-ra-ki-ha-shyir-a.
they-pres-it-there-put-asp
“They put it there.”

In contrast, there is no form of incorporated pronouns for unadvanced Instrumentals, but only
advanced Instrumentals in applicative structures like (2b} can be incorporated pronouns.

2.2 Oblique Subjects.

Kimenyi {pp. 129-130) shows that Locatives can be directly passivized, without being
first advanced 10 object. In such passives, as in (19), the Locative appears with its preposition
in subject position and the verb takes locative agreement.>

(19)  Kw'iiposita h-ooherej-w-e fbdniwa n"imugabo.
to post office  it-send-pass-asp letter by man
“To the post office was sent the letter by the man.”

Instrumentals, however, do not appear as subjects in such constructions:

(20)  *N’iikdrimu i-ra-andik-w-a ibaniwa n"Gmugabo.
with pen it-pres-write-pass-asp letier by man
“With the pen is written the letter by the man.”

Unlike Locatives, Instrumentals appear as subjects only in applied constructions, as in (4a).

2.3 Object/subject reversal.

Kimenyi (pp. 141-146) discusses a structure in which the word order of the subject and
the object nominals is reversed, giving the sentence a “passive reading”. No passive
morphology appears on the verb or on the postposed subject. The verb in such clauses agrees
with the preposed object, as illustrated in (21b).

(21) a. Umuhuingu a-ra-som-a igitabo.
boy he-pres-read-asp book
“The boy is reading the book.”
b. Igitabo cyi-ra-som-a umuhuiingu.
book it-pres-read-asp boy

“The book is being read by the boy.”

Locatives behave like objects with respect 1o objecy/subject reversal, since they can appear
in preverbal position, as in (22). In this case the verb takes locative agreement (see Kimenyi,
pp- 141-142).
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(22)  Kw’iishuiiri ha-gii-ye  uminyéeshuiri,
10 school it-go-asp  student
“To school went the student.”

Unadvanced Instrumentals, however, cannot appear in preverbal position in a reversal
construction, as (*23) shows.

23 *N’itkdrdmu i-ra-andik-a dmwdaalimu,
with pen it-pres-write-asp teacher
“With pen writes the teacher.”

2.4 Topicalization strategies.

As Kimenyi {pp. 191-196) points out, Locatives and Instrumentals are topicalized using
different strategies. Locatives, like subjects, objects, indirect objects, and benefactives, are
topicalized directly: the phrase appears to the left of the clause and the verb takes
agreement/incorporation cross-referencing the preposed element. An example of a topicalized
direct object appears in (24) and of a wpicalized Locative in (25).

(24)  lgitabo, umwadana  a-ra-gi-som-ye.
book, child he-pres-it-read-asp
“The book, the child has just read it.”
(25) Kuid ntebe, dbaana ba-ra-h-iica-ye.
on chair  children they-pres-there-sit-asp
“On the chair, the children are sitting on it.”

The Locative appears with its preposition and the verb shows locative agréemem.
In contrast, Instrumentals cannot be topicalized in this fashion:

{(26) *N’iikdramu, umukobbwa a-ra-y-andik-a ibariwa.
pen girl she-pres-it-write-asp letter
“The pen, the girl is writing a letter with it.” :

Instead, a second strategy, involving a resumptive pronoun, is used to topicalize
Instrumentals: : '

(27  Ikérdmy, umukodbwa  a-ra-andik-a ibardwa  né 0.
pen girl she-pres-write-asp  letter with it
“The pen, the girl is writing a letter with it.”

This strategy is used to topicalize other elements, including possessors and nominals within
relative clauses. However, Locatives cannot be topicalized in this manner, as (*28) shows.

(28)  *intebe, umukodbwa  a-z-iicar-a ki yo.
chair girl she-fut-sit-asp  on it
“The chair, the girl will sit on it.”
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2.5 Possessor ascension hosts.

As proposed by Kimenyi (pp. 97-98) and refined by Bickford (1986), Kinyarwanda has
possessor ascension, where a possessor ascends to take on an object role.S As seen in (29a),
possessors typically follow their heads and are introduced by a preposition, but when they
ascend to object, as in (29b), they precede their heads and appear without a preposition.

(29) a. Umuhuingu y-a-twaa-ye igitabo cy'amukodbwa.
boy he-pst-take-asp book of girl
“The boy took the book of the girl.”
b. Umuhufingu y-a-twaa-ye umukodbwa igitabo,
boy he-pst-take-asp girl book
“The boy took the girl’s book.”

in the above example, the object serves as the host for possessor ascension. Locatives can
also host ascension, as (30b) shows.

(30) a. Umwéana y-a-andits-e izini rye mu igitabo  cy'imugabo.

child he-pst-write-asp name his in  book of man
“The child wrote his name in the man’s book.”

b. Umwaana y-a-andits-e umugabo mu igitabo izind rye.
child he-pst-write-asp man in book name his

“The child wrote his name in the man’s book.”
In contrast, unadvanced Instrumentals cannot serve as possessor ascension hosts:

(31) a. Umuhulingu y-a-andits-e ibAniwa n’fikirdmu  y'dmukodbwa.

boy he-pst-write-asp letter withpen  of girl
b. *Umuhufingu  y-a-andik-i-ye ibaniwa umukoOobwa n’fikédrdmu.
boy he-pst-write-appl-asp letter girl with pen

“The boy wrote the letter with the girl’s pen.”

2.6 Derivational causatives.
Kimenyi {pp. 164-165) discusses causatives formed with the derivational affix -jish. In
such causatives, the causee appears immediately after the verb:7

(32} Umugabo a-ra-som-eesh-a #bdana ibitabo.

man he-pres-read-caus-asp  children books

*“The man is making the children read the books.”
As (33) shows, derivational causatives can be formed on a clause containing a Locative.
(33) Umugére y-iica-j-e dmwiana kud niebe.

woman she-sit-caus-asp child on chair

“The woman made the child sit on the chair,”

In contrast, derivational causatives cannot be formed on clauses that contain Instrumentals:
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(34)  *Umwéalimu  a-ra-andik-iish-a uminyéeshudri  n’ifkdramu,
teacher he-pres-write-caus-asp  student with pen
“The teacher made the student write with a pen.”

2.7 Summary.

We have shown that Locatives and Instrumentals differ systematically in a variety of
constructions. Locatives have a more privileged status than Instrumentals in that they can
appear as incorporated pronouns, subjects in passives, preposed nominals in subject reversal
constructions, direct topics, possessor ascension hosts, and as an element in the inner
structure of a derivatonal causative. Locatives do many, though not all, of things that direct
and indirect objects do, though they often require special morphology to do so. This sets up a
three way distinction in argument struture for Kinyarwanda. There are two classes of
arguments: direct arguments (like direct and indirect objects), oblique arguments
(like the locatives discussed here), and non-argument adjuncts (like instrumentals).

3. Our analysis.

Next we turn to the problem of assigning relational structures to Locatives and
Instrumentals and showing how these structures relate to applicative constructions.

The discussion above has led to the conclusion that unadvanced Locatives, like those in
(1a) above, are oblique arguments of the predicate, and thus are appropriately represented by
the structure in (35).

(35 1 P 2 LOC
woman send cook market

Given that locatives are initially oblique, we account for locative applicatives like (1b) by
positing advancement. To make our claim precise, we posit that Locative advancement in
Kinyarwanda involves first an advancement to 3 and then an advancement to 2. Evidence for
this claim comes from examples like (36b) where Locative advancement takes place in a
clause which contains an initial indirect object.

(36) a. Umugdére  a-ra-he-er-a umnuhuingu ibitabo mw’iishufiri.
womarn she-pres-give-appl-asp  boy books in school
“The woman gave the boy books in school.”
b. Umugére  a-ra-he-er-a-mo : ishudri umuhuiingu ibitabo.
WwoOman she-pres-give-appl-asp-loc  school boy books

“The woman gave the boy books in school.”

Not only is the direct object placed en chdmage, as in (7) above, but, as Kimenyi (p. 96)
notes, the indirect object also loses its object properties. For, example, it does not passivize
(37a), nor is it referred to by an incorporated pronoun (37b).8

(37) a. *Umuhuungu  a-rd-hé-er-w-a-mo ishufiri  ibitabo n’imugcre.
boy he-pres-give-appl-pass-asp-in school books by woman -
“The boy is given the books in the school by the woman.”
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b. *Umuogére a-rd-mu-hé-er-4-mo ishulri ibitabo
woman she-pres-him-give-appl-asp-loc  school books
“The woman is giving him the books in the school.”

Thus, we posit Loc-3-2 advancement for examples like (36b), as represented in (38).

38 . 1 P 2 3 LOC
1 P 2 CHO 3
1 P CHO CHO 2

woman give books boy school

To put this in other terms, assigning the Locative a direct argument position is only possible
if other direct argumenis are delinked or dumped from their positions.

Instrumental applicatives are very different in this respect. Instrumentals are not
arguments of the main predicate in initial structure but rather are adjuncts constituting a
predicate domain of their own that is linked to the main clause to form a sentence, as
represented by the bracketed structure for (2a) given in (39).

(39) [[Umugabo arandika ibérdwa}[n’iﬂcé.rému.}]ﬂ

The adjunct domain is island-like with respect to constructions affecting argument structure.
Thus, Instrumentals cannot appear as incorporated pronouns, subjects in passives, preposed
nominals in object/subject reversal constructions, direct topics, and possessor ascension hosts,
Also, Instrumentals are predicted not to be able to form Causatives, since derivational
causatives in Kinyarwanda are not formed on complex structures.

Furthermore, Instrumentals are also ineligible for advancement ot object. Thus an
advancement analysis of Instrumental applicatives like (2b), like those posited in (8) or (10)
above, are inappropriate. However, a construction is available in RG that appropriately allows
structure sharing between two predicate domains: the multipredicate clause, as posited by
Davies and Rosen (1988). Multipredicate clauses, which are a reworking of the notion of
Clause Union in classic RG, have been posited in the analysis of many kinds of structure-
sharing constructions, including Causatives, Desideratives, Resultatives, Adversity Passives,
Light Verbs, Serial Verbs, Possessive Ascension, Noun Incorporation and Duration/Frequency
adverbs (see Gerdts 1988, in press, and references therein). We suggest that this concept can
also be used in the reatment of Instrumental applicatives.

First, we illustrate the notion of multipredicate clause by discussing derivational
causatives in Kinyarwanda. For a Causative such as (40), we propose the structure in (41).

(40) Umugabo  A-r-Gubak-iish-a abdkozi inzu.
man he-pres-build-cause-asp workers house
“The man is making the workers build the house.”
41 P 1 2
1 P P 3 2

man  build  -iish workers house

The analysis in (41) claims that (40} is a single clause with two predicate domains. The first
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predicate -ubak *“build” has two arguments: a subject and a direct object. The Causative
morpheme is the second predicate. Besides having a subject of its own (the “causer”™), the
second predicate also inherits the direct object from the inner clause. Furthermore, the
subject of the first predicate is revalued as the indirect object of the second predicate. Thus,
the Causative morpheme has the effect of increasing the valence of -ubak “build” from a
two-place predicate to a three-place one. The claim then is that Kinyarwanda causatives, like
causatives in French, Georgian, Ilokano, Turkish, and many other languages, are structure
building. These languages contrast with Chamorro, Choctaw, Halkomelem, Swahili, and
many other languages, whose causatives are not structure building (see Gerdts in press, and
references therein). Positing the first type of causative for Kinyarwanda is consistent with the
fact that both the causee (cf. 42) and the initial direct object (cf. 43) have object properties
(Kimenyi, pp. 170-171); for example, they passivize and can appear as incorporated
pronouns:

(42) a. Abékozi ba-r-iubak-iish-w-a inzu  n’dmugabo.
workers they-pres-build-caus-pass-asp house by man
“The workers are made to build the house by the man.”
b. Umugabo  a-rd-b-iubak-iish-a inzu.
man he-pres-them-build-caus-asp house
“The man is making them build the house.”
(43) a. Inzu i-r-dubak-iish-w-a abikozi n’dimugabo.
house it-pres-build-caus-pass-asp  workers by man
“The house is being made to be built by the workers by the man.”
b. Umugabo a-rd-y-ubak-iish-a ab4kozi.
man he-pres-it-build-caus-asp workers

“The man is making the workers build it.”

We claim that Instrumental applicatives likewise involve a multipredicate clause.? In
fact, this is a multipredicate clause with the same structure, and also the same morphology as

a causative.!0 Thus, we would also represent (2b) as in (44); the Instrumental is the subject
of a first predicate that is revalued to 3, while the direct object of the first predicate inherits
its role.!1

(44) P 1 2
1 P P 3 2
man write -iish pen letter

The structure in (44), since it posits that both the Instrumental and the direct object are final
objects, explains why both nominals have object properties (cf. (4) and (5) above).

There are several ways in which the Causee in derivational Causatives and the
Instrumental in applicatives behave like indirect objects rather than direct objects, thereby
supporting this analysis. Recall that, when both direct objects and indirect objects appear as
incorporated pronouns, the indirect object follows the direct object, as (43):

(45) Umugabo y-a-yé-b-éerets-e
man he-pst-them-them-show-asp
“The man showed them [pictures] to them [people].”
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The incorporated pronoun referring to the Causee in (46) and the Instrumental in (47) appears
after the pronoun referring to the direct object, as predicted by (41)/(44).

(46) Umugabo a-rd-yi-b-uubak-iish-a.
man he-pres-it-them-build-caus-asp
“The man is making them build it.”

(47) Umugabo a-ra-yi-y-aandik-iish-a.
man he-pres-it-it-write-instr-asp
*The man is writing it with it.”

In summary, we claim that Instrumental applicatives do not involve Instrumental
adjuncts in initial structure, Rather, they are multipredicate clauses having the same
structares as derivational Causatives in Kinyarwanda. These are structure building, therefore
instrumental applicatives are finally ditransitive.

4. Multiple Applicatives.

Our analysis differs significantly from Kimenyi’s in several respects. For example, it
does not posit that both Locatives and Instrumentals in applicative constructions are initial
obliques as Kimenyi’s does. The difference in thé two analyses becomes clearer when we
consider cases of multiple applicatives, that is, examples like (48) which are simulianeously
both an instrumental applicative and a locative applicative.

48)  Umwaalimu y-a-andik-iish-ijé-bo ikib4ho imibdre ingwa. k
teacher he-pst-write-instr-asp-on board math chalk
“The teacher wrote math on the blackboard with chalk.”

In the initial structure assigned to such clauses by Kimenyi both the Locative and the
instrumental of initial obliques and both advance to object. A priori, either instrumental
advancement could be earlier than locative advancement, as represented in (49a), or vice
versa as represented in (49b).

(49) Prediction under Kimenyi's analysis:

a 1 P 2 LOC INSTR
1 P 2 LOC 2
1 P CHO 2 CHO

teacher write math  board chalk

b. 1 P 2 LOC INSTR
1 P CHO 2 INSTR
1 P CHO 2 2

teacher write math board chalk

In fact, Kimenyi supplies the data that allows us to choose between these analyses. As
predicted by (49a) but not (49b), only the Locative nominal shows the properties of final
object in multiple applicatives. So, for example, the locative can be the subject of a passive,
as in (50), but the instrumental and the initial object cannot be, as (*51) and (*52) show.
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(50) Ikibdho cy-a-andik-iish-ij-w-é-ho imibdre ingwa n’himwaalimu.
board it-pst-write-instr-asp-pass-asp-on math chalk by teacher
“The blackboard was written math on with chalk by the teacher.”

(51) =*ingwa y-a-andik-iish-ijj-w-6-ho ikibdho  imibire n’dimwaalimu.
chalk it-pst-write-instr-asp-pass-asp-on board math by teacher
“The chalk was used to write math on the board by the teacher.”

(52)  *Imibdre y-a-andik-iish-ij-w-é-ho ikibaho fngwa n’ddmwéalimu.
math it-pst-write-instr-asp-pass-asp-on ~ board chalk by teacher
“Math was written on the board with the chalk by the teacher.”

Kimenyi’s analysis (49a) thus accommodates the correct results.!2 However, there is no
rationale given for the prohibition of (49b). Apparently, this must be stipulated in the
grammar.

Our grammar fares better in this respect. The analysis in (53) involving first the
revaluation in the multipredicate clause and then Locative advancement predicts the correct
armray of data: only Locatives show final object properties.

(53) Prediction under our analysis:

P 1 2 LOC
1 P P 3 2 LOC
1 P P CHO 2 3
1 P P CHO CHO 2

teacher write iish  chalk math board

Furthermore, an alternative analysis which would require Locative advancement in the inner
stratum and revaluation in a latter stratum is independenly ruled out for Kinyarwanda. In
Kinyarwanda there is a general prohibition on argument restructuring rules in the inner
predicate domain of any muitipredicate construction. For example, passives, reflexives, and
object/subject reversals are ail ruled out in the inner domain of Causatives or Instrumental
applicatives in Kinyarwand:a.13 Given the general inner freeze for Kinyarwanda, nothing
further needs to be said about multiple applicatives like (48).

5. Conclusion.

We have shown that Locatives and Instrumentals in Kinyarwanda have different
structures: Locatives are oblique arguments; Instrumentals are adjuncis. This posited
difference in structure explains why Locative applicatives and Insuumental applicatives
differ. Locative applicatives involve the advancement’ of an oblique to object; the initial
direct object is a chémeur as expected in Locative applicatives. Instrumental applicatives,
however, do not involve Instrumental adjuncts in initial structure. Rather, they are
multipredicate clauses having the same structures as derivational Causatives in Kinyarwanda.

Our analysis motivates a difference between Locative and Instrumental applicatives that
follows from their initial structures. The difference between these structures under Kimenyi's
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analysis was merely stipulated. Under our analysis this difference is expected. Moreover, the
constructions we posit for Kinyarwanda, namely oblique advancements creating chémeurs
and valence-increasing multipredicate clauses, are well attested in languages of the world.

Furthermore, given that Kinyarwanda has inner clause freeze effects in multipredicate
clauses, we make the correct prediction concerning the multiple applicative construction, As
the analysis in (53) shows, revaluation in the multipredicate clause precedesLocative
advancement; thus, only the locative nominal exhibits object properties

A further feature of our analysis is that it accommodates the Kinyarwanda data without
violating the Stratal Uniqueness Law. We propose then that Kinyarwanda is not a multiple
object language, as claimed by Gary and Keenan, Kimenyi, and others, and it cannot be used
to motivaie the concept of multiple object languages in universal grammar.

Notes.

“We thank Pierre Mvuyekure for his assistance with the Kinyarwanda data, the WECOL
audience for their questions and comments, and Charles Ulrich for his many suggestions. Our
resecarch on Kinyarwanda was supported in part by the Department of Linguistics, SUNY at
Buffalo and by SSHRC grant # 2063.

IMuch of the data in this paper is from Kimenyi (1980). We have followed his system
of interlinear glosses, which he gives on p. xv. The following Relational Grammar
abbreviations are used: 1 subject, 2 object, 3 indirect object, CHO Chémeur, INSTR
Instrumental, LOC Locative, P Predicate, and £ P-chémeur.

20ur Kinyarwanda consultant thinks that sentences like (1b) are somewhat artificial, He
considers the sentences in (3) to be less so.

3In the parlance of Bresnan and Moshi (1990), Kinyarwanda is a symmetrical language
if (2b) is considered but an asymmetrical language if (1b) is considered.

4This contrasts with an analysis for (12} involving retreat (Perimutter and Postal 1983,
Perlmutter 1989), as represented in (i):

(i) 1 P 2 3
1 P 3 2
boy  give book girl

See Gerdits and Whaley (1991) for a brief discussion.

3Bresnan and Kanerva (1989) give an extensive discussion of the same phenomenon in
Chichewa.

SBickford (1986) argues that inalienable possessors ascend to 2 while alienable
possessors ascend 1o 3, ’

A variety of forms mark the causative, including -eesk and -j.

SKimenyi's data and those of our consultant thus contradict the data in Dryer (1983).

9This claim is the RG equivalent of the structure for English instrumentals posited by
Lakoff (1968). Lakoff’s analysis, however, is a biclausal one while ours is monoclausal.

mNoting that Instrumental applicatives and Causatives take the same verbal
morphology -#ish, Kimenyi (p. 164) suggests: “Causatives and instrumentals are in fact
drawn from the same structure, the only difference being that while subjects of causatives are
always animate, those of instrumentals are inanimate.” However, he docs not give a
reanalysis of instrumental applicatives along these lines.
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1 Revaluation in Kinyarwanda is actually more complicated than this, as discussed in
Gerdis and Whaley (in preparation). The inner 1 is revalued as a 2, 3, or 4, depending on the
valence of the second predicate,

12»owever, the data in (50)-(52) are problematical for the analysis of multiple
applicatives given by Perlmutter (1989). Perlmutter posits that Instrumental applicatives
involve retreat-inducing advancements to 2, while Locative applicatives involve chémage-
inducing advancements to 2, and posits the following structure for sentences like (48):

(i) 1 P 2 INSTR LoC
1 P 3 2 LOC
1 P 3 CHO 2

teacher write  math chalk blackboard

Thus, both the theme and the locative nominals should exhibit object propenties and (52) is
incorrectly predicted to be grammatical.

3Due 1o lack of space, we pive no discussion of inner freeze effects here. See Gerdis
and Whaley (in preparation) for data and discussion.
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RECIPROCITY IN SPANISH: A PUZZLE OF SCOPE
Henry Gerfen :
University of Arizona

1.0. Introduction'. Heim, Lasnik, and May (1991a,
henceforth HLMa)} note an interesting contrast in the
behavior of the following sentences in English (their
78a~b) :

1. a) They look like each other.
b} They look alike.

As HLMa point out, when embedded, the two sentences
have distinct properties (their 7%a-b)}:

2. a) John and Mary think they look like each other.
b} John and Mary think they look alike.

Sentence (2a) is ambiguous between broad and narrow scope
interpretations. Thus, (2a} can either mean ‘John thinks
he looks like Mary, and Mary thinks that she looks like
John’ (the broad reading) or ‘John and Mary think they
(John and Mary) look like each other’{the narrow
reading). In contrast, (2b) can only be construed with
narrow scope. For HLMa the ambiguity of (2a) receives an
explanation in terms of the morphological complexity of
the reciprocal expression "each other". Specifically, the
quantificational distribution element "each® is adjoined
to an antecedent, which is then subject to QR via the
rule move-& at logical form (see May 1977, 1985%). Put
simply, this allows for different scope interpretations,
depending on how far up the phrase marker “each" is
moved. In contrast, the morphologically simplex *alike”
contains no detachable distribution element, and, as a
result, only the narrow scope reading is available.

Of interest here is the fact that HLMa base their
argument on the distinction between reciprocal meaning
that is incorporated within a morphologically simplex
versus a morphologically complex item. In support of this
claim, they offer the following minimal pair of sentences
from Italian (attributed to Luigi Rizzi):?

3. a) I due pensano [di essersi battuti]
the two thought be-each other-clitic beaten
b} I due pensano [di avere prevalso 1l/uno sull‘altro]
the two thought have prevailed the one over the other

HLMa note that when taken by themselves, the
embedded clauses in {3a-b) are both contradictory, but
that only (3b) receives a non-contradictory reading in
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the embedded construction. In a manner analogous to their
treatment of the English data in (1-2), HLMa claim that
this distinction is attributable to the fact that the
clitic in (3a) forms a morphological unit with the verb
to which it is attached and, thus, cannot be moved at LF.
In contrast, they follow Belletti (1982} in arguing that
the full form of the Italian reciprocal *lfuno...l’altro"
includes a distributor "l’uno" which can be detached and
moved at LF. Though no specific analysis is provided, it
iz assumed that the broad scope, and hence non-
contradictory, construal of {3b) stems from the
adjunction of *l’uno” to the antecedent "I due".

wWith these facts in mind, I consider the guestion of
scope in Spanish reciprocal constructions. In sections 2
and 3, I present a surprising scope asymmetry between
non-full (clitic) and full reciprocal constructions,
which indicates that unlike English, the full reciprocal
*el uno al otro”™ in Spanish does not allow for broad
scope interpretation when embedded. In section 4, I argue
that r"el uno al otro" in Spanish is best analyzed as an
adjunct, rather than as the subcategorized argument of
the verb. And In section 5, 1 explore HLM’'s (1991b)
"each-binding" variant ¢f the movement analysis in HLMa.
In 5, I argue that the above asymmetry can be accounted
for in terms of the obligatory local A’-binding of the
variable "el uno" of the adjoined "full form".
2.0 Scope Ambiguities and Spanish "se". 1In looking at
Spanish reciprocals, then, HLMa’s analysis predicts that
we should encounter similar scope restrictions for non-
full reciprocal forms, that is, constructions containing
only the reciprocal clitic?., Quite simply., if the clitic
forms a morphological unit with the verb, no distribution
element such as the English *each" is available for
movement. Thus, embedded non-full reciprocals should be
limited to narrow scope interpretations. In fact, this is
not the case. Embedded clitic reciprocal constructions in
Spanish systematically permit broad scope
interpretations. Consider, for example, the data in 4-5,
where {(4b and 5b) can be considered structurally
analogous to the Italian (3a).

4.a) Juan y Maria creian que pro se habian visto.
J and M thought that cl.had seen
*Juan and Maria thought they had seen each other”’
b} Juan y Maria creian PRO haberge visto.
J and M thought have-cl seen
“Juan and Maria thought they had seen each other’
5.a) Franco y Carrillo juraban que pro se odiaban.
. F and C swore that cl-hate
‘Franco and Carrillo swore that they hated each other.’
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b) Franco y Carrillo juraban PRO odiarse.
F and C swore hate-cl
‘Franco and Carrillo swore that they hated each other.’

Both {4) and (5) are clearly ambiguous between broad
and narrow construals. Thus, (4) can be interpreted as
follows: 1) Juan thought he saw Maria, and Maria thought
she saw Juan (broad scope); 2) Juan and Maria thought
they {(Juan and Maria) saw each other (narrow scope).
Likewise, (5) can either mean: 1) Franco swore that he
hated Carrillo, and Carrillo swore that he hated Franco;
or 2) both men swore that they (both of them) hated each
other.

More evidence in support of the availability of wide
scope interpretations is found in the Spanish analogue to
(3a). HLMa claim that Spanish speakers "spontaneously
reject* the Spanish analogue to this sentence as *somehow
deviant". However, they do not specify which of the
possible analogues they provided for their informants.
The data in {6-7) can both be considered analogues of
(3a), and both are ambiguous between contradictory
(narrow scope)} and non-contradictory (broad scope)
interpretations.

6. Emilio y Pedro creian PRO haberse vencido.
E and P thought have-cl defeated
'Emilio and Pedro thought they had defeated each
: other’
7. Emilio y Pedro creian PRO haberse ganado.
E and P thought have~cl won
‘Emilio and Pedro thought they had won (over) each
other’

In contrast to Italian, then, it is clear that
Spanish systematically allows for broad scope construals
of embedded clitic reciprocals.

3.0 Scope and_the Full Reciprocal "el uno al otro*.

The ability of clitic reciprocals to take wide scope
is, in fact, recognized by HLMa in a footnote (n.17).
- They provide the following example:

8. Juan y Maria me confesaron secretamente gue Sse
gustaban. Ambos piensan que no son correspondidos.

*Juan and Maria confessed to me secretly that they
{clitic) liked each other. Both think that their feelings
(lit.: they) are unrequited.

Obviously, a broad construal must be available here;
otherwise, the assertion that each believes that s/he is
unregquited would be anomalous. Of particular interest,
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however, is that HLM claim that the circumstances under
which clitics can take wide scope are distinct from those
under which wide scope is available for their non-clitic
counterparts. As I have argued above, clitic reciprocals
regularly take broad scope. Ironically, however, it is
not clear that nom-clitic reciprocals in Spanish do, in
fact, permit regular broad scope construals when
embedded. Consider the data in {9). Note that unlike
Italian, the reciprocal clitic obligatorily doubles the
reciprocal pronoun "el uno al otro® in the full form.
This issue is addressed in section 4 below.

9. a) Juan y Maria crefan gue pro gse habian wvisto el unc al otro
J and M thought that cl. had seen the one the other
*Juan and Maria thought they had seen each other’

b} Juan y Maria creian PRO haberse visto el uno al otro.
J and M thought toc have-cl seen the one the other

*Juan and Maria thought they had seen each other’

In contrast to the ambiguous readings available for
(4a-b) above, (8%a-b)} can only be construed with narrow
scope. That is, the sentences in (89) can only mean that
"Juan and Maria thought that they (Juan and Maria) saw
each other." If, by analogy with English and Italian
{(Belletti 1982), we maintain that the full reciprocal
contains an autonomous distributor "el uno®, the lack of
a wide scope interpretation for (9) is surprising.
Paradoxically, in fact, the presence of the full form
enforces a narrow interpretation in sentences with
embedded reciprocals. This 1is seen c¢learly in the
following *full forms® corresponding to (6-7) above.

10. Emilic y Pedro creian PRO haberse vencide el uno al otro.
E and P thought have-cl defeated the one the other
*Emilio and Pedro thought they had defeated each other®

11. Emilio y Pedro creian PRC haberse ganado el unc al ctro.
E and P thought have-cl won the one the other
*Emilic and Pedro thought they had won (over) each other®

Contrary to what is predicted by HIMa on the basis
of the Italian data in {(3), only contradictory
interpretations are available in (10-11). In short, the
Spanish reciprocal is doubkly puzzling: clitic reciprocals
permit scope ambiguity in embedded sentences, while full
reciprocals are only be interpreted with narrow scope.
4.0 The structure of the Reciprocal. 1In order to treat
the issue of why full reciprocals prohibit broad scope
interpretations, it is useful to consider the structure
of the full reciprocal form. As noted above, full
reciprocals require c¢litic doubling in  Spanish,
regardless of whether the verb subcategorizes for an
accusative or a dative object. In this sense, full
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reciprocal {and reflexive) forms pattern with pronouns in
triggering obligatory clitic doubling. Consider, for
example, the familiar paradigms for non-reciprocal
clitics:

12. Accusative Clitics Dative Clitics
a. Juan cortd el pan. d. Pedro le pegd a Juan.
Juan cut the bread. Pedro cl-dat. hit Juan
‘Pedro hit John'’
b. Juan lo corté e. e, Pedro le pegd e.
Juan cl-acc. cut Pedro <c¢l-dat. hit
‘Juan cut it’ 'Pedro hit him’
c. *Juan lo cortdé el pan. f. *Pedre pegd a Juan.
John cl-acc cut the bread ‘Pedre hit Juan’

‘John cut the bread

With respect to c¢litic doubling, accusative R-
expression objects cannot be doubled, while dative R-
expression objects must be doubled.' In (12a-c), the
verb ‘cortar’ takes an accusative object. Thus, the
accusative clitic *lo* cannot double the direct object
"el pan”, as seen in (1Zc¢c). In contrast, the verb "pegar*
in {12d-f) subcategorizes for a dative object. Here, the
clitic must double the indirect object, as seen by the
ungrammaticality of (12f). In both cases, the c¢litic
surfaces when the object 1s an empty category, a fact
which has led researchers such as Jaeggli (1986) to argue
that clitics in Spanish can absorb case.®

Interestingly, the distinction between “accusative”
and "dative" verbs with regard to clitic doubling is lost
when the "argument*® of the verb is a pronoun. As shown in
(12}, the accusative assigning ‘ver’ and the dative
assigning ‘pegar’ must surface with a clitic when they
take pronominal objects,

13. Accusative Clitics Dative Clitics ]

a. La vi a ella. d. Le pegué a él1.
cl-acc. saw-1 her - cl-dat. hit-I him
‘I saw her’ ‘I hit him’

b. Vi a Maria. e. Le pegué a Juan.
saw-I Maria cl-dat. hit-I John
']l saw Mary’ *T hit John’

c. *Vi a ella. f. *Pegué a é1.
saw-I her hit-I him
‘Il saw her’ ‘I hit him

Of interest is the fact that in accusative forms,
the appearance of a c¢litic 1is obligatory in two
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environments: 1) when the argument of the verb is
missing, as in (12b); and 2) when the argument of the
verb is pronominal, as seen in the contrast between (13a)
and (13¢). Additionally, it is important to note that
both dative and accusative clitic doubled proncminal
cbjects are marked constructicons in Spanish. The full
pronoun is primarily used to mark a referential contrast
(see Jelinek 1984; Pifiar 1991), and is thus given a
phonological prominence not found for non-pronominal
objects. It is not unreasonable, then, to hypothesize
that pronominal objects are not actually arguments, but
rather, adjuncts to the verb phrase, as Jelinek (1984)
argues. If this is the case, the seemingly odd fact that
accusative clitics must double post-verbal pronominal
objects, but cannot double R-expression objects, receives
a simple explanation. The two environments licensing
clitic doubling in accusatives are collapsed into one:
accusative clitics must surface when the subcategorized
argument is not overt. {(l13a) can thus be represented as
in (14), where, following standard assumptions (e.g.
Rizzi 1986), the clitic forms a chain with a coindexed
empty category.

14. La, vi g, [a ellal
cl-acc. saw-I e her
']l saw her’

Returning to the issue of the reciprocal
construction, we recall that the full form "el uno al
otro" is obllgatox;ly doubled by the rec;procal/reflexzve
clitic, as shown in (15):

15.a) Juana y Pepe se vieron el uno al otro.
Juana and Pepe cl saw the one the other
Juana and Pepe saw each other

b) *Juana y Pepe vieron el uno al otro.
Juana and Pepe saw the one the other.

The ungrammaticality of {15b) shows that "el uno al otro"
patterns with object pronouns in triggering obligatory
*clitic doubling." and, as with the prorouns, the "full
form® of the reciprocal is marked in Spanish, insofar as
its primary role is to disambiguate, that 1is, to
distinguish between possible reflexive or reciprocal
interpretations. (15a) can thus be assigned the structure
in {16), where "el uno al otro®” is adjoined to VP.

16) [Juana y Pepe, ,[[se, vieron e,l,el uno al otrol)
J and P cl saw the one the other
‘Juana and Pepe saw each other’
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In contrast, the non-full or clitic reciprocal is
assigned the structure in (17), (see Rizzi 1986 and
Manzini 1986 for a similar treatment of Italian *si*):

17) plduana y Pepe, [se, vieron e,]]
J and P cl saw
*Juana and Pepe saw each other’

Note that if this analysis is on the right track,
the descriptive generalization that emerges for Spanish
is that only R-expressions can appear as overt arguments
of the verb. Non-R~Expressions arguments are represented
in terms of a chain consisting of an empty element and
either a pronominal or an anaphoric clitic, with the
clitic pronoun constituting the overt instantiation of
the subcategorized argument. As I will show, the
treatment of the full reciprocal ®el unc al otro" as an
adjunct allows for a straightforward account of the
puzzle of scope described above.

5.0 Accounting for the Scope Asymmetry. As pointed out
in (2), the fact that clitic reciprocals permit wide

scope readings poses technical problems for the "each-
movement" type of analysis of HLMa. However, responding
to Williams (1991), Heim, Lasnik and May (1991b;
henceforth HLMb) propose an alternative analysis for
English reciprocals, in which ®"each* is not moved, but
rather, A’-bound by a distribution operator "D®* adjoined
to an antecedent of the reciprocal. Different scopes thus
arise as a function of the distance between the variable
*each" and its binder. If *each® is bound by an operator
in the matrix clause, a wide scope interpretation
obtains, while binding by an operator in the embedded
clause accounts for the narrow reading. This is shown in
(18): (their 7}

18.a) [[John and Mary], D;], think they, like [each,
other],
b) [[John and Mary], Dgi, think [{they,] D,], like
[each, other],

Here, (18a) represents the broad construal, as the
variable “*each® is bound by the D-operator adjoined to
the matrix subject [John and Mary]. (18b) represents the
narrow reading, as “each®™ is bound by the operator
adjoined to the subject of the embedded clause.

In looking at the questions raised by the Spanish
reciprocal, I will adopt the essential insight of the
HLMb analysis of English. Specifically, I will argue that
the constituent "el uno® patterns analogously with the
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English "each” in functioning as a bound variable which
provides the contrast argument for "el otro" (see HLMa
for details relating to the semantics of the reciprocal
construction}. Unlike English *each other*, however, the
full reciprocal "el uno al otro®* is an adjunct rather
than an argument, and, as a consequence, the bound
variable "el uno" 1is subject to strict locality
conditions. In contrast to the full form, I argue that
the morphologically "simplex® clitic reciprocal contains
no bound variable and is analyzed as an anaphor, subject
only to Condition A of the Binding Theory (Chomsky 1981,
1986, etc.). Scope ambiguities involving the clitic form
follow simply from whether the A-binder of the clitic
chain is itself a product of bound variable or
coreference anaphora.

5.1 Clitic Scope. Let us first address the case of the
non-£full reciprocal. Consider the data in (4), here
repeated as (19);

19.a) Juan y Maria creian que pro se; habian visto e;.
J and M thought that cl. had seen e
‘Juan and Maria thought they had seen each other’

Simplifying somewhat from Chomsky (1986), if the chain
consisting of the reciprocal clitic and its coindexed
empty category 1is an anaphor, it must be bound in the
least complete functional complex (CFC) containing a
possible antecedent. In this case, the anaphoric chain
{se;,e;) must be bound within the IP containing "pro",
which c¢-commands the empty category and constitutes a
possible antecedent. Recalling the examples in {18), two
possible representations are available for the 1IP
containing pro. These are shown in (20):

20.a) [[Juan y Maria],D], éreian que pro, se, habian
visto e,. .
b} [Juan y Marial, creian que [l[pro;]1D,], se, habian
visto e,.
J and M thought that pro cl had
seen e

‘Juan and Maria thought they had seen each other’

Scope ambiguity is thus accounted for as follows.
(20a) exemplifies the broad construal. Specifically,
‘pro* receives its interpretation via bound variable
anaphora with the distributed matrix subject, as it bears
the index of the entire distributed NP. Given Condition
A, ‘*pro* must be coindexed with the anaphoric chain
{se,,e,). As a result, the distributed NP of the matrix
clause takes scope over the whole sentence, thus
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producing the broad reading. In (20b), however, the
interpretation of *"pro" is derived via its coreferential
indexation with the non-distributed [Juan y Marial. In
turn, *pro" itself is subiject to distribution by the
operator D. Finally, the anaphoric chain, pace Condition
A, is coindexed with the entire distributed NP
{{pro,1D.1,, thus providing the narrow construal. In
short, broad scope obtains when the anaphoric chain is
coindexed with an antecedent which receives its
interpretation via bound variable anaphora. And narrow
scope is accounted for via the coindexation of the
anaphor with an antecedent subject to distribution under
D. Note in (20b) that ({(se,,e,) cannot be coindexed with
*pro® itself, as "pro®* is not an argument, but rather, a
constituent of the argument [[pro,]D,;}12, and thus does
not constitute a potential A-binder of the anaphor.

5.2 Full Reciprocal Scope. Given the analysis here, the
full reciprocal construction contains an anaphoric chain
{se;,e;) as well as the adjunct "el uno al otro". Like
the English "each other" on the HLMb analysis, I argue
that the full form contains a variable, *el uno* which
must be A‘-bound by a distribution operator. Recall that
unlike "each other", however, the NP *el unoc al otro® is
an adjunct to VP, rather than an argument. Consider,
then, (%a), here repeated as (21).

21. Juan y Maria creian que pro se habian visto el uno
al otro.

J and M thought that cl. had seen the one
the other

*‘John and Mary thought they had seen each other’

Following HLMb‘s treatment of "each other®, (21) can
be structurally represented as in (22):

22.a) *[[Juan y Marial,D;], creian que pro, [[se, habian
visto e;] g lel uno, al otroj,l.

b) [Juan y Marial, creian que [{pro,}D.l; y»[[se, habian
visto e;] ylel uno, al otrol,].

*Juan and Maria thought they had seen each other’

As in (20), the indexation in (22) satisfies Condition A
with respect to the A-binding of the anaphor (se,.e,) by
the subject of the embedded clause. In addition, however,
the variable "el uno* must also be properly bound by an
operator in A’ position. In (22a), the closest A’-binder
is the D operator adjoined to the matrix subject. Since
the broad scope construal is not possible with embedded
full reciprocals, I conclude that the variable "el uno"
is subject to a strict locality condition. Specifically,



161

I claim it must be antecedent governed by its binder.
Thus, the unavailability of the wide scope interpretation
represented in {(22a) is due to the fact that the bound
variable is not antecedent governed by its binder, the D
operator adjoined to the matrix subject®.

Clearly, the possibility of wide scope
interpretation in the English analogue to (22a) indicates
that English permits long distance binding o©of the
variable *each", while Spanish does not. An explanation
for this difference 1lies in the argument/adjunct
distinction. As a variable within an adjunct it is not.
unreasonable to expect that "el uno® should be subject to
strict locality constraints, similar to those found for
movement from adjuncts. Consider, for example, parallels
to wh-extraction from adjuncts (see Lasnik and Saito
1984, Chomsky 1986b, etc.):

23} *How do you wonder who fixed the car t
24) *How did John announce a plan to fix the car t

Interestingly, though the embedded Spanish full
reciprocal does not involve movement, the same adjunct
island effects seen in (23-24) seem to obtain.

In contrast to {(22a), the closest A’-binder in (22b)

is adjoined to the subject NP of the embedded clause.
Here, the clitic chain is A-bound by the embedded subject
*pro” under distribution by D. The variable *el uno* is
A’ -bound and antecedent governed by the D adjoined to the
embedded subject *"pro". And the result is the narrow
interpretation.
6.0 Conclugions. The data in this paper reveal a
surprising scope asymmetry between full reciprocal and
reduced or clitic reciprocal constructions in Spanish.
Embedded clitic reciprocals permit both broad and narrow
scope interpretations, while embedded full reciprocals
are limited to narrow construals. This asymmetry is not
predicted by the "each movement® theory of HLMa, and the
fact that the Spanish data are more easily accommodated
within the context of the *each-binding" framework of
HLMb, constitutes an argument in favor of the latter
approach.

Under my analysis, the lack of broad scope in
embedded full reciprocal <constructions finds an
explanation in the argument adjunct distinction. The full
reciprocal "el uno al otro® is analyzed as an adjunct to
VP, with a variable ®el unco® providing the contrast
argument for "el otro®*. This variable must be bound by
a distribution operator D, under strict locality
conditions. Drawing parallels to whe-extraction from
adjuncts, I claim that the D operator must antecedent
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govern the variable, thus blocking broad scope
construals. The clitic reciprocal contains no bound
variable and is analyzed as an anaphor, subject only to
Condition A of the Binding Theory. Scope ambiguities
involving clitic reciprocals are derived
straightforwardly from whether the A-binder of the clitic
chain is itself interpreted via bound variable or
coreference anaphcra.

Notes

1. I would like to thank Andy Barss, Mcolly Diesing, Pilar
Piflar, and Laura Conway for help with the issues
addressed here. 1 also thank Pilar Pifiar, Montse Sans,
Rosa Garcia, Raquel Mejia, Jorge Lemus and Esther Lemus
for their native speaker intuitions on the examples used
throughout. All errors are, of course, my own.

2. It is not altogether clear what is meant by "minimal
pair* here. A significant difference between the two
sentences would seem to be that the embedded verb meaning
‘beat’ in (3a) subcategorizes for an accusative NP, while
the verb meaning ‘prevail’ does not take an NP
complement. The presence of the reciprocal clitic would
thus be impossible in (3b). The question of whether a
non-contradictory construal of (3a) is available with the
full reciprocal remains open.

3. As with other romance languages such as French and
Italian, the reciprocal clitic is homophonous with the
reflexive clitic. For simplicity, I refer only to the 3rd
person clitic “se" throughout.

4. In the description of the data here, I limit myself to
standard Peninsular Spanish, which does not allow clitic
doubling of accusative objects. See Jaeggli (1982,1986).

5. See Sufier (1987, 1988) for a different perspecﬁive on
the role of clitics.

6. Apparently, when there is no c-commanding long
distance binder, a broad construal is available. Consider
the following:

i. Sus, entrenadores dijeron que pro, se, ganarian e, [el
uno, al otrol
‘Their coaches said they would beat each other.’

Here, "pro" is coindexed with the non-c-commanding
possessive "sus", and a non-contradictory reading is
permitted. I leave this question for further research.
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Palatalized Velars and the Reprasentation of Front Vowels
Alicja Gorecka, USC

1. Introduction

In this paper, 1 discuss the question of the representation of the so
called front or palatalized velars, and its relevance to the guestion of the
representation of front vowels.

First, | argue, on the basis of phonetic and phonological evidence,
that palatalized velars do not exist, not in the sense in which there are
palatalized labials or palatalized coronals. In other words, | argue that
there are no complex segments with the primary velar articulation and
the secondary articulation of a front vowel. Given this position, the
question arises as to the representation of the sounds heard in words like
*cat”, 'Kevin', or 'keep' The answer | offer is neither novel nor
controversial: | argue that these sounds are single dorsals which contrast
with ordinary velars by being [-back].

Second, | consider the velar issue in the context of recent
proposals concerning the representation of front vowels. In general,
these proposals fall into two categories: those that treat front vowels as
dorsal (Halle (1983), Sagey (1986), Gorecka (1989)), and those that treat
front vowels as coronal (Clements (1979, 1990), Hume (1989)). Since
the proposals due to Ciements and Hume represent velars as dorsal,
and front vowels as coronal, they predict that there should be complex
segments which are velar, and which have the secondary front vowel
articulation: in fact they predict that there should be segments like
palatalized velars, which would pattern with palatalized coronals,
palatalized labials and so on.t This prediction is a consequence of the
fact, observed by Halle (1983), and Sagey (1986), that any two
independent articulators can be combined into a complex segment.

The proposals which treat front vowels as dorsal, on the other
hand, predict that palatalized velars should not exist: if both front vowels
and velar consonants are coronal, then, palatalized velars are blocked
on the assumption that a single articulator cannot produce two
constrictions simultaneously.

Since the proposals that treat front vowels as coronal cannot
account for the fronted velar facts, and the proposals which treat front
vowels as dorsal can, | submit these facts as evidence that front vowels
are phonologically dorsal.

Finally, | consider the arguments for treating front vowels as
coronal. | argue that both the facts which have motivated these
proposals, as well as the fronted velar facts can be explained in a feature
system which recognizes passive articulator features such as palatal or
velar, in addition to active articulator features like coronal or dorsal. This
is the feature system proposed in my dissertation (Gorecka (1989)). |
argued for it on the basis of palatalization, velarization, and other
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phenomena in which sounds form natural classes in terms of constriction
iocation features rather than in terms of active articulators.

2. Fronted an latalized velars are not different sounds:

Let us begin with the question of palatalized vs. fronted velars. In
phonetics, the two labels are often distinguished as follows: palatalized
velars are posited in languages which have an underlying contrast
between the front and the plain velar, fronted velars are considered
allophones of velars before front vowels.

Keating and Lahiri (1990) present acoustic and articulatory
evidence that the labels "palatalized velars” and "fronted velars” refer to
the same phonetic type: a sound produced with the constriction in the
back of the hard palate. Fronted and palatalized velars are also
acoustically identical: when they precede a front vowel (which is the only
position in which they can be compared, since fronted velars do not
occur anywhere else), their spectral prominence corresponds to the third
formant of the vowel.2 Given these findings, there is no reason to
distinguish between fronted and palatalized velars in articulatory terms;
therefore, from here on | will refer to both underlying and derived variants
as "fronted velars"--for short.

3. Is X’/ a single or a complex segment?

Even with the issue of fronted vs. palatalized velars resolved, the
question that remains is whether fronted velars are to be treated as [
back] dorsals or as palatalized dorsals3, with the secondary front vowel
constriction. The two options are sketched out in (1):

)

(&) k- (o) i
Place - Place
dorsal coronal dorsal
|
- back

As already pointed out, it is not the case that the two
representations in (1) can be generated simultaneously and compared
within any currently available feature model. Instead, the different models
that are available make different predictions on this subject. Let us
consider these predictions.
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Even though a number of views on segment representation have
been presented in recent literature, as far as the treatment of front vowels
is concerned, most of these views can be divided into two categories: the
first category consists of proposals which assume that front vowels are
dorsal; in the second category are the proposals which treat front vowsls
as coronal.

The proposals which assume that the active articulator in front
vowels is the tongue body, must represent fronted velars as single
segments, namely [-back] dorsals. They are incapable of representing
these sounds as complex segments, because they treat both velars and
front vowels as dorsal, and there cannot be simultanecus complex
articulations produced with a single articulator. For the same reason
there are no labialized labials or coronalized coronals.

The proposals which assume that front vowels are coronal must
represent fronted velars as complex segments: these proposals eliminate
the feature [back], and replace it with the coronal node. Consequently,
they treat [-back] harmony as a coronal harmony. Since fronted velars
can trigger [-back] harmony (e.g., in Turkish) it follows that they must be
coronal, in addition to being dorsal.

Both phonetic and phonological evidence supports the single
articulation view of fronted velars. As pointed out by Keating and Lahiri
{1990}, fronted velars do not look like doubly articulated sounds on X-
rays: they do not involve two constrictions nor one long constriction,
typical of complex segments such as palatalized coronals or labials,;
rather, their constriction is of the same length as in other velars.

Next, consider the phonological patterning of fronted velars, as
observed in Russian and Bulgarian. Both these languages have fronted
velars in the underlying inventory, as well as the full series of palatalized
consonants. They also have phonological processes which manipulate
palatalized segments. Thus they provide an excellent base for testing the
different hypotheses about fronted velars.

Russian has a well known rule which spreads secondary
palatalization from any palatalized segment onto the sibilants /s/ and /z/.
The data are shown in (3) (the segment inventory of Russian is shown in

(2):

(2) Segment inventory of Russian (Jones and Ward (1969)) p. p‘, b,
b, f, 0 v, v, mm, t, thd d ts, s s,z 2,00 L0, M ES
%,k,9.K,%x,i,+,u,e,0,8

{3) sp+ati--> spati sp + it —> sipiit ‘sleep’
jazv + a > jazve jazv + e -> jazivie ‘ulcer’
kres! + o --> kriesle kres! + e --> kriesite ‘armchair’



167

(3) illustrates the effects of two rules: one spreading palatalization from a
front vowel onto the preceding consonant, and the second rule,
spreading palatalization from the consonant onto the preceding sibilant.

Next, let us examine the way in which these rules treat velars. First, we
observe in (4) that velars become fronted (or palatalized) before front
voweis;

(4) knig + a --> kniige knig + e --> kniig’e ‘bock’
ruk + a --> ruka ruk + e -> ruk’e ‘hand’

This could be viewed as a sign that they are subject 10 the same rule
which affects labials, coronals, etc. However, note that after having been
fronted (or paiatalized), they do not have the palatalizing effect on the
preceding sibilants. This is shown in (5):

(5) mask + a --> maska mask + e -> mask’e ‘mask’
mezg + a --> mezga mezg + e --> miezg'e ‘pulp’

Let us summarize the facts: we observe that the trigger of the rule which
spreads palatalization onto sibilants is any palatalized segment. This rule
does not treat fronted velars as palatalized.

Note: while the facts in (5) could be accounted for in terms of rule
ordering (perhaps velars are not palatalized at the point when
palatalization spread applies), this solution only shifts the peculiarity of
velars elsewhere: it requires that they be immune to the rule which
spreads palatalization from a front vowel onto a labial or coronal.

Another possibility that must be ruled out is that velars have a
depalatalizing effect on palatalized sibilants. The following data indicate
that underiying palatalized sibilants are not affected by the following
velars, fronted or otherwise:

(6) siisika sk’ ‘boobies’
mosika mosik’i little dogs'
avosika avosik‘i little bags’
oska osik’i little axis’

There is yet another way in which velars in Russian fail to pattern
with other segments under palatalization. In the context of cyclic
palatalization, virtually all consonants of Russian turn into their
palatalized counterparts. Examples illustrating the effect of the cyclic
suffix /-itif4 on stem-final consonants are shown in (7):

(7) sposob + @ --> sposep pri + sposob + it -> prilspasobiiti
way n. sg. 'way' prep. way A ‘to adapt’
molot + O --> molat molot + iti --> malabit!

hammer n.sg. 'hammer hammer V 'to thresh’
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mir + @ --> miir mir  + ith -> ririt

peace n.sg. 'peace’ peace V 'to reconcile’
oxran + a --> AXrans oxran  + ity -> axraniit
protection n.sg. ‘protection’ protection V ‘to protect’
bel + i -> Dblelj bel + iti > blebit

white n.sg.  ‘'white' white V ‘to whitewash'’
gotov + i --> gatowi gotov + {8 --> gatovijt
ready n.sg. ‘ready’ ready \) ‘prepare’
groz + a --> graza groz + iti -> grazit
storm  n.sg.  ‘storm’ storm vV 'to threaten’

Let us now consider the effect of cyclic palatalization on the voiceless
velar stop. This segment has a fronted counterpart in the UR, as
demonstrated in (8):

(8)  Underlying &’/ in Russian (Jones and Ward (1969)):

tk’ot ‘weaves' - luk"anaf ‘proper name'
K'uvietka  ‘tray’ k'osk’er ‘kiosk attendant’

Now, if fronted velars were indeed palatalized counterparts of plain
velars, then, given that cyclic palatalization is structure preserving, we
would expect it to derive fronted velars. This effect is observed commonly
across languages: if the segment inventory of a language contains a
palatalized counterpart (e.g., /tify of the segment targeted for palataliza-
tion (/t/), the result of palatalization is the palatalized counterpan (/ti/) (see
Gorecka (1991) for further discussion). Contrary to this expectation, in
Russian, velars turn into palato-alveolars under cyclic palatalization:

(9) ruk +a-> ruka po + ruk + it -> peruéiti
hand n.sg. ‘hand prep. hand V ‘entrust’
muk + a --> muks muk + it ~> muéitt
torture  n.sg. ‘torture’ torture V ‘to torture’
drug + @ --> druk drug + it --> druzit
friend n.sg. friend' friend \ to be friendly’

Clearly, as shown in (9), the phonology of Russian does not treat fronted
velars on a par with palatalized segments.

Next, let us consider the facts of Bulgarian. The segment inventory
of the language is shown in (10):
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(10) Segment inventory of Bulgarian (Scatton (1984)) p’ b, b, 1,
fov, v, momi,t, t,d, d ts, ts, s, 8 2,2, n, 1, rr‘Eé
é,é,k,k,g,g,x,x,z,f,e,u,o.a)

Bulgarian has a process which depalatalizes palatalized consonants
before front vowels. Eifects of this process are shown in (11). In {11a)
stems which end in palatalized consonants are foliowed by non-front
vowels; here, the palatalization is preserved; in (11b), the same stems
are followed by front vowel suffixes; here the palatalization is no longer
present. Finally, examples in (12) show that palatalized and plain
consonants contrast before non-front vowels:

{11¥a) kon' + o --> konio (b} koni +e -->kone ‘horse’
uéitel + at -> ucitebat ucitelf + i ~> uciteli ‘teacher’
{(12) ston + i --> stonit ' the moan’
ko + § -> konit 'the horse’

In the environment in which palatalized consonants are depalatalized,
velars are fronteds:

(13) btag + B -> btag btag + i —-> btagi ‘sweet’
knig + a --> kniga knig + § --> knig'i 'book’

The same is true of underlying fronted velars: they remain fronted before
front vowels®:

(14) telk’ + a --> telk’a telk” + i --> telk’i ‘axe’

Here, again we are faced with the behavior of fronted velars which does
not parallel the behavior of palatalized consonants. Simply put, fronted
velars look like they are structurally distinct from palatalized segments.

Let us summarize the observations made so far: first, we have
considered the articulatory evidence, and noted that it does not support
the complex articulation view of fronted velars. Second, we have
examined the behavior of fronted velars in Russian and Bulgarian, and
conciuded that fronted velars in these languages do not behave like
palatalized segments.

At this point someone could argue against making universal
claims on the basis of the phonologies of two languages, which, to make
things more difficult, are genstically related. However, it is not the case
that we must rely solely on Russian and Bulgarian for evidence about
fronted velars: Consider something as common as velar fronting. It
should not be dismissed from phonology as an automatic process, as
there are languages which do not have it, and even in ianguages which
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do have it, not all velars are subject to it. For example, in Polish the
voiceless velar fricative is not fronted.

Let me now point out the following: if velar fronting were indeed an
example of palatalization (as i is implied by the theories which treat front
vowels as coronal), there would be no explanation for the fact that it
occurs so commonly, and, most of the time, in the absence of other
palatalization phenomena.

The frequency of velar fronting suggests that there is an intimate
relationship between velars and front vowels. In the next section | will
show that this intimacy is easily explained if both types of segments are
assumed to be dorsal.

re front vow ronal?

By now, | have considered a whole range of arguments against
treating fronted velars as complex segments, structurally parailel to
palatalized segments. The same arguments, viewed together with the
fact that the traditional 1abels “fronted velar" and "palatalized velar* map
onto one phonetic type, lead us to conclude that palatalized velars do not
exist. Not in the sense in which the word "palatalized” implies secondary
front vowel articulation.

As | have pointed out earlier, this state of affairs is difficult to
explain under the assumption that front vowels are coronal. This is
because there cannot be a universal prohibition against segments which
are both coronal and dorsal, as velarized coronals do occur: for example, -
in Russian, all consonants which are not palatalized, are by default
velarized; this includes all coronals. Similarly, Shona has velarized
coronals. By contrast, the theories which treat both velars and front
vowels as dorsals actuaily predict that there should not be palatalized
velars, as such segments would necessarily involve the dorsal articulator
executing two constrictions simultaneously. The representation which
such theories assign to a fronted velar is that of a [-back] dorsal. This
representation accounts straighiforwardly for the behavior of fronted
velars reported in this paper: if fronted velars are [-back] dorsals, then
they are segments with a single articulation, and should not be expected
{o act like complex segments.

This representation also makes it easy to understand the facts of
velar fronting: If fronted velars are [-back] dorsals, then it follows that they
are derived through the spreading of the feature [-back] from a front
vowel onto the dorsal node of a plain velar. Clearly, such a process does
not involve the creation of a complex segment. This is a highly desirable
result, as the phenomena which create complex segments have a rather
marked status in the languages of the world; palatalization of a labial or a
coronal is nowhere near as common as velar fronting.

Another advantage of this treatment of fronted velars, and the
analysis of velar fronting which it entails, is that it explains why velar
fronting stands in no relationship to palatalization phenomena in any
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given language. It predicts that there should be languages which have
velar fronting and no palatalization, and this is true of languages such as
French, 8panish, German, and many more.

5. Dealing with_the facts on which the coronality of front vowels has been
based; constriction location features

Let us now turn again to the question of the representation of front
vowels. If the fronted velar facts are viewed as evidence for treating front
vowels as dorsal, then it is natural to ask how the phonological theory is
to account for some of the phenomena which are dealt with within the
proposals to treat front vowels as coronal. In particular, the question is
how the consonant vowel interaction facts, such as palatalization, or
pharyngealization are to be accounted for.

Consider, as an example, the issue of palatalization, beginning
with a simple case of a dental/aiveolar turning into a palato-alveolar
before a high front vowe! in Japanese:

{15)(e) Segment inventory of Japanese (Maddieson (1984)):
1weo,§,n,pbttd’tsssznfz£cdzsscj,
k* k gl r]l Xl w; h

(b) tatami ‘mat’ tegami ‘letter’
¢ici ‘father’ Sita ‘under'
natsu 'summer’ kata '‘person’
gizu ‘map’ uCi ‘house’

If front vowels are dorsal and palato-alveclars are coronal, then how is
the palatalization process to be represented? In the original SPE model,
there were linking rules which basically interpreted [-back] [+anterior
coronals} as [-anterior] coronals. However, as pointed out by Clements
(1976}, these rules somehow failed to capture the intuition that
palatalization is an assimilatory process.

This intuition is well rooted in phonetic evidence: the palato-
alveolar and the front vowel do share an articulatory property: they are
both produced with a constriction against the hard palate!

In a system which adheres closely to the SPE feature inventory,
such as Sagey (1986}, this similarity between palato-alveclars and front
vowels cannot be represented, because in such a system only the
coronal sounds can be characterized as articulated against the hard
palate; only the coronal sounds ¢an be characterized as [-anterior].

Suppose, however, that we free the feature [-anterior] from its
dependency on coronal; suppose that we make it a privative feature, say,
"palatal”, and make it accessible to both the coronal and the dorsal
articulator--we will get a system capabile of representing palatalization as
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an assimilatory process, without having to posit the coronality of front
vowels.

This way of accounting for palatalization, when extended to
natural class phenomena which group together sounds like velar
consonants and back rounded vowels, or pharyngeal consonants and
low vowels, leads to a view of segment representation in which all
sounds are specified in terms of passive articulators. This is the system
for which | have argued in my dissertation. The general schema for
representing the point of articulation in such a system is shown in (16):

(16)
Place

|

Constriction

Site Articulator
]
[+/-F}
Site: {labial, anterior, palatal, velar, pharyngeal}
Articulator: {lower lip, coronal, dorsal, radical}
F: {{high], [back], [ATR], [distributed]}

Let us now consider the representations which a palato-alveolar, a front
vowel, a plain velar, and a fronted velar receive in this model:

(17
& 1 K T
Plaf:e Pl?ce Pta'ce P‘ace
c c c C
Paatal  Coonal  Paktal  Dorsal Velr  Dorsal Velar Dorsal
] N\ |
+distributed back -high Dack

It is easy to see how these representations account for the palatatization
phenomena, and the fronted velar facts at the same time. First, they
satisfy the requirement that front vowels and palato-alveolars form a
natural class for the purpose of palatalization: they share the feature
Palatal Site. Second, they account for the absence of palatalized velars:
since both front vowels and velar consonants are dorsal, they cannot
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form a complex segment, on the assumption that one articulator cannot
execute two constrictions simultaneously (Halle {1983), Sagey (1986)).
By the same token, cyclic palatalization facts in Russian are explained: if
the spread of palatal constriction onto a velar cannot result in a complex -
segment, then it follows that the output of such a process must be a
simple segment. In the case of Russian, reanalysis produces a palato-
alveolar: a palatal sound executed with the coronal articulator, because
Russian does not have the palatal stop: a palatal sound produced with
the dorsal articulator.

Let us now turn to velar fronting. Earlier, | have accounted for it in
terms of the spread of [-back] from the front vowel onto the dorsal node of -
the velar consonant. However, with the representations which allow site
features, a better explanation suggests itseif. Consider the number of
articulators that can form a constriction against the soft palate: there is
just one: the dorsal articulator. This means that under any theory of
underspecification (cf. Archangeli (1984), Archangeli and Pulleyblank
(1986), Steriade (1987)), velars do not need to be specified as dorsal in
the Underlying Representation. Given this, velar fronting and in fact all
cases of velars tracking the articulatory configuration of the tongue body
in a vowel can be treated as derived through feature filling spreading of
the dorsal articulator onto a velar constriction. This process is illustrated
in (18):

(18) Velar fronting:

i 19
Place Pla'ce
o) c
Pakgal Dasal Vel
-\
-back +high

Finally, in order to account for the fact that velar fronting is such a
common phenomenon, | assume, primarily on the basis of compensatory
lengthening facts, that rules which fill in features by spreading take
precedence over the rules which assign default values.

6. Summary:

Let me now summarize briefly the points made in this paper. |
have addressed here the question of the representation of fronted velars
and its relevance for the representation of front vowels. | have argued
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that fronted velars cannot be treated as palatalized segments, and | have
shown that the absence of palatalized velars is best explained on the
assumption that front vowels and velar consonants are both produced
with the dorsal articulator. | have then considered the question of how the
theory which treats front vowels as dorsal might account for the facts that
are dealt with within the theories which treat front vowels as coronal. |
have suggested that both these facts and the fronted velar facts receive
natural expianation within the model of segment representation which
recognizes constriction location features.

{Although not considered in this paper, the proposals to represent sounds solely in
terms of constriction location features, or equivalent (e.g., Hulst {1988), Kaye
Lowenstamm and Vergnaud (1985)), make the same predictions with respect to
paiatalized velars. Or, more accurately, they lack the capacity to rule out such segments.

2 According to Keating and Lahiri (1990), before back vowels "palatalized velars® have mid
frequency peak.

3wWhere palatalization is assumed to be coronalization.

41-iti/ is really composed of /-i/, a denominal suffix, and /-1, the infinitival suffix. This
detail is omitted in the analysis, as it it has no consequence for the interpretation of the
facts.

5 Before cyclic suffixes all velars turn into palato-alveolars.

6 Stem-final fronted velars are not very common in Bulgarian. | owe this particular example
to Ernest Scatton, p.c.
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Compounding Verbs in Sekani
Aaron Halpern
Stanford University

1 Introduction: Sekani (Athapaskan) Verbs

The morphology of Athapaskan verbs is rather remarkably complex. It is per-
haps most simply described, from an atheoretical point of view, in terms of
a template consisting of various slots or positions into which the verb stem
and various classes of affixes may be inserted.)? There have been a variety of
attempts to integrate this complexity into current linguistic theory, including
the works by Rice, Speas, McDonough, and Hargus cited in the references.
In a sense, the most ambitious of these was that by Hargus, whose model of
the Sekani verb closely parallels the analysis of English proposed by Kiparksy
and by Mohanan as well as athers working within the framework of Lexical
Phonology. The basic starting point for this model, and many other morpho-
logical theories, is the assumption that the stem forms the core of the verb
to which affixes are successively attached, in an order partly determined by
the levels to which they have been assigned, as indicated in (1). The main
point of the present paper is to argue that in fact we must recognize a different
constituency for the Sekani verb, one according to which the set of morphemes
known as the conjunct prefixes are combined with one another to form a con- -
stituent which does not include the verb stem; instead, the verb stem and this
conjunct constituent form a sort of compound, as in (2). 1 will refer to these
two analyses as the stem-core hypothesis and the compounding hypothesis
respectively.

(1) The Stem-Core analysis:

[yuys ~» 2z gwot] “they poked them™ (p. 127)
[ruys 2 s gwat/
3p0 3pS c¢nj poke
7 8 10 stem

(2) The Compounding analysis:,

[yuys 72 =z gwat]
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A fundamental premise of this paper is that the domains within which
phonological processes apply constitute prosodic constituents (see Nespor and
Vogel 1986 for an introduction to the Prosodic Hierarchy). That this is true for
the phonology of words as well as the phonology of phrases has been argued by
Inkelas (1989), as well as Booij and Rubach (1984), Nespor and Vogel (1986)
and Cohn (1989). T will show that the constituency of the stem-core model
makes a variety of incorrect predictions regarding rule domains in Sekani and
must be replaced by the compounding model. This conclusion complements
McDonough (1990)’s analysis of Navajo by adding a discussion of the domains
of phonological rules to her observations regarding syllable structure. Towards
the end of the paper, I will discuss the manner in which the constituency of
the compounding hypothesis is to be derived.

A brief overview of the Sekani verb will be helpful. From the examples in
(3), we can see that the verb stem comes basically at the end of the entire verb,
followed only by an aspectual suffix which will not concern us here. Preceding
the verb are a potentially large number of prefixes which can be broken down
into a number of different classes based on their order, function and phonologi-
cal properties. The classification of prefixes can be summarized in the chart or
template given at the end of the paper, where the order of classes, the major
phonological boundaries, and their membership are indicated. Also indicated
are the levels of Hargus's lexical phonology model and the separation of pre-
fixes into the conjunct and disjunct regions. A note on notational conventions:
in sqaure brackets are the surface (phonetic) forms; below are morpheme-by-
morpheme indications of the assumed underlying representation, a gloss, and
the position class to which the morpheme belongs.

(3)a. [ chechusadanit’ats | “we two walked into the water” (p.136)
/che chu s» do ‘me i d  Tats/
into.water water 1dS der cnj 1d5 cH  dual go

2 3 8 g 10 12 13 stem
b. [ dadawheéts’anitly | “we started to set snares, one by one”
/dah da whée ts nme 1 n tl'y/

up dstr incp 1pS der der Pf tie
2 4 6 8 9 9 11 stem {p.138)

One final preliminary comment: I will not be analyzing the disjunct pre-
fixes, which are the least tightly attached of the morphemes in the verb. I
assume, as is common in the analysis of Athapaskan languages, that they are
attached after the rest of the verb is formed (that is, they are only part of
the outermost constituent of the verb); I will have nothing more to say about
them here.
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2 The Stem-Core hypothesis and Bracket Era-
sure

There is a significant problem with the stem-core approach, in that, as dis-
cussed at length by Hargus, it requires a rather massive violation of bracket
erasure in order to determine the applicability of various rules. In this section,
I will discuss two such rules, Epenthesis and Voicing Assimilation.

Epenthesis applies to ensure that there is at least one syllabic element in
the conjunct portion of the verb. That is, if there is no syllabic element due
to a prefix from positions 7 to 12, a schwa is inserted. This is illustrated in (4)
and (5), where the underlined schwa in these examples is not associable with
any morpheme.

(4) [9jin] “S/hesings.” {p.280)
/ d yhon /
CLF  sing
13 stem
(5) [ vozy sohalj ]  “S/he takes good care of me.” (p.283)

/ vezw ss yoh i/
well 1sO P be

1 1 stem

Epenthesis, Hargus shows, is not triggerea by the overall metrical structure
nor by morphological properties of the verb. It really needs to be stated with
respect to the conjunct prefixes: if there is no syllabic element due to a conjunct
prefix, a schwa is inserted. If the conjunct prefixes belong to several different
levels, as Hargus argues based on the fact that they act differently with respect
to various rules, then the imposition of this condition on the epenthesis rule
requires a clear violation of bracket erasure, given the stem-core hypothesis.
To quote her, the problem is that various rules

. must refer to the external bracketing of level 1 when [they apply]
on levels 3 [or later]. If Bracketing Erasure applies at the end of level
2 as predicted, this information about the extent of level 1 will be lost.
(pp. 249-50)

She proposes that certain morphological boundaries can be exceptions to
bracket erasure, here specifically those of level 1, so that Epenthesis can be
stated as in (6): a schwa is inserted at the beginning of the word if no vowels
intervene between the outer conjunct bracket and a level 1 bracket. The rule
then applies at level 5.
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(6) ¢—s/ [C[

Another rule which leads to the same problem is that of Voicing Assimila-
tion. The voicing of stem-initial fricatives in verbs is predictable on the basis -
of the preceding segment: they agree. This can be seen in contrasts such as in
(7) and (8}, where the initial fricative of the stem appears unvoiced after an
unvoiced segment and voiced after a voiced segment.

(7} / tonée do s s6y / — [Tonédosson]
out der 1s§ spit
2 9 12 stem “I spit.”  (p. 93)
&) / ?oné do s0y [/ ~— [lOnédozd]
out der spit
1 9  stem “S/he spits.”  (p.93)

It turns out that the voicing may be triggered by material from any level of
the morphology, as seen in (9) and (10), where it is induced by the epenthetic
2, added at level 5 according to Hargus, or by a vowel from a disjunct prefix,
also added at level 3.

(9 /e xQ /= |9l
kill_pl.O
epen stem “S/he kills [p! O]"  (p. 94)
(10} [nawdt]  “s/he walks fast”  (p.94)
/ nd  whit /
cont  walk fast
2 stem

(cp. [paswhadt] “I walk fast” p. 94)

These examples show that VA must apply late in the derivation, after
epenthesis and after the combination of disjunct prefixes and stems; in Har-
gus’s terms, this means at level 5. yet it applies only to; fricatives in the
verb stem and not in the prefixes, as seen in (11).* The question is how, at
level 5, we can distinguish stem-initial fricatives from fricatives added at levels
2-4. The derivations in (12) show that voicing assimilation would overapply,
assuming bracket erasure as usual.

(11) [ hasovitsi |  “s/he pinched me” (p. 95)

/ hd s> g2 n s /
adv 1sO enj PI pinch
2 7 10 11 stem
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(12) {what ] [soviTas |  output of level 4
[ nalwhdt ] ] [hafsovj?as )]  level 5 affixation
w z Voi. Ass.
[ nawst | *[ hazovyilas |

(should be [hasavjZas])

The solution to this proposed by Hargus is again to retain level 1 brackets
(that is, make them exceptions to the BEC) and formulate the rules to make
reference to these brackets, as indicated in the formulation of VA given in (13).
Voicing spreads onto a fricative following a retained stem bracket.

(13) Hargus's formulation of Voicing Assimilation:
C
[+voi] +cont
—son stem

In addition to Epenthesis and Voicing Assimilation, the rest of the rules
in (14) would, under the stem-core hypothesis, require retention of level 1
brackets.

(14) Rules which require retention of level 1 brackets

Epenthesis

Voicing Assimilation

Conjugation 3 Deletion

Continuant Voicing

Gamma Lowering

L Deletion

Perambulative Reduction

s Voicing

Suffix Vowel Deletion .

Allowing such extensive exceptions to bracket erasure is clearly a step in

the wrong direction for a cyclic model of morphology and phonology, yet this
is the inevitable conclusion, given the stem-core hypothesis.

3 An alternative: compounding

Consider how these conclusions can be modified given the compounding struc-
ture suggested in (2), where the conjunct prefixes form a constituent which is
sister to the verb stem. We can reformulate Voicing Assimilation to refer to
the juncture between the compound elements, as in {15). I assume that the
compound juncture represents a prosodic constituency and therefore persists
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despite bracket erasure, which is a condition on morphological representations.
A similar revision is possible with Epenthesis, as in (16}, where the condition
on schwa insertion becomes one stated purely on the conjunct constituent; this
rule is a sort of minimality satisfaction, as per McDonough (1990).

(15) Voicing Assimilation revised:
X ] _.C
|- l
[+voi] +cont
—-son

where |[ is a compound boundary

(16) Epenthesis revised:
¢ — /[~ C]
{(where [...] is 2 stem — see McDonough 1990)

The theoretical advantage is clear: no internal brackets need to be retained
from level to level; this is the initial motivation for preferring the compounding
hypothesis to the stem-core hypothesis. Though there are some complications,
all of the rules in (15) can be reanalyzed along the lines in (16).

4 Evaluating the compounding hypothesis

However successful these reformulations, we must consider whether there is
any independent motivation for the compounding hypothesis. In fact, we
can identify two substantive predictions made by the compounding hypothesis
which [ will argue are correct and therefore support the model. The predictions
are the following:

» First, we predict that the conjunct prefixes will form a domain for the
application of various rules.

® Second, we predict that there will be no constituent, and therefore no
rule domain, consisting of the verb stem and a proper subset of the
conjunct prefixes.

These predictions constitute not only cases where the compounding hy-
pothesis could a priori be disproved, but also, if correct, indications of failings
of the stem-core hypothesis, since it would have to treat them as accidents,
rather than derivable properties of the grammar.
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4.1 Arguments for a conjunct prefix domain and a
stem plus classifier domain

Regarding the first of these predictions, the conjunct prefixes form a domain
for the application of several rules, listed in {17).

an Rules which treat the conjunct prefixes as a domain:

Conjugation 3 Deletion

Prefix Vowel Deletion

Vocalization

Conjugation Tone Mapping

na Absorption ]

These rules must satisfy their structural descriptions entirely within the
conjunct prefixes, supporting the claim that these domains constitute mor-
phological constituents. This is illustrated by the case of Conjugation Schwa
Deletion. Simplifying a bit, the conjugation morphemes {position 10) are re-
alized as C when they are final in the conjunct domain and are preceded by
other conjunct prefixes. Otherwise, they surface as Co. This alternation is
illustrated in (18) and (19).°

(18) [chunalats’agk’dts]  “We washed (0)”  (p. 143)

/ <¢chu  na T tss "so d Kots /[
water rev unspO 1pS cnj clf wash
3 5 7 8 10 13 stem

19} [chunaldsesk’ats] “I washed (O0)” (p. 143)

/ <chu na Ie "sa s d k'ts /
water rev unspO cnj 1s8 cf wash OBJ
3 5 7 10 12 13 stem

Hargus’s version of the rule makes reference to level 1 brackets, but we
can treat this as an alternation which is sensitive to the edge of the conjunct
constituent, rather than brackets around the stem, as in {21). The Conjugation
schwa alternation and the other rules in (19) confirm the first prediction.

(20} Hargus’s formulation:

a — ¢ / A {SJ"’Y} -— [1
{ [+enj] }
[++mod]

{applies at level 4)
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(21) Compounding analysis:
a0 x‘/ v {Syny'Y} — ]conjunct
[+cnj]
[+meod]

(applies at the end of the formation of the conjunct
constituent)

4.2 No inner-prefix plus stem domain

As for the second prediction. In order to demonstrate the existence of a rule’
domain consisting of inner prefixes plus the stem, what would be needed is
a rule which satisfies its structural description with elements from the stem
and elements from some inner conjunct prefixes, but not other, outer prefixes.
The potentially relevant rules are those which Hargus assigns to level 2 but
not (also) to level 3 or 4. There are not many such rules, but those which
there are do not meet these requirements. Rules applying on level 2 but not 3
or 4 are given in (22).

(22} Rules applying on level 2 but not 3 or 4 (after Hargus 1988)

s Conjugation » Fronting

n Conjugation 5 Fronting

L Deletion

The situations regarding the Conjugation a Fronting rules and for L Dele-

tion are somewhat different. The Fronting rules make no reference to the stem
and satisfy their structural descriptions entirely within the conjunct prefixes;
as such, they offer no support for inner prefixes and the stem forming a con-
stituent, though they do indicate something about the internal constituency
o