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Preface

The twenty-third Western Conference on Linguistics (WECOL 93) was
held at the University of Washington, Seattle, October 22-24, 1993. The
theme of WECOL 93 was Theoretical Contributions of Native American
Languages. Invited speakers were Emmon Bach, Eloise Jelinek, James Kari,
and Patricia Shaw.

In addition to those included in this volume, the following papers were
presented at WECOL 93:

Jill Anderson, “West Greenlandic Noun Incorporation: Evidence
for Lexicality”

Emmon Bach, “Varieties of Word Structure in Some Native Amer-
ican Languages”

Marcel den Dikken, “Binding, Expletives and Levels”

Colleen Fitzgerald, “Too Many Vowels: The Phonology of Sylla-
bles in Tohono O’odham Songs”

Kazuhiko Fukushima, “Explaining Zibun without Subject, C-
Command, or Logophoricity”

Dwight Gardiner, “Binding and Coreference Conditions in Shuswap”

Jong-Bok Kim, “Clause Internal Scrambling and Scope Ambigu-
ity in Korean Psych Constructions”

Kenjiro Matsuda, “A Quantitative Approach to Accusative Case
Marker Deletion in Japanese”

William J. Poser, “Phonological Adjacency and its Consequences”

Patricia Shaw, “Minimal Prosodic Constituency”

WECOL 93 was organized by a committee consisting of Margaret Campos,
Michael Gamon, Sharon Hargus, Vern Lindblad, Alice Tafl, and Siri Tuttle.
Kristin Denham assisted the editors by checking submitted manuscripts for
their adherence to stvle requirements.
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Condition A without A-Binding
Jun Abe

University of Connecticut

Since Chomsky (1981) proposed Condition A of the binding theory, given
below, it has been taken for granted that the specification of A-binding is nec-
essarv in formulating this condition:

(1) An anaphor must be A-bound in its governing category.

The relevant examples that show the necessity of A-binding in its formulation
are given below:

(2) a. *John;, pictures of himselfy; showed t; to be
uninteresting.
b. *The professorsy, each other;'s students criticized t,.

In these sentences, JohAn and the professors occupy A’-positions, hence they
cannot serve as the antecedents of the anaphors himself and each other. In this
paper, | argue that the requirement that the antecedent of an anaphor must be
in A-position follows from a constraint on weak crossover {(WCO), under the
assumption that an anaphor is a bound varable by its nature, which is pro-
posed by Williams (1977) and Reinhart (1983) and is further supported by Abe
(1992a; 1993).

1. Anaphors as Bound Variables at LF
1.1. Bound Variables and the C-Command Condition

1t has often been claimed in the literature (see Bouchard (1984) and Aoun
(1986). among others) that unlike pronouns, anaphors lack inherent reference
and hence require linguistic antecedents. One plausible way to capture this
property of anaphors is to hypothesize that anaphors are interpretable only as
bound variables, as Reinhart (1983) does. Under this hypothesis, she claims,
we would expect that some conditions on bound variables should also apply to
anaphors. She notes that bound vanables cannot be anaphoric to non-¢-
commanding quantified NPs, as shown below:

(3) a. I showed everyone, his; face in the mirror.
b. Everyone; heard rumors about his; mother.
(4) a. *I spoke about everyone; with his; mother.
b. *The rumor about everyone; bothered his; mother.

In the sentences in (3), everyone c-commands his, and hence the latter can be
interpreted as a variable bound by everyone. In the sentences in (4), in contrast,



everyone does not c-command Ais, and hence the latter cannot be interpreted
as a bound variable. This c-command condition also applies to anaphors, as
shown below:

(5) a. I showed Rosa, herselfy in the mirror.
b. The new neighbors; heard rumors about each othery.
{6) a. *I spoke about Rosay with herself;.
b. *The rumor about the new neighbors, bothered each other;.

Thus, the fact that anaphors and variables bound by quantified NPs obeyv the
same bound anaphora condition, namely, the c-command condition, motivates
Reinhart’s claim that anaphors are also interpreted as bound variables.

An immediate question arises with this claim; namely, what is a bound
variable or how is it defined, since anaphors can take as their antecedents all
sorts of NPs, including a proper name such as Rosa in (3a). It has been
standard to define a bound variable in semantic terms; typically, a vanable is
an element whose value is dependent on that of a universal or existential
quantifier. Thus. Ais in (3} is regarded as a bound variable since its value 1s
dependent on that of the universal quantifier everyone. On the other hand, a
proper name such as Rosa is not regarded as an operator binding a variable.
This is indicated by the fact that the ¢-command condition on bound variables,
observed in the contrast between (3) and (4), is not required for the relationship
between a proper name and a pronoun bound by it, as illustrated below:

(7) a. I spoke about Rosa; with her; mother.
b. The rumor about Rosa; bothered her; mother.

Such an anaphoric relation is not an operator-variable one, but rather a
coreferential one, and it 1s not subject to the ¢-command ceondition, unlike
bound vaniable anaphora. The contrast between (6a) and (7a) indicates that a
bound varable in the sense relevant here is not defined in terms of the semantic
property of its antecedent, since, even though the anaphor in (6a) obeys the
c-command condition and the pronoun in {7a) does not, it is the same
antecedent, i.e., the proper name Rosa that serves as their antecedent in both
sentences.

Reinhart (1983) gives further empirical evidence against the claim that the
c-command condition helds only for the semantically-determined set of quan-
tified NPs. This is concerned with the availability of the sloppy reading in el-
liptical constructions. It has been well-known since Ross (1967) that the
following sentence is ambiguous between a sloppy reading indicated in (a) and
a strict reading indicated in (b):

(8) John scratched his arm and Mary did too.
a. Mary scratched her arm (too).
b. Mary scratched John's arm (too).

It has been generally claimed (see Lasnik (1976), Sag (1976) and Williams
(1977), among others) that a sloppy reading obtains when a pronoun and its
antecedent involve bound variable anaphora, whereas a strict reading obtains
when they involve coreferential anaphora. Sag (1976) and Williams (1977) ar-
gue that an operator-variable relationship is created for the subject and the



pronoun in (8} by the Derived VP Rule (DVPR), proposed by Partee (1973),
which converts a VP in surface structure into a predicate with a lambda opera-
tor, and by what Williams calls the Pronoun Rule, which optionally converts a
pronoun in a VP into a variable bound by the lambda operator of that VP.
Then. the first conjunct of (8} will have the following representation after the
Pronoun Rule applies 1o his:

(9) John [.x(x scratched x's arm)]

In (9). his is interpreted as a variable bound by the jambda operator. When the
predicate in (9} is copied onto that of the second conjunct (the interpretive ap-
proach taken by Williams (1977)} or the predicate of the second conjunct is also
given the same structure as that of the first conjunct and is deleted under iden-
tity (the deletion approach taken by Sag (1976)), a sloppy reading obtains.

Lasnik (1976} and Reinhart (1983) give support to this analysis by noting
that the availability of the sloppy reading is subject to the same condition as
bound variable anaphora. Lasnik notices the following contrast

(10) a. Harry believes he is intelligent, and Bill does too.
(sloppy)
b. The woman who emulated Harry believes he is intelligent
and the woman who emulated Bill does too. (non-sloppy)

In (10a). Harry c-commands he whereas it does not in (10b). Thus, the above
analvsis correctly predicts that a sloppy reading is available to (10a). but not
to (10b). These data also indicate that the ¢c-command condition on bound
vanables is not hmited, in its applicability, to the semanucally-determined set
of quantified NPs, but rather applies to ali NPs.

Wilhams (1977) also claims that anaphors are interpreted only as bound
variables. He proposes Reflexivization, which obligatonly converts reflexive
pronouns into variables bound to NPs, as shown below:

(11) ... NPy ... refl pro ... => ... NPj ... X3 ...

With this claim, it is predicted that reflexives only produce a sloppy reading.
This is in fact the case, as Williams notes in the following sentence:

(12) John shot himself and Bill did too.

In (12), Reflexivization converts himself into a variable bound by the lambda
operator introduced to the VP by the DVPR, so that we obtain the following
representation:

(13) John [Ax(x shot x)}] and Bill did too.

After the VP of the first conjunct is copied into the null VP of the second
conjunct, the resulting representation represents the sioppy reading of (12}
Since Reflexivization is obligatory, this is the only derivation we can obtain for
(12).  Thus, the fact that reflexives only produce a sloppy reading in the
VP-deletion construction lends further support to the claim that an anaphor is
intrinsically a bound variable.}



To summarize the discussion so far, 1 showed some arguments for the
cJaim that anaphors are interpreted only as bound variables and further that the
c-command condition on bound variables applies to all sorts of antecedents,
including proper names. This leads Reinhart (1983) to consider that there
should be a syntactic procedure to represent operator-variable relationships ir-
respective of the semantic property of the antecedents of anaphoric elements.
She proposes that coindexation is a device to represent an operator-variable
relationship and that coindexed anaphoric elements, and only they, are trans-
lated as bound variables. Then, the c-command conditon applies only to
coindexed anaphoric clements. Under this proposal, anaphors must always be
coindexed with their antecedents, and hence obey the ¢-command condition.
In contrast, pronouns are optionally coindexed with their antecedents. If they
are, they involve bound vanable anaphora and hence obey the c¢-command
condition. If they are not, they involve coreferential anaphora and hence do
not obey this condition, as illustrated in (7). This contrasts with the cases
where singular pronouns take as their antecedents universal quantifiers, as in
(3} and {(4), which demands coindexation due to the inherent nature of such
relations as operator-variable ones and hence imposes the ¢-command condi-
tion upon them.

Even though this analvsis nicely accounts for the data considered so far,
it leads to a controversial claim that no condition applies to coreferential
anaphora in syntax. It has been quite often claimed (see Langacker (1969),
JackendofT (1972), Wasow (1972) and Lasnik (1976), among others) that
coreferential anaphora also obeyvs a structural condition. In fact, Reinhart
suggests the [ollowing condition, which is abandoned later in her book (see also
Reinhart (1976)):

(14) A given NP must be interpreted as non-ceoreferential with
any non-pronoun that it c-commands.

This condition accounts for the contrast shown below:

(15) a. She denied that Rosa met the Shah.
b. The man who travelled with her denied that Rosa met the
Shah.

In (15a), she must be non-coreferential with Rosa since it ¢-commands the lat-
ter. In (15b), in contrast, her can be coreferential with Rosa since it does not
c-command the latter. After proposing that only coindexed pronouns obey the
c-command condition and pronouns that do not bear any indices are unre-
stricted in referring to their antecedents in syntax, Reinhart abandons (14) and
attributes what is explained by this condition to pragmatic conditions. This,
however, raises important questions which have been under debate in the liter-
ature; sce Lasnik (1989), Higginbotham (1989) and Heim (1992), among others.
For this reason, | propose, in the next section, another way of representing
operator-variable relationships in syntax which is compatible with the
standardly assumed condition (14).



1.2. Bound Variables and Quantifier Raising

In his mfluential work, May (1977) proposes an LF rule which is later re-
ferred to as Quantificr Raising {QR, in order to express the scope of a quantifier
phrase syntactically. He formulates it as follows:

(16) Adjoin Q (to 8)

Here, Q refers to a quantifier phrase such as evervone and someone. With this
rule, (3b) is represented at LF as follows:

(17) |[s everyone; [s t; heard rumors sbout his; mother]]

In this representation, evervone undergoes QR and is adjoined to the matrix S.
This clearly represents an operator-vanable relationship syntactically; namely,
everyone forms such a relationship with 1ts trace and the pronoun his. May
limits the application of QR to the "semanticallv-determined set of quantified
NPs.” so that proper names such as John do not undergo QR. Thus, in the
following sentence, John stays in its oniginal position at LF:

(18) [s John; heard rumors about his; mother]

Contrary to (17), (18) represents the coreferential relationship between John
and his. Thus, QR is a svntactic device to represent an operator-variable re-
lationship, and such a relationship is distinguished from a coreferental re-
lationship with respect to whether QR is applied or not.

However, it was shown in the preceding section that an operator-vanable
relationship should be syntactically represented regardless of the semantic
property of the antecedents of anaphoric elements. This is incompatible with
Mav’s claim that QR only applies to quantified NPs. 1 follow, instead, Clark’s
(1992} claim that QR applies to any kind of NPs freely. Thus, sentence (18) can
have a representation other than (18), in which John undergoes QR, as shown
below:

(19) [s Johny [s t; heard rumors about his; mother]]

In this representation, Johm, 1, and his; are in an operator-variable relation-
ship.

With this proposal, the antecedents of anaphors must undergo QR to meet
the requirement that anaphors must be identified as bound variables. Thus, the
sentences in {5) must have the following representations:

(20) a. [g Rosay [s I showed t; herself; in the mirror}]
b. [s the new neighbors; [s ty heard rumors about each
other; ]}

In these representations, the anaphors are bound by the operators Rosa and the
new neighbors and hence are properly identified as bound vanables. Thus, when
an NP serves as the antecedent of an anaphor, it behaves like a quantified NP
in that it obligatorily undergoes QR; compare (20) with the LF representations
of the sentences in (3}, given below:



{21) a. |s everyoney [g¢ I showed t; hisy; face in the mirror]]
b. [g everyoney [s t; heard rumors about his; mother]]

Recall that anaphors as well as pronouns bound by guantified NPs obev the
c-command condition, as shown in the ungrammatical sentences in (1} and (6),
repeated here as (22) and (23):

(223 a. *1 spoke abuut everyomey with his; mother.
b. *The rumor about everyone; bothered his; mother.
(23) a. *] spoke about Rosa; with herself;.
b. *The rumor about the new neighbors; bothered each other;.

(22a; and (23a), for instance, will have the following LF representations under
the present analysis:

(24) *[¢ everyoney [g I spoke about ty with hisy mother]]
(25) *[5 Rosay [¢ 1 spoke about ty with herself;]]

The ungrammaticality of these representations is, then, derived from the fol-
lowing condition on bound variables’

(26) a is & variable only if
(i) 2 is a trace bound by an operator; cr
{ii) a is bound by a variable.

In (24) and (25), his and herseif are bound by everyene and Rosa, respectively,
and they must be identified as variables: Ais is intended to be a variable bound
by evervone here, and herself is identified as such by its inherent property.
However, they are not bound by the traces of these operators, hence violate the
condition stated in (26). (24) and {23} contrast with the representations in (20)
and (21). where the bound pronouns and the anaphors are bound by the traces
of the operators, satisfyving (26).

We saw in the preceding section that sentence {8}, repeated here as (27},
i two ways ambiguous, as indicated in (27a) and (27b):

{27) John scratched his arm and Mary 4id too.
a. Mary scratched her arm (too).
b. Mary scratched John's arm (ton).

CUnder the present analysis, the first conjunct of {77} can have the following two
representations:

(28) a. {s Johny {5 t1 {vp scratched his; armj]])
b. [s¢ Johny [vp scratched his; arm}]

In (28a), John undergoes QR and as a result Ais may be identified as a variable
bound by the operator John. In (28b), in contrast, JohAn does not undergo QR
and hence Ais is in a coreferential relationship with JeAn. When the predicate
in (28a) is copied onto that of the second conjuinct (the interpretive approach}
or the predicate of the second conjunct 1s alse given the same structure as that
of the first conjunct and is deleted at PF (the deletion approach), the pronoun



in the second conjunct also functions as a variable bound by the local subject,
1.e., Mary: hence the sloppy reading indicated in (27a) obtains. On the other
hand, when the predicate in (28b) is copied onto that of the second conjunct
or the second conjunct 1s deleted under identity, the pronoun in the second
conjunct refers to what Ais in the first conjunct refers to; hence the strict reading
indicated in (27b) obtains.2 We also saw that a sloppy reading obtains only
when the pronoun is c-commanded by its antecedent, as shown in {10b), re-
peated here as (29):

(29) The woman who emulated Harry believes he is intelligent
and the woman who emulated Bill does too. (non-sloppy)

In order to obtain a sloppy reading, we must apply QR to Harry, the
antecedent of hc in the first conjunct, so that we will obtain the following rep-
resentation:

(30) *the woman who; [s Harry, [s t; emulated t,;]] believes
he; is intelligent

In (30}, Harry is adjoined to the immediately dominating S by QR under the
clausc-boundedness requirement on this rule, proposed by May (1977). Here,
he is not bound by Harry and hence cannot be identified as a variable bound
by this operator according to (26). Therefore, (29) cannot have a sloppy read-
ing.

Further, we saw that reflexives only produce a sloppy reading, as shown
in (12}, repeated here as (31}

{31) John shot himself and Bill did too.

Under the present analvsis, the first conjunct of this sentence must have only
the following representation:

(32) |{s John; [s t1 [vp shot himselfy]]]

This representation satisfies the requirement on anaphors, namely, that they
must be bound variables. When a structure parallel to (32} is constructed in the
second conjunct, the reflexive in this conjunct also functions as a variable
bound by the local subject, i.e., Bill; hence the sloppy reading of (31) obtains.
Since (32} is the only well-formed representation for the first conjunct of (31},
this sentence only has a sloppy reading.

To summarize, | showed that the free application of QR to any kind of
NPs, which is proposed by Clark (1992), enables us to represent an operator-
variable relationship syntactically irrespective of the semantic nature of the NPs
involved.

2. Eliminating A-Binding from Condition A

I have argued in the preceding section that anaphors are bound variables
at LF. In this section, 1 will argue that the specification of A-binding is
eliminable from Condition A, under the assumption that anaphors are bound
variables. More specifically, 1 will argue that the configuration in which an



anaphor is locally bound by its antecedent in an A’-position, as in (2a) and (2b),
repeated here as (33), violates whatever constraint rules out weak crossover
(henceforth, WCO) cases:

(33) a. *Johny, pictares of himself; showed £; to be
uninteresting.
b. *The professors;, each other;'s students criticized tj.

In so doing, I will first show how standard WCO cases are ruled out,

) A WCO effect occurs when a pronoun bound by an operator neither ¢-
commiands nor is c-commanded by its trace. as illustrated in the LF represen-
tations in (35}, which are mapped from (34) by application of QR to quanuified
NPs such as evervone:3

(3%4) a.?7*Whoy does hisy mother like t,?
b.?%His; mother likes everyone;.

(35) a.7%[¢p whoy does [yp his; mother like t3j}]

bh.?%[1p everyoney; {yp hisy mother likes ty]]}

In these representations, Aus ix intended to function as a vanable bound by the

operators who and evervone. The ungrammaticalitv of these representations

follows from the c-command requirement on bound variables stated in (26),

repeated here as (363;

(36 o is a variable only if
(i) o is a trace bound by an operator; or
(ii) o is bound by a variable

In either representation of (35), Afis is not bound by the trace of the operator;
hence it cannot be :dentified as a variable bound by that operator, according
o {36).

Now, the sentences in {33) are also ruled out by (36). In these sentences,
himself and each other must be vanables bound by John and the professors, re-
spectively, 1o satisfv the LF requirement on anaphors. However, they are not
bound by the traces of these operators, and hence are not identified as van-
ables, according to (36). This contradicts the LF requircment on anaphors;
thus, the ungrammaticality of (33).

Compare (33a) with the following sentence:

(37) Johny, pictures of himy showed t; to be uninteresting.

([ him were taken as a variable bound by John, then (37) would be ruled out for
the same reason as (33a); since Aim is not bound by the trace of John, it cannot
be identified as a vanable, according to (36). The grammaticality of (37) can,
rhen, be attributed to the fact that pronouns, unlike anaphors, can be involved
mn coreferential anaphora. Thus, in (37), Aim is in a coreferential relation with
John, which makes the c-command requirement on vanables stated in (36) ir-
relevant.

To summarize, ! argued that the requirement that the antecedent of an
anaphor must be in an A-position follows from the condition on bound van-
ables, undcr the assumption that anaphors are bound vadables by their nature.



Thereflore, we can eliminate the specification of A-binding from the formulation
of Condition A.

2.1. Implications for Weakest Crossover

Lasnik and Stowell (1991) discuss constructions involving operator-
variable chains where WCO effects do not arise, despite their apparent similar-
ities to typical WCO configurations. They refer to these as instances of weakes!
crossover. Representative examples involve rough-movement (38a), parasitic
gap (38b) and topicalization {38¢) constructions, as shown below:

(38) a. Whop t; will be easy for us [OP; [PRO to get his; mother
to talk to e;]]
b. Whoy did you stay with t; [OP) before his; wife had
spoken to e;]
c¢. This booki, I expect itsy author to buy e

Chomsky (1977) argues that rough-movement constructions such as (38a) in-
volve an operator movement, as indicated. With this assumption, Ais in (35a)
should not be identified as a variable of the null operator OP, since it is not
bound by the trace of this operator, but it appears to be identified as such. As
for parasitic gap constructions such as (38b}, Chomsky (1986} argues that
parasitic gaps are in fact traces of the movement of null operators within the
adjunct clauses containing them. Under this assumption, Ais in (38b} should
not be a variable of the null operator, since it is not bound by the trace of this
operator, but again it appcars to function as such. The same observation ob-
tains in topicalization constructions such as (38¢), where i1s is not bound by the
trace of the topic operator the book, hence it should not be identified as a vari-
able of this operator, but the fact appears to be contrary.

Lasnik and Stowell provide the foliowing generalization to describe the
structures where WCO effects anise (p. 707):

(3%) WCO effects arise only in contexts where a pronoun is
locally A'-bound at LF by a true quantifier ranging over
a possibly nonsingleton set.

Thus, in the cases of weakest crossover, illustrated in (38), the relevant opera-
tors are not true operators in the sense stated in (39); null operators do not have
their own quantificational force, hence must be supphied with their semantic
value, and topic operators are referential. Hence, these constructions do not
induce WCO effects.

Notice that this analysis is incompatible with my account of the contrast
exhibited between (33a) and (37), reproduced here as (40) and (41):

(40) *Johny, pictures of himself, showed t; to be uninteresting.
(41) Johny, pictures of him; showed t; to be uninteresting.

I argued that (40) is an instance of WCO, since Aimself, which is intrinsically a
bound variable, is not bound by the trace of the topic operator John. On the
other hand, the reason for the grammaticality of (41} is that pronouns, unlike
anaphors, can participate in coreferential anaphora. However, according to
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Lasnik and Stowell’s generalization (3%), both sentences are instances of weak-
est crossover, the topic operators functioning as referential. Hence (40) should
be grammatical if we give up the A-binding requirement on anaphors. More
generally, Lasnik and Stowell’s approach to WCO is in conflict with my main
theme. which follows Reinhart (1983), that the conditions on bound variables
apply equally to all NPs bound by operator-variable chains, irrespective of the
semantic nature of the operators. Notice that their analvsis implies that “WCO
does not follow exclusively from the structural configuration of A’-binding, ...,
the logical status of the operator in the A’-position must be taken into ac-
count.” (p. 707} In what follows, 1 argue that WCO does follow from the
structural configuration of the operator-variable relationship.

In order to maintain my account of the contrast between (40) and (41) (or
(38c) for that matter) while rejecting Lasnik and Stowell's generalization {39},
1 must offer an alternative account of the grammaticality of sentences (38a) and
(38b). Let us first consider rough-movement constructions, shown in {38b}.
Recall that we proposed (36}, repeated here, as the condition on bound vari-
ables:

(42) o is a variable only if
(i) o is a trace bound by an operator; or
(ii) o is bound by a variable.

Notice that this condition correctly explains the fact that Ais in (38b) may
function as a variable of the operator who, since this pronoun is ¢c-commanded
by the real trace of who, as shown in the following represcntation:4

(43) [whoy [ty will be easy for us [OPy; [PRO to get hisy mother
1 !

to talk to ey]]]]

As is indicated with a link, Ais is c-commanded by 1; and hence can function
as a variable bound by who, according to (42). In short, it is the availability
of an extra antecedent for a pronoun that makes rough-movement constructions
free from WCO effects.

Finally, let us consider parasitic gap constructions, shown in (38b), re-
peated here as (44):

(44) ([whoy did you stay with ty; [OP; before his, wife had
spoken to ey]]

Unlike Ais in (43}, Ais in {44) i1s not c-commanded by he real trace ol who, i.e.,
1. Thus, this pronoun should not function as a variable of who according to
(42). Why is, then, (44) grammatical?

I propose that a null operator functions as a variable if it is bound by
another operator. Notice that we are assurning, following Chomskyv (1986),
that the parasitic gap creates a chain independent of the chain of the real gap.
Thus, as Chomsky claims, the parasitic gap construction scems to involve an
operation of chain composition. 1 assume, following Barss (1986), that the
chain of the parasitic gap creates a “composed chain” with the operator of the
real gap.5 Then, in (44), (who, OP, ¢) constitutes a composed chain. In this
chain, OP functions like a variable bound by whe, since its value is supplied by
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this wh-operator. I it is in fact identified as a variable, Ais in (44) can correctly
function as a variable bound by who, since it is c-commanded by the variable
of this operator, i.e., OP. Let us modify the condition on bound vaniables
stated in {42) into the following:

(45) o is a variable omly if
(i) o is a trace or a pull operator bound by an operator;
or {(ii) o is bound by & variable.

With this condition, kis in {(44) can function as a variable bound by who, since
it is bound by the null operator which is, in turn, bound by who.6

It is predicted under this analysis that the null operator of the parasitic
gap can license an anaphor as well as a bound pronoun. This seems to be borne
out; compare the following examples:

(46) a. 7Which professors) did you ask me to fire t; [after
each other;'s students criticized e;}
b.?*¥hich professors; did you ask me to fire t; [after
each other;'s students criticized them;]

Some speakers tolerate sentences where each other is embedded within an ad-
junct clause and takes its antecedent outside that clause.? Those speakers find
(46a) fairly good whereas they find (46b) degraded. These sentences will have
the following representations under the present analysis:

(47) a. which professorsy did you ask me to fire t; [OP; after
[each other];'s students criticized e;)

b. *which professors; did you ask me to fire t; [after
[each other];’s students criticized them]

In (47b), neither the trace of which professors nor them c-commands each
other, hence this reciprocal violates the condition on bound variables (43). In
(47a), in contrast, OP is identified as a variable according to (43i), since it is
bound by an operator. Each other is, then, correctly identified as a variable
according to (43i1), since it is bound by a variable, i.e.,, OP, satisfying the re-
quirement on anaphors; hence the grammaticality of (47a). This lends support
to my claim that a null operator may be identified as a variable.

To summarize, 1 argued that WCO follows from the structural configura-
tion of the anaphoric relation between a pronoun or an anaphor on the one
hand and an operator-variable chain on the other. 1 believe that this analysis
is at least as tenable as Lasnik and Stowell's (1991} in explaining instances of
weakest crossover. More crucially, this analysis, unlike Lasnik and Stowell’s,
is in accordance with my main theme that the conditions on variables apply
equally to all NPs bound by operators, irrespective of the logical status of these
operators.
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Notes

*This paper is a slightly revised version of some part of my dissertation
{Abe (1993)). 1 am especially indebted 1o James Higginbotham, Howard
Lasnik, Diane Lillo-Martin, and Mamoru Saito fer their invaluable suggestions
and discussion. I am also thankful to Hiroto Hoshi, Javier Ormazabal and
Myriam Uribe-Etxebarria for their discussion. All remaining errors are, of
course, my own responsibility.

1 Bouchard (1984) and Lebeaux {1984/85) obscrve that, when reflexives
are not ‘locally bound,” they can produce a strict reading, as shown below:

(i) John thought that there were some pictures of himself
inside, and Bill did too. {sloppy and strict readings)

This appears to be a counterexample te the claim that reflexives are inherently
bound vanables. However, see Abe {1992a; 1993} for a solution to this prob-
lem.

2 See Abe (1992a) for detailed mechanisms of how to derive the sloppy and
strict readings from representations similar to {28a,b).

3 1 assume that wh-phrases appear in the Spec posioon of CP, unlike NPs
that undergo QR, which are adjoined to IP {=8). However, nothing crucial
hinges on this assumption in the following discussions.

4 Here a link is used only for expository purposes withour any commit-
ment to the linking theorv proposed by Higginbotham (19831

5 Contrary to Barss, Chomsky claims that a "composed chain” consists of
the chains of the real gap and of the parasitic gap. However, since the real gap
does not seem to ¢c-command the parasitic gap, it will be more natural to as-
sume that only the operator of the real gap parucipates in a “composed chain,”
so that each member of the composed chain c-commands the next member.

¢ This analysis implies that topicalization does not invelve a null operator
movement. lf it did, sentence (40) could have the following representation:

{i) *Johny [OPy [pictures of himself; showed ty to be
uninteresting]]

In (i), Aimself would be licensed as a variable bound by JohAn, since it is c-
commanded by the null operator bound by John. Since 1his sentence 1s un-
grammatical, the option of a null operator movement must be excluded in
topicalization.

7 Other speakers find such sentences degraded. [his will be atiributed to
the sland eflects of each other that anse from each moving across an adjunct
1sland at LF under Heim, Lasnik and May’'s {1991} cach-movement analysis.
See Abe (1992b) for relevant discussion.
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The Case for a Pharyngeal Glide: Evidence from Interior Salish®

Nicola J. Bessell
University of Texas at Austin

1.0 Introduction

This paper presents evidence that the pharyngeal segments &, §’, §W, ¢'w/
in Interior Salish are [Pharyngeal, +sonorant]. As such they are pharyngeal glides.
While pharyngeal glides are not unprecedented outside Salish their existence
poses some empirical and theoretical questions (see Pulleyblank (Ms.) for
evidence of a pharyngeal glide in some Chinese languages). On the empirical
side, the only pharyngeal segments charted by the International Phonetic
Association (1989) are § and h, defined as a voiced and voiceless pharyngeal
fricative respectively. There is no symbol for a pharyngeal approximant, or glide,
although approximants are attested at other places of articulation, from Labial 1o
Dorsal: /v, 1, j, y/. The IPA chart reflects the understanding that known
pharyngeals are fricatives rather than approximants, although the possibility of
approximant pharyngeals is not denied. On the theoretical side, it is a prediction
of feature theory as articulated by Halle (1992) that pharyngeals cannot be
{+consonantal] and must instead be glides on a par with /j, w/. This position
requires [+consonantal] segments to exhibit a degree of constriction in the oral
cavity as executed by either the Labial, Coronal or Dorsal articulators. Since
pharyngeals are articulated by neither of these, they are predicted to be glides, that
is [-consonantal, +sonorant]. It might be thought then that the IPA chart is
phonetically, but not phonologically, accurate, and that Halle's predictions about
pharyngeal behaviour are correct.

However, Salish is unique in presenting clear evidence for a pharyngeal
glide. While recent phonological investigation of /5, h/ in Arabic assumes they
are approximants, or glides, along with the laryngeals /2. h/ and the other gutturals
A, B/ (McCarthy 1991), there is little direct phonological evidence in support of
this position. There is, however, some evidence that Semitic pharyngeals undergo
and trigger voicing alternations and so bear [voice] distinctions typical of

* This paper was written while the author was supported as a Post-Doctoral Research Fellow by
funds from NSF-STC Center Grant: DIR 8929230 at the Institute for Research in Coguitive
Science, University of Pennsylvania.
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obstruent articulation. This is congruent with the cross-language occurrence of
pharyngeals, where a voiced/voiceless opposition is preserved 81% of the time.
Insofar as [voice] oppositions are typical of obstruent articulation, these facts
argue for Semitic /8, h/ as fricatives, whereas Salish provides firm phonological
evidence for /$/ as a sonorant. In this respect it is significant that Interior Salish
inventories do not contain /h/ (with the exception of a recent innovation in
Nxa'amxcin (Moses-Columbia Salish}) and hence the issue of representing a voice
distinction among pharyngeals does not arise. This is as predicted by the analysis
of Salish A/ as a glide, and is in accordance with the presence of only voiced
sonorants throughout Interior Salish.

This paper first considers the general distribution of pharyngeals, and
assesses phonetic and phonological evidence for the status of Arabic pharyngeals
as fricatives. Further evidence that pharyngeals can be [-sonorant] is presented
from harmonic clustering in Kabardian, and from allomorphy in two other
Caucasian languages. Data from Stoney Dakota, Masset Haida and Ahousaht
(Nuuchahnulth) also require the specification [-sonorant, Pharyngeal], providing
further evidence that pharyngeals can pattern as obstruents.  Finally, the full
range of evidence for [+sonorant, Pharyngeal] segments in Interior Salish is
presented. It is concluded that pharyngeals have the same basic variation in
manner articulation that is found at other places of articulation, that is to say, they
occur as both obstruents and sonorants.

2.0 Distribution of pharyngeals
The inventory of pharyngeal segments as recognized by the International
Phonetic Association (1989) is given in (1).
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1. International Phonetic Alphabet (revised 1989)

L Velar Uvular Pharyngeal Glottal
Plosive k g q ¢ ? XXXXXX
Nasal g N XXXXXXXXXXXX | XXXXXXXXXXXX
Trll R XXXXXXXXXXXX
Fricative X X K h§ h A
Approximant uj XXXXXXXXXXXX
Ejectve stop K q XXXXNXXXXXXX
Implosive K d d g XXXXXXXXNXXX

It is immediately noticeable that velar and uvular segment-types are more
extensive, including nasals, approximants, ejectives and implosives, while glottal
and pharyngeal segments are more limited in type. The absence of symbols for
pharyngeal plosives, trills, approximants, ejectives and implosives indicates that
examples of such articulation are not attested. Pharyngeal nasals are ruled out on
physiological gounds. Glottals are similarly limited in type, but with more
extensive physiological reasoning for the exclusion of cemain types. Finally,
glottals have a stop articulation lacking in the pharyngeal series.

The cross-language distribution of pharyngeals shows they are quite rare.
Their appearance is concentrated in three areas of the world, viz., Africa/Arabian
Peninsula/Middle East, parts of the Caucasus mountains and the Pacific Northwest
of North America.

2. Cross-language distribution of pharyngeali_ (Ruhlen 1975, 693 inventories)

Number Percent
L's w. pharyngeals [ 48/693 7%
/h/and /¢/ 39/48 81%
70/ only 3/48 6%
/<7 only 6/48 13%

Furthermore, there is an overwhelming tendency for pharyngeals to appear in
voiced/voiceless pairs. This is in accordance with the IPA paradigm, and suggests
we are dealing with obstruents, since obstruents canonically bear voice
distinctions.

The conflict between Halle's articulation of feature geometry and the
distributional leanings of pharyngeals can be explored by considering the
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phonetics and phonology of pharyngeal articulation in as many languages as
possible. Turning first to Arabic pharyngeals, phonetic cues to manner of
articulation indicate segments with a considerable range of variation. Thus,
Butcher and Ahmad (1987) conclude their study of Iraqi Arabic pharyngeals, Tt
could be argued that both A, h/ are 'target’ fricatives in an area of the vocal tract
not particularly well suited to such articulations. The available alternatives are
either an approximant articulation ... or a stop articulation, either at the epiglottis
or ... at the glouis’. /h/ is phonetically a 'voiceless continuant sound with high
rates of airflow, high intensity noise and marked formant structure’, while £/ is a
‘'voiced approximant, which in final position is often followed by a stop
articulation, and which is almost invariably accompanied by creaky voice’. As
such, the phonetics of Iraqi pharyngeals do not decide the manner of articulation
question, since pharyngeals are on the approximant side of the fricative/glide
divide in some respects, but not in others. This leaves us dependent on
phonological data.

It is well-known that many Semitic languages identify a phonological class
of "gutturals’, which generally consists of uvular and pharyngeal segments bearing
a voice disinction, glottal stop and /h/.

3. Semitic 'gutturals” x, 8,5, h, 1, b
[+sonorant, Pharyngeal] (McCarthy 1991)

McCarthy (1991), in a major investigation of guttural phonology, does not provide
evidence directly bearing on the major class or stricture features of gutturals.
Direct evidence does not seem to be forthcoming. However, McCarthy does
present some data indicating that Semitic pharyngeals bear voice distinctions, and
that they can undergo and trigger voicing assimilations.

4. Voice altiernations involving pharyngeals
a. ‘Afar (East Cushitic): b, d, g, § —> p2, t2, k2, K¥/_##
—>p, 4,k k*/__ [-voice]
k*7 is a voiceless pharyngeal plosive followed by glottal closure
k* is a voiceless pharyngeal plosive without glottal closure

b. North Israel Bedouin: b,d. g, § —>p,t. k. h
¢. Daragozo:b,d,z, v,$—>p, 1,5, %X, h
d. Sudanese: S, h condition voice-assimilation.
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While the phonetics of Iraqi Arabic pharyngeais do not allow us to
distinguish between pharyngeals as fricative or approximant articulations, the
phonology of pharyngeals in some Semitic and Cushitic languages indicates that
[voice] distinctions can be relevant. Insofar as voicing distinctions canonically
characterize obstruents, this would suggest that at least some pharyngeals are [-
sonorant]. If [-sonorant, -consonantal] is considered impossible (Chomsky and
Halle 1968, Halle 1992) then these pharyngeals must also be [+consonantal].

This finding is supported by the patterning of pharyngeals in Caucasian
languages. The Caucasian languages are well-known for their consonant
inventories, with huge numbers of multiply-articulated segments. In some
languages clustering possibilities are governed by restrictions referring to
laryngeal features and place of articuiation. For example, in Kabardian, clusters
agree in laryngeal features of voicing, aspiration and glottalisation (Kuipers
1960). Furthermore, it is argued by Kuipers (1960), Anderson (1978) and Padgett
(1991) that Kabardian harmonic clusters are complex segments. with all
articulations linked to the same [-sonorant] root node. This analysis correctly
excludes the glides /w, j/ and other sonorants from participating in harmonic
clusters. The patterning of Kabardian /h/ (it does not have /5/), indicates that it is
(i) [-sonorant], or else it could not be in a cluster in the first place, and (ii)
voiceless. This is as predicted by the IPA paradigm. Kabardian and Bezedukh
data are exemplified in (5) (data from Kuipers {1960) and Kuipers (1963)).

5. i) Kabardian Harmonic clusters: ps, pq, p’c’, bz, by
tx, tx, th
st, sk™, sx, sh
st,sx, s"h
tp, tix, tih
ps'h

ii) Bezedukh (East Circassian):  th, s’h, tth, psh, ps'h
A second piece of evidence that Caucasian pharyugeals are obstruents

comes from morphologically-governed voicing alternations in pronominal clitics.

On the assumption that voicing distinctions are canonically associated with
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obstruents, these alternations argue for [-sonorant] pharyngeals. The alternations
discussed here are not pan-Caucasian.

The type (iv) transitive paradigm in Abaza has voiced allomorphs of 18g
/fs-/, 1Pl /[%-f and 2P} /h-/ when the radical to which it is prefixed begins with a
voiced consonant (Allen 1936). Abaza has both voiced and voiceless /5, b/, and
2Pl /h-/ voices to [§-] in this paradigm. The rule is clearly morphologically
governed since the clitics for possessive marking of nominals are phonologically
identical to the transitive subject markers, but the voicing rule is not triggered.
The rule does not apply to intransitive subject pronominals either.

6. Abaza (NW Caucasian) : Transitive subject pronominal paradigm

18g S, Z 1Pl K,
25g. m. w 1y B A
25g.f b

The transitive subject paradigm of Shapsug (West Circassian) has a
slightly more complicated distribution whereby all laryngeal features, including
those for glottalisation, must match those of the first segment of the radical.
Stem-initial /h/ patterns with voiceless segments in triggering the 15g allomorph
/s-/. Resonant-initial stems condition /ss-/, voiced stems condition /z-/ and

glottalised stems condition /s’-/ (Smicets 1984).

7. Shapsug pronominal allomorphy

isg. 5,2,8,82
s-ha-Jt
3Sub/1Agent-to carry-Future 1 ‘I will carry it’

There is evidence from Caucasian, then, that its pharyngeals pattern as
obstruents in bearing [voice] distinctions. I move now to the Pacific Northwest
where pharyngeals are found in Haida, Nuuchahnulth (Nootka) and Interior
Salish. Before examining these languages, I consider first a case of pharyngeal
development in Stoney Dakota (Shaw 1980).

The voiced and voiceless velar fricatives /y, x/ of Dakota have become
pharyngeal /3, h/ in the Stoney dialect (Shaw 1980).! Despite this transition to
Pharyngeal place of articulation, Stoney /5, ¥/ continue to pattern as fricatives in

1 Older speakers apparently still evince some vaniation berween velar and pharyngeal
pronunciation.
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undergoing a fricative devoicing rule exclusive to reduplicated CVC roots. Of
interest here is that despite specification for Pharyngeal place, /9, h/ behave
phonologically as obstruents. Thus, if we assume a process (exclusive to Stoney)
substituting Pharyngeal for Dorsal place of articulation on velar fricatives, an
accompanying shift in major class features to [-consonantal. +sonorant] will

incorrectly prevent Stoney /S, &/ from undergoing fricative de-voicing.

8. Stoney Dakota fricative devoicing (Shaw 1980)
thesa —> vop +eheka 10 be warm’
¢hagsa —-> eha h + ehata o beicy’

The Ahousaht dialect of Nuuchahnulth {(Nootka) contains two pharyngeals,
one which is described much as Arabic /#/. The other pharyngeal, symbolized
here /$/, is phonetically a voiceless stop articulation with concomitant low,
pharyngeal constriction (Bessell 1993). It is not clear whether the stop component
is articulated by the glottis or epiglottis.

Ahousaht phonology, as presented by Rose (1976). shows /h/ patterning as
a fricative, and /%/ as a stop Evidence for this comes from a set of lenition
suffixes which convert root-final fricatives into a homorganic glide. The attested
alternations are given in (9).

9. Ahousaht lenition (Rose 1976)
s, f,t—>j
X", R —w

The segments /x, h/ are unchanged. although as frica.ives they are targets
of the lenition rule. This is accounted for if Ahousaht lenition is structure
preserving, since there is no pharyngeal glide in the inventory. /8/ is not targeued,
as predicted if it is a stop, but also by structure preservation. However, /h"/
undergoes the rule given its status as a fricative and the presence of /w/ in the
inventory as a Labial glide.

Ahousaht also has a morphologically-governed rule that converts stem-
final stops to a homorganic ejective. The process is triggercd by a set of so-called
glottalisation or fortition suffixes. In the presence of such suffixes stem final /g/
surfaces as [$]. This motivaies the analysis of /5/ as a glottalised stop, homorganic
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in some relevant way with /q/. Stem-final fricatives surface as homorganic,
glotalised glides.

10. Ahousaht fortition (Rose 1976}

Glotalisation suffixes: [-cont} —> C’ {+cont] —> Glide'
Stop, affricate, nasal —> C’ fricative —> w’, j’
p—>p t—>t G2 o>
5> ts” tf—>t[ J—>j—>j
th->t}’ s s
kN> k™ k—>k X
qg—¢ q —>% X DWW

h
m—>m n—>n' h—>w—>w

Given the g—>¢ alternation, Rose (1976} assumes that £/ is a gloualised
uvular stop in feature representation. Jacobsen (1969) argues that Proto-Nootkan
*q" and ¥q'W merged into §, which forms some background for the synchronic
alternation as it appears with the glottalisation suffixes. Phonetically, there is
some evidence that the formant structure of vowels adjacent to £/ is different from
that found with uvulars, and that lower pharyngeal rather than uvular constriction
is involved in the articulation of A, h/. Further phonetic work is required to
resolve these issues, but the fact remains that phonetic pharyngeals in Ahousaht
are patterning as {-sonorant]. Furthermore, while Rose argues that // bears the
same place features as uvular /g/, it is clear from lenition alternations that total
identity of place is not required. Otherwise, neither the /s, {, ¥ /—> [j ] nor the
/¥, h*/ —>[w] alternations would be sanctioned. Thus, it is entirely possible that
the Ahousaht q—>¢ alternation trades on a Pharyngeal specification common to
both /g/ and A/, and that uvular /g/ is differentiated from /$/ by a specification for
Dorsal as well as Pharyngeal place.

Massett Haida contains two pharyngeals which Enrico (1991) describes as
phonetically similar to Nuuchahnulth /$ h/. As analysed by Enrico (1991) Masset
presents a second case of pharyngeal stop articulation.? The principle arguments

2Evidence distinguishing the phonological place features of Massett pharyngeals from uvulars is
difficult to find. Historically these sounds are derived from an unaspirated uvular stop and a
uvalar fricative. Enrico (1991) states that the loss of *6, *x in Massett leaves a gap in the uvular
inventory, since [, x] are both borrowed back into Massett without being converted into
pharyngeals. This suggests that Massett pharyngeals are not featurally identical with uvulars,
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for this analysis come from clustering restrictions. While word-initial onsets may
be any single consonant, bi-consonantal word-initial clusters are of two types
only: obstruent+glide or fricative+stop. In the latter case, only the coronal
fricatives /s, ¥/ can occupy C1 postion, and C2 must be [-continuant]. Massett /5/
may occupy C2 position in these clusters.

11. Massett Haida pharyngeals in initial clusters (Enrico 1991)

#s, t} C—

[-cont]
stal ‘slope’ ttaan ‘blueberry’
sthid ‘elderberry bush”  {t'aj ‘carrying strap’
sti’ap ‘hand’ tkun ‘skurik cabbage’
sk’aka ‘dog salmor’ iq'aam ‘bull kelp’
sfalaan ‘song’ <a ‘rock’
s’aay ‘merganser’ t?aan ‘saliva’

Secondly, whereas the full range of sonorants. /n, j, w, j, I/, are found in
sonorant-stop coda sequences, /1, h/ are not. This is as predicted if /S, h/ are
obstruents. The only other permissable CC codas require /s/ or 4#/in C1 position.

Finally, consider Interior Salish. The Proto-Salish inventory in (12)
illustrates the range of consonantal articulation found in these languages.

12. Proto-Salish consonant inventory (Kinkade 1990)

Labial Coronal Velar Uvular Phary Glottal
P t ¢ k k¥ q gqv 1
p‘ t! C . i * k k? w q§ qv w

s H X X ¥ X h
m n r 1y vy w b ow
m’ n r " vy ¥ w’ S’ e

The following distributional remarks can be made about the overall
structure of Salish inventories. First of all, the major inventory division is
between obstruents and resonants. All obstruents are voiceless, all sonorants are
voiced. /§/ patterns as a resonant in two ways: (i) it is a voiced segment and (i}
the distribution of glottalisation on the pharyngeals is typical of the resonant
series. There are no glottalised fricatives in the inventory, which is where the
pharyngeal series might otherwise be placed.
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The participation of pharyngeals in the resonant inventory is confirmed by
various morphologically governed glottalisation processes,where resonants, to the
systematic exclusion of stops and fricatives, are targetted.

(13) Resonants exclusive targets of morphologically triggered glottalisation

Non-glottalised forms Gloualisation

a) Vsel-it-kap 5345 P =dIm'x ¥-n'

‘he split wood for immediate use' ‘hoe’ (lit: sth. which gives ground

fittle chops)

b} hnViaS¥=iteetk ¥e? EVI'aE ' Wal'a€ op=6l'gW

'he plunged his hand in water’ ‘pocket knife’ (Iit: long thing thrust
point-first on bottom repeatedly)

c) jér+jerp J+j'ér +jér

‘wagon, they roll’ ‘cart’

d) Sac+Saci-m s-xw-€'a+8 aci-m'

‘he broke a horse’ 'a trapper’

Diminutive reduplication is not the only context triggering resonant
glottalisation. Ntelkepmxcin (Thompson River Salish) has a specializing affix
which manifests itself as glottalisation on resonants. The exact distribution of
glottal spread is somewhat unclear, but the rule targets only resonants (Thompson
and Thompson 1992).

14. Nie?kepmixcin specializing affix

?es\/;pii ‘(of a slit) open, split’

Tesvpis' ‘(of a wound) rematning open’
nVzén-m ‘go right around’

nvzén-m'  ‘siruggle to get around'

There are also regular rules governing the appearance of syliabic
resonants. Such rules reference syllable structure, which is quite restricted in
these languages. Of relevance to the present discussion is that the pharyngeal
series patterns with the resonants for these processes. The basic paradigm is
given in (135) using data from Shuswap, with some examples from Nxa'amxcin
(Moses-Columbia Salish).

15. Resonant syllabicity
a) Shuswap resonant syllabicity (Kuipers 1989:12)
¥y, w5, 9% —> [ife, A, w/o, a, 3]
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Iy, ¥ w8 e —> [i%e7, A7, ulo1, a2, 2713
fm, m,n, o, L1 —> [m.m' n, 0, L1 [Pm, m3 2a,n,9;31,19]

b} Nxa'amxcin resonant syllabicity (Bessell and Czaykowska-Higgins

1991)4
Root Reduplication Syllabification
Jo'w' c'w'HC'w=kst-m cur+c'dw'=kst-m 'wash hands’
Elst =4nal  kysY'+yof =ana? kyal+yal=4dnal glirls’
yaw' k-ydw'+w' k-ydw'+u? ‘its unwinding

off a reel’

The phonetics of Interior Salish pharyngeals do not in any way contradict
the phonology of the case. Interior Salish Pharyngeals are highly resonant
articulations with the formant structure, roughly, of a low. back vowel (Bessell
1993)

3.0 Conclusion

The Salish data presented here require a symbo! for a pharyngeal glide,
distinct from a pharyngea! fricative. Data from Ahousaht and Massett Haida
suggest a pharyngeal stop of some sort, although the precise articulatory gestures
involved in these sounds are somewhat unclear. It may be that the symbols H
(voiceless epiglottal fricative) and 2 (epiglottal plosive) can be pressed into
service here. While there is some evidence for a phonologically relevant
glottalisation featuie on Ahousaht €, { know of no phonological evidence for such
an analysis of Masset ¢ Furthermore, if pharyngeals can be [-sonorant,
+consonantal], then our definition and application of these features requires
revision. Such revision has consequences for the representation of laryngeal
segments also, since if pharyngeals are not necessarily [+sonorant, -consonantal}
we expect cases where laryngeals do not carry these features either
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Aspectual Licensing of Predication in Spanish®
José Camacho
University ot Southern California

0. INTRODUCTION

This paper will argue for a syntactic representation of lexical aspectual
properties, based on the distribution of two copular verbs in Spanish: ser “to be
{(usually, always)' and estar "to be (today, now)’. Following Zagona (1993),
lexical aspectual properties will be represented as event arguments projected inside
the VP. Estar, on the one hand, will be argued to project two event arguments,
one of which is not syntactically active {much like implicit arguments in passives),
whereas ser wili be argued to project one. This distribution paraliels that of telic
versus atehic predicates in Zagona {1993)"s model.

1. DISTRIBUTION

Spanish has two distinct copular verbs: ser and estar. The former can be
characterized as permanent’, the latter as contingent’. | will review the
distribution of adjectives, past participles and nominals with ser and estar.

1.1, Serand estar with adjectival predicates. Adjectives with estar indicate
a ‘temporary’ state, whereas adjectives with ser indicate a ‘permunent’ state.
There are three groups of adjectives, however. One group only appears with
estar, a second one appears with both ser and estar. and the third one appears
only with ser:

O 4. Napoledn estd muerto “Napoleon is{estar) dead’
b. *Napoleon es muerto “Napoleon is{ser) dead’

* This paper evolves from earlier work co-written with Liliana Sdnchez. This
version owes much of its existence to that co-authorship.

Additionally, the following people need 10 be thanked for ideas,
comments, suggestions, etc.: Joseph Aoun, Ana Ardid, Heles Contreras, Luis
Eguren, Maria Lluisa Hernanz, Barry Schein, Tim Stowell, Karen Zagona, Marfa
Luisa Zubizarreta. [ selfishly take credit for ail mistakes.

"The terms ‘permanent’ and ‘contingent’ are used descriptively, with no
intended theoretical implication.

’Ser can in turn be equative or predicative. For a forinal distinction between
both, see Sdnchez and Camacho (1993). In this paper. [ will only be interested in
predicative ser.
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(2) a. Bessie estd enferma "Bessie is(estar) sick”
b. Bessie es enferma “Bessie is(ser) sick”

3 a. Esto es obvio ‘This is(ser) obvious'
b. *Esto estd obvio “This is{estar) obvious’

Adjectives like muento “dead’, vivo ‘alive™, seco ‘dry’, mojado 'wet', Heno
‘full’, vacio ‘empty’, only appear with estar.

Most adjectives appear with both ser and estar, and generally they have
a difterent meaning alony the lines of temporary/permanent predicates, such as in
(2): (2a) means ‘Bessie is presently and temporarily sick’, but (2b) means *Bessie
is constantly sick”.

A small group of adjectives (cfr. Lujdn, 1981) can be used with both verbs
without change in meaning: soltere ‘single’, casade “marnied’.

I must be noted that whether an adjective appears with ser or with estar
or with both is a lexical property. Ferndndez-Ramirez (1987) point out that
adjectives like fleno “full”, which only appears with esrar today, used to appear
only with ser in earlier stages of Spamsh.

V.2, Ser and estur with pust participles. Only past participles of
achievement and accomplishment verbs appear with estar. Whenever they do, the
internal argument of the corresponding verb becomes the external argument of the
participle (and subject of estar). in a sort of lexical passive:

(4) 4. Marta descubrio el error *Marta discovered the mistake’
b. El error estd descubierto ‘The mistake is discovered’

(5} 4. Miguel construyd una casa ‘M built a house’
b. La casa estd construida “The house is built’

Past participles with esrar sometimes admit an agent, but they generally don't:

(6) a. *El error estd descubierto por Marta
“The mistake is(estar) discovered by Marta’
b. El cuadro estd firmado por Picasso
‘The painting is(estar) signed by Picasso’

Ser, on the other hand, only appears with past participles in verbal passive
sentences:

*Vivo has another meaning: 'smart’, which does appear with gstar.
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(7) El error fue descubierto (por Marta)
“The mistake was(ser) discovered (by Marta)’

To summarize, participles and adjectives that appear with estar denote a
"temporary” state. We will call this kind of adjectives "perfective”, tollowing
previous research {Lujdn, 1981; Hernanz, 1988; Bosque, 1990). This notion a
notion can be defined by saying these adjectives denote a state which is temporally
bound.

1.3. Ser und estar with nominal predicates. Ser can vccur with any kind
of noun, which can be bare or have a definite article:

8) a. Juan es presidente/abogado/un hombre
‘Juan is(ser) president/lawyer/a man’
b. *juan estd presidente/abogado/un hombre’
‘....as(estar)..”
¢. Juan estd de presidente ‘J is(estar) of president’
d. *Juan es de presidente 'J is(ser) of president’

As (8) shows, an NP predicate can only appear with ser (8a). not with
estur (8b)*; however, if there is a preposition de "ot” appears, then estar allows
the NP as a predicate (8¢) but ser doesn’t (8d).

1t should also be noted that although the aspectual distinction between ser
and estar as manifested with adjectives, (see below) seems to be disappearing in
sume dialects of Spanish (cfr. Silva-Corvaldn, 1986); however, to the best of our
knowledge, no dialect breaks the sharp subcategorization frames of both verbs:
no dialects have estar with NP's.

To summarize section 1, perfective adjectives only appear with estar,
nominals only appear with ser.

2. AGAINST A STAGE/INDIVIDUAL-LEVEL ANALYSIS

1t has been suggested that the difterence between ser and estar corresponds
to Carlson’s individual/stage level distinction (see, for example Diesing, 1990,
Mejias-Bikandi, 1992). However, the rage of phenomena correlated with that
distinction does not hold consistently in the case of ser and estar. Schmitt (1992)
shows, for example, that ser, the alleged individual-level predicate can appear in
“whenever” clauses (examples adapted from Schinitt, 1992):

) Siempre que Maria es cruel, es muy cruel.
‘Whenever Maria is cruel, she is very cruel’

“This has also been noted by Hernanz (1988).



29

To overcome this unexpected behavior of the individual-level predicate, Diesing
states that ser is a control verb but estar is a raising verb. However, as we will
see below, there are several of arguments against considering ser a control verb.
Muking this distinction would miss a broad range of syntactic generalizations.

Another compelling argument against a Diesing style analysis is that it can
have expletives (as Schmitt points out):

(10)  Es tarde
‘It 1s late”

Individual-level predicates are not supposed to have an expletive subject, since
they assign an external theta-role. To sustain the analysis, one would be forced
o claim that there are two verbs ser: one assigns an external theta-role (the
individual-level ser) and the other one does not (the stage-level ser). However,
none of the other individual-level properties correlate with individual-level ser,
and none of the stage-level properties correlate with stage-level ser. These
inconsistencies in the analysis will lead me to reject it.

3. SMALL CLAUSE STRUCTURE

In this section 1 will provide arguments for what we can call the raising
analysis of ser and estur, which way initially proposed by Stowell (1978) for 10
be, and extended by Burzio (1986) to Italian essere.

3.1. The predicutive “lo’ clitic. In Spanish and in other Romance languages
there is a clitic, lo, which represents a predicate, the so called predicate clitic (cfr.
Sdnchez, 1992 and the references cited there). Sanchez (1992) observes that in
Spanish. the predicate clitic only appears in the context of raising’, that is, with
verbs such as parecer “seem’, passives, etc., as the following sentences show:

(11)  a. Juan parece contento  ‘Juan seems happy’
b. Juan lo parece J CL-lo seems ‘Juan seems it’
¢. *Lo parece (lo=Juan contento)

Pro CL-lo seems (if lo=[Juan happy|)

(12) . El libro ha sido comprado ‘The book has been bought’

. El libro lo ha sido The book CL-lo has been

¢. *Lo ha sido (lo=el libro comprado)

Pro CL-lo has been (it lo=the book bought)

T e

*This same point has been observed by Kayne for French.
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(13y  a. Considero a los mifos inteligentes 1 consider to the boys
intelligent I consider the boys intelligent’
b. Los considero inteligentes (los=los ninos)  Pro Cl-los
consider intefligent "I consider them intelligent’
¢. *Lo considero a los ninos (lo=inteligentes)
Pro CL-lo consider to the boys (lo=intelligent)

(11) is a raising construction; (11b) shows that the predicative clitic can refer to
the predicate contento, (11¢) shows that it cannot refer 1o the whole predication
Juan contento. (12} is a passive, and exactly the same contrast can be observed.

On the other hand. in (13}, a small clause, /o cannot refer to the predicate,
because there is no raising (cfr. 13¢). Ser and estar both pattern with raising
predicates®

(14)  a. Pepa cs una mujer ‘Pepa is(ser) 4 woman’
h. Pepa o es Pepa CL-lo |a woman} is(ser)

(13)  a. Mi hermano est feliz “My brother is(estar) happy”’
b. Mi hermano lo es My brother CL-lo [happy | is(estar)

This suggests that ser and estar are both raising predicates.

3.2, Agreement. Agreement between subject. verb and predicate is
obligatory both with ser and with estar when the predicate s an adjective:

{16) a. Las inujeres son/estdn felices
The women(pl) are(pl) happy(pl)
b. *Las mujeres son/estdn feliz
The women(pl) are(pl) happy(sg)

If agreement retlects a structural relation, for example between a head and s
specifier, then it follows that the subject and the predicate of copular verbs must
be in that structural relation at some point in the derivation. This distinguishes
them from non-copular sentences, where no agreement between the subject and,
for example, the direct object holds.

When the predicate of the copular structure is an NP, however, agreement
is not always obligatory, as the following examples show:

{17y a. Ellos son una pareja They(pl) are(pl) a couple(sg)
b. Ella es un genio She(fem) is a genius(masc)

‘Only the predicative use of ser. not the eyuative one does. Cir. tn. 2 for
references on the differences between both.
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1 beheve that this Jack of obligatory agreement is due to independent reasons. It
is related o the fact that nouns in Spanish do not systematically have endings for
both masculine and feminine. This defective agreement system also appears in
cases of subcategorized small clauses:

(18)  Los considero la pareja ideul
't consider them(pl, masc) the ideal couple(sg, fem)’

In small clauses, however, there is independent evidence for a structural relation
between the subject and the predicate of the small clause.

So disregarding the defective agreement pattern of nominals, the obligatory
agreement with adjectives must stitl be explained somehow. The small clause
structure provides a natural account for it:

{19)  a. |y serfestr | la gente feliz]]
b. [la gente jes/estd | t feliz}]]
‘People are happy’

H lu gente "the people” is generated in the specifier of the small clause, we have
the structural configuration for agreement to obtain,

3.3, Buckwards anaphora. Bosque (1992) argues that equative sentencey’
can be distinguished from predicative ones in that only the latter admit backwards
anaphors, as illustrated in (20): '

{20} a. La, [pro|, de Pedro era una |familiaj, extrafta ‘Pedro’s is a strange family’
b.*El |pro], del casino era el |duerio|, del bar
‘The casino’s (owner) was the owner of the bar’

The anaphor in (20a), pro, is interpreted as familia under two types of
recoverability conditions: local identification and lexical recoverability. The
former is done through the definite article, which in Spanish has referential
properties, as Torrego (1988) has shown. In fact, a possessive or an indefinite
cannot license these anaphors. Lexical identification, according to Bosque, is done
in the context of mutual c-command of the antecedent and the empty pronominal.

H ser is generated with a small clause as a complement, the mutual ¢-
command condition will be met. This provides additional evidence for the small
clause structure we are proposing for ser.

Although Bosque explicitly states that estar cannot license backwards
pronominalization, and he takes this as evidence against its analysis as a small
clause structure, the following example contradicts his statement:

"In Bosques's terminology “especificativas”.
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21y El |pro}, del Real Madrid estd de |portero], de la selecaion nacional
"The goalkeeper of "Real Madrid’ is(estar) that of the national team’

(21) shows two things. First, that estar patterns with ser in context of
packwards anaphors. and this. therefore, favors ¢ common small clause analysis.
Second. that de does not prevent mutual c-command in these structures.

4. ASPECTUAL ANALYSIS

4.0. Traditional analyses already suggested that some notion of aspect
uikderlies the oppositgon between ser and estar. As Lujdn (1981) points out,
several traditional analyses have used the dichotomy ‘essential’ vs. “accidental’
properties. Other proposals used the notion of “moditication” or ‘result from an
action”. All these approaches have some intuition behind them, and some
problems, as Lujdn shows

The distinction has also been used more recently as a test for a loosely
defined notion of perfectivity (cfr. Hernanz, 1988 A Suifier. 1990; Bosque,
1990: Demonte, 19921,

My proposal will be based on Zagona {(1993)'s account of lexical aspect
Although with some crucial difterences. Zagona's proposal in turn follows an
original idea of Travis's (1992},

4.1. Theoretical Assumprions. The core ideas of Zagona's analysis are the
following: lexical aspect (aktionsart) is projected svntactically through an event
structure which must be licensed somehow, perhaps through spec-head agreement
or through predication.

Event properties are not "visible” (Zagona, 1993) for the temporal
structure of the sentence. There is a relationship between aspectual arguments and
case assignment (Zagona, 1993): telic VP's have their internal argument marked

Zagona (1993) correlates telic and atelic aspect w case marking of the
internal argument: telic arguments get structural accusative case. atelic arguments
get inherent case.

Telic predicates project two subevents, atelic predicates only project one:
Atelie
122)  a. Escrivir poemas

Write poems

Ey v

poemas ¥V

1
|
escribir
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Tehe:
(23} a. Escribir un poema
Write a poem

b. AspP
un poemna, (E.) ar
/N
V,+A VP
/N
t.(E,) vV’
| I

(224} is mnterpreted atelicly because there is no E. involved, either it is absent. or
it 1y absorbed. Accusative Case is not assiyned either. (23a). on the other hand,
1s interpreted tehicly because the object moves trom Spec of VP, where it receives
the E. temporal role. to the specitier of AspP, where it receives the secondary
temporal location E.. V+ A assign Accusative Case. Thus, (23a) is interpreted as:

(24)  "a state (£ which precedes a swate (E;). which bounds the event (i.e.
hounds E,), producing a state E. which is the "final state” of the object”
(Zagona. 1993)

4.2, estar vs. ser. My proposal for ser and estur will draw from the
intuitions in Zagona's analysis. As 1 showed in the first part of this paper, estar
denotes a temporally bound predicate, which is a final state of its subject. Thus,
in the tollowing example,

(25) Juan estd contento “Juan is happy’

the state of ‘being happy’ is a temporally bound state, which denotes a final state,
although not necessarily a change of state. Ser, on the other hand, is not
temporally bound.

This will be formalized in the following terms: estar projects two events
(E; and E,), just like other telic predicates, however, one of them (E,) is not
syntactically active: it is an implicit argument. The parallelism with passives is
clear: in 4 certain way sentences with estar are lexical passives, although not
syntactic passives. This is captured by saying that it is the aspectual argument that
is implicit. Implicit arguments do not have full syntactic existence, but they do
have syntactic consequences. In the case of regular passives, for example, the



implicit argument controls purpose clauses, as for example Baker. Johnson and
Roberts (1989) show.

In the case of estar, the secondary event argument is present and denotes
the state preceding the result state, but since the event representing the preceding
state is not active, it cannot be identified: in a way, there is a result without a
vause.

I will propose that the implicit nature of the event argument (E.) can be
formalized by projecting it as adjunct, as in the representation in {26):

(26) estar
AspP
/N
E, Asp’

/N
aAsp SC/Ap
/ \

/ \
E, SC/AP

In (26). E, is an adjunct to the small clause.

Some researchers (cfr. Bosque. 1990. Hernanz. 1988) have suggested
representing  perfective adjectives as having an event arguments. Perfective
adjectives, they argue, share a cluster of properties, which can be explained it
they all share an event position. Among those properties. a crucial one for this
proposal, is that they all appear with estar. 1 will follow this previous work and
assume that perfective adjectives are those which have an event position in their
thematic grid.

Suppose then that some sort of matching between aspectual features must
take place (this could be formalized as specitier-head agreement)’. Then the
eventive adjectives would match the E, argument in the specifier of ASPP,
whereas those that lack the event argument cannot match it, and the sentence will
be ungrammatical. This notion of "matching” under specifier-head agreement
could be subsumed under Chomsky (1992)’s mechanism of “checking’.

Another option is to adopt Higginbotham (1985, 1987)'s extended
Thematic Criterion, which includes several modes of thematic discharge. In this
vein, one could say that the event argument needs to be discharged. Discharge can
be done by an appropnate head, by binding or in several other ways 1 will not

*In this respect, my analysis seems to differ from Zagona's who does not
explicitly assume any matching mechanism,



review here,

Whatever formahism is adopted, the general idea is that certain arguments
need o be aspectually licensed when they are lexically marked for a certain
aspect, in this case perfectivity.

Adopting this general idea, we would explain why cenain adjectives are
ungrammatical with estar: they lack the event argument which must be licensed
by the aspectual head.

Let uy see the details. In the case of estar, the whole small clause raises
to the specifier of ASPP. The reason why the whole small clause raises, is that
it is @ projection of the adjectival phrase, so it has the features of the adjectival
head, among them the event argument that needs to be licensed. Once in the Spec
of ASPP, it is licensed. and then the subject raises further to receive/check its
nominative case. as illustrated in (27):

(27 Estar

AspP
/
Juan, /
/
| SC/AP?HE) Asp’
/o ’ N
t, A’ \
5 ] Asp \
A \

\
contento estar(E,}) SC/AP
E, ot

The meaning of sentences with estar would also follow: they are a result
of a cause which 1s not present. just as in the case of telic verby, but without an
overt cause present.

Some adjectives usually don’t appear with esrar, but given certain
conditions (namely. those that permit a perfective interpretation), they can:

(28)  a. Juan es inteligente ‘Juan is intelligent”
b. Hoy Juan estd inteligente ‘Today Juan is being intelligent”

It is crucial for these examples to be grammatical, that a precise temporal/locative
context be defined, normally through an adverb. In these cases, 1 will argue that
although the adjective lacks an event argument, and therefore cannot be matched
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with E,. the temporal binds this variable®.

Ser, on the other hand, only has one event argument (E.) projected in ity
regular position (the specitier ol the small clause), where the subject receives it
Since the small clause has no extra event argument to be licensed, it needs not
move:

(29) Ser
Agp?
Aép’
|\
: AY
Asp SC/AP
! |
sér N?m“
LA
! i
Juan A
bueno

The meaning also follows: bueno “poud’ is a state with no temporal boundaries
spectfied in the meaning of the sentence.

4.3. Nommals. The remaining ssue is why a pominaé cannot appear as &
predicate of estar as seen below:

(30)  *Juan estd presidente  “Juan is(estar) president’
This is the case even with eventive norminals:
(31)  *Esto estd una destruccion This is(eswr) o destruction’

I wall argue that nominal small clauses cannot depict a complex aspect. In general,
it seems to be the case that nominals do not have a compiex aspect. Deverbal
nominals, for example, are never achievements or accomplishments, even if the
corresponding verb is.

A nominal with estar inggers a complex aspectual reading, since there are
two events which determine the meaning of the sentence, as we saw earlier. This
reading is not poussible because nominals cannot be interpreted semantically as

*Although this would argue for the Higginbotham view of an extended
thematic criterion, it is not inconceivable 1o formalize 1t using the checking
framework: the adverb could discharge the E argument and then move to the
sentence initial position,
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perfective predicates. Formaliy. 1 wili say that nominals have no external event
argument {o match the one in the specifier of ASPP.

The reason why [ say "external” event argument is that some authors
{Higginbotham. 1985. 1987. for example) claim that nominals have an event
argument, but it is locally bound by the determiner. This would be an "internal”
event argument’®,

As 1 mentioned in the first part, nominals become possible with estar if a
preposition dg “of” is present:

(32) 4. Juan estd de presidente  Juan is of president
b. Juan ¢s presidente Juan is president
‘Juan is president’

The difierence in meaning between (324) and (b) is clear, with estar (32a), the
sentence roughly means that his condition as president is somehow temporary,
either because his job 1s not usually that of president, or because he is substituting
the “real” president. But sentences such as the following, where the meaning
would indicate a permanent condition, are excluded:

{33)  #Juan ha terminado la carrera. ya estd de médico
‘3 has finished his studies, now he is a doctor’

The preposition in these cases provides the necessary extra aspectual argument for
estur, making the nominal, in fact. an imperfective nominal.

5. CONCLUSION

In this paper | have argued for a syntactic representation of lexical aspect.
I have claimed that this representation accounts both for the distribution of ser and
estar in Spanish, and also for the meanings of those verbs. This analysis can also
account tor the impossibility of having nominal phrases as predicates of esiar.
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High Vowel Transparency in Korean Vowel Harmony
Mi-Hui Cho
Indiana University

1 Introduction

In the study of vowel harmony, the behavior of transparent phonemes,
which are ignored by the harmony process, and of opaque phonemes, which block
the harmony process, can offer insight into such issues as the nature of
phonological representations (Ringen, 1988; Archangeli and Pulleyblank, 1989)
and the definition of adjacency (Archangeli and Pulleyblank, 1987; Steriade, 1987).
In Korcan vowel harmony, high vowels act as transparent in noninitial syllables in
that they act like they are invisible with respect to the harmony process. The
purpose of this paper is to analyze high vowel transparency in Korean vowel
harmony by adopting two aspects of Grounded Phonology as developed in
Archangeli and Pulleyblank (to appear), namely Combinatorial Specification and
grounded conditions. It will be shown that appropriate represecntations
(Combinatorial Specification) and constraints {grounded conditions) goveming the
representations and phonological processes. in conjunction with prosodic structure,
provide an explanatory account of high vowel transparency in Korean vowel
hurmony.

This paper will be organized as follows: In section 2 I present the data
showing high vowel transparency in Korcan vowel harmony. In section 3 1 present
a grounded phonology analysis of high vowel transparency in Korean vowel
huarmony offering an explanatory account of the somewhat different transparent
behavior found between the vowel /u/ on the one hand and the vowels /i/ and /i/ on
the other. Finally, in section 4 1 summarize the analysis and the conclusions
reached.

2 Vowel Harmony in Korean Ideophones: The Data

Vowel harmony in Korean is largely confined to ideophonic words or
sound symholic words. Korean has two forms of ideophones: dark and light
forms. Dark ideophones are composed of what are wraditionally known as dark
vowels (i, ¢, U, i, 3, u) and they contain an augmentative connotation. Light
ideophones are composed of what are traditionally known as light vowels (=, 6, a,
0) and they contain a diminutive connotation. The traditional division of dark and
light vowels in the Korean vowel inventory is given in (1).

{1) The traditional division of dark and light vowels in Korean vowel inventory
i i i u dark vowels

I} 2

o

light vowels

ar a

It is traditionally assumed that dark ideophones have light counterparts
which normally have a diminutive connotation. Examples illustrating the alternation
between dark and light vowels in dark and light ideophones are shown in (2).



(2) Dark and light vowel aliernations

Dark Light Gloss
ai-® cical caecal ‘chattering’
b.e-® tepkap tepkan ‘chopping all at once'
c.ii-6 titluk Wlok ‘obese’
di-a k'itak k'atak ‘nodding’
€.2-2a slluk allok ‘maottled’
f.u-o chullap chollan 'splash’

Even though the high unround vowels /i/ and /i/ are dark vowels which
occur in dark ideophones, they can occur in light 1deophones with light vowels as
long as they are not in the initial syllable; thus they can act as neutral vowels. The
data showing the neutral behavior of /V/ and /V/ in noninitial position are given in (3).

(3) /if and /¥ as neutral vowels in noninitial position

t'alkilok t'alkilak ‘rattling’

hopicak hapicak 'dig out with a fingernail’
k'ecilok k'ecilak ‘half-heatedly’

pusilak pusilak ‘rustling’

pisil paesil ‘staggering’

hinil hanil ‘in an airy manner'

In addition 10 /i/ and /¥, the high round vowel /u/ behaves as a neutral vowel
because it can also occur with light vowels in light ideophones noninitially, as

shown in (4)1 .

{4) A/ as a neutral vowel in noninitial position

cumullak comullak *comollak ‘winding'
t'ekul tackul *t'ekol ‘rolling’
puphuj pophul *pophol 'swelling'
komus kamus *kamos ‘black’

[t is important to compare the harmony data in (3) and (4 with that in (2). In (3)
and (4) the high vowels in noninitial syllables are neutral and do not harmonize. In
{2}, when high vowels are in initial position they harmonize. Moreover, /w/ unlike
A/ or /i/ can sometimes undergo harmony even in noninitial syllables, becoming [o}],
as shown in {5).

{5y /u/ as a dark vowel in noninitial position

altuk *alluk allok ‘mottled’
culeul *coleul coleol 'flowing'
ult™upbulibup *olthupgbulthup olthonboltfon 'unevenly’

! The high front round vowe! /i/ also seems 1o act as a neutral vowel as seen in a2chii ~ *acho
sound of sneeze”. However, T exclude the transparent behavior of /it/ since there is not enough
data regarding its behavior,
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The most interesting aspect of the behavior of /u/ compared 10 /i/ and /i/ is that there
are examples where /u/ displays variation within a2 morpheme; in some cases it
behaves as a neutral vowel remaining as {u] and in other cases it behaves as a
harmonizing vowel becoming [0], as shown in (6).

(6) Variation of /u/ within a morpheme

silc'uk salc'uk szlc'ok ‘grudging’
k'anchup k’apchup k'apchop 'hopping’
patun patup paton 'struggling’
malt'up malt'upy malt'on ‘vacantly'

In the next section ] offer an analysis of high vowel transparency in a
grounded phonology framework making use of Combinatorial Specification
interacting with grounded conditions. Specifically, I will account for why the
unround vowels /i/ and /i/ are always transparent to the harmony process in
noninitial position. Also I will account for why the high round vowel /u/ has
noninitial variation that permits both harmonizing behavior alternating with {o] and
ncutral behavior without alternation. In doing this, 1 will propose new grounded
conditions that shed light on the analysis of Korean vowel harmony and I will offer
a rcason for why the dark high vowels alternate with the corresponding light
vowels initially whereas they do not noninitially.

3 Grounded Phonology Analysis

3.1 Grounded Phonology

Grounded Phonology takes the view that phonological representations
consist only of feature elements (henceforth, F-elements). The notion of phoneme
as a unit is then interpretable by the combination of F-elements. This view is
referred 1o as Combinatorial Specification. Grounded Phonology also presents the
view that the combinations of F-elements in representations and phonological
processes may be congtrained by conditions which are physically grounded in terms
of articulation and/or acoustics. Such conditions are known as grounded
conditions. Archangeli and Pulleyblank (to appear) and Spring (1993) have shown
that grounded conditions play an important role in the analyses of phonological
phenomena across a range of different languages.

Let us now consider a combinatorial specification analysis of Korean
vowels. This is given in (7). Specifically, (7a) shows the active F-elements. (7b)
shows a condition on the combination of F-clements, and (7¢) shows the possible
combinations of F-elements. T assume along with Archangeli and Pulleyblank a
principle of representational simplicity so that if more than one possible feature
combination results in the same vowel, the feature combination that is made use of
is the one containing the fewer features. Thus, in (7¢) the actual feature
combination for the low vowels /&/ and /a/ are those shown under a5 and a,.
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(7) Combinatorial Specification of Korean Voweis
a. F-elements: -HIGH, +LOW, +ROUND, +FRONT; -ATR
b. Conditions: if +round then not +low, if +low then not +round
¢, combinations

-Hl -HI ~HI -HI +1,0 -HI -HI -HI +LO +L0 +RD -HI +1.G +RD +FR
+L0O +LO +LO +RD +RD +LO +RD +FR +RD +FR +FR

+RD +RID +FR +FR +FR

+FR

The choice of five active F-elements is based on phoaological alternations.
However, note that [-A{dvanced)T(ongue)R{oot)] does not characterize phonemes
in their original combinations, but it is only introduced as a floating feature in light
ideophones since the F-element [-ATR] shows very limited distribution, namely in
the vowel harmony system of ideophones. The other four F-elements result in the
16 possible combinations shown in (7¢). The Korean vowel inventory does not
have a low round vowel, therefore, the combination of [+round] and [+low] is
excluded. The remaining combinations of F-elements are interpreted as 10
phonemes, which correctly denive the Korean vowel system.

The floating feawre [-ATR] which is introduced as part of the formation of
light ideophones serves as a morpheme-level F-element which carries diminutive
connotation. The floating [-ATR] feature is realized on the vowels of the light
ideophone by two rules: initial [-ATR] linking and [-ATR] spreading.

When the morpheme-level {-ATR] links to the initial vowels, /i/ and /e/ are
phonetically realized as (), 74/ as [8], // and /o/ as [a}, and /u/ as [o]. Thus, light
idecophones are derived from dark ideophones by the linking of [-ATR] to the
leftmost vowel; subsequently, there is the iterative spreading of [-ATR]. The
sample derivations of ¢ical ~ ceecal ‘chattering' and &'irok - k'arak ‘nodding’ are
given in (8).
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8
a. URs
[-ATR] [-ATR]
c u ¢ 3} 1 k' t d ok
{ | |
+FR -HI -HI

b. [-ATR] Association

[-ATR] [-ATR]

¢ u ¢ i ] kK u t Uk
! | |
+FR -HI -HI

¢. [-ATR] Spread

[-ATR] [-ATR]
¢ U VR kK p ot u Kk
| | |
+FR -HI -HI
d. PR’s
[ecal] {k'atak]

The combination of the features [+front] and [-ATR] is phonetically interpreted as
{#]. Similarly, the combination of [-high] and [-ATR] is interpreted as [a].

Unlike the initial linking of [-ATR] the spreading of [-ATR] seems not to
affect high vowels in noninitial position. This was seen by data in (3) and (4). In
the next subsection the reason for why high vowels seem to be transparent
noninitially and whether noninitial high vowels actually do receive the spreading of
the harmonic feature will be considered.

3.2 High Vowel Transparency, Grounded Conditions, and the Strong
Initial Sylable

While the underlying high vowels /i, i, i, u/ surface as {e, 8, a, 0]
respectively when [-ATR] links to them in initial position, they do not undergo any



change due 10 [-ATR] spreading when in noninitial posiuon, as shown in (3) and
{(4). Thus, high vowels alternate with [-ATR] counterparts with initial {-ATR]
linking whereas they do not with [-ATR] spreading. Nonetheless. I will contend
that [-ATR] spreads onto high vowels noninitially, but the feature [-ATR] is not
interpreted phonetically in noninitial position. This is because of their relationship
with the R(etracted)T(ongue)R(oot)/HI grounded conditon as proposed in
Archangeli and Pulleyblank (to appear).

The assignment of [-ATR] to /e, 6, a, of is not arbitrary but has phonetic
mouvation, Archangeli and Pulleyblank propose grounded conditions from the
interaction of tongue root position and tongue hody height. The advancement and
retraction of the tongue root iends to involve the raising and lowering of the tongue
body, and vice versa. Thus, [-ATR] implies [+low] or [-high] because of their
close physical corrclatedness. These physical dependencies are formalized by
Archangeli and Pulleyblank as grounded conditions, and the relevant grounded
conditions for Korean vowel harmony are given in (9).

(9} Grounded conditions from the interaction of tongue root position aud tongue
hody height

a, RTR/HI Condition: If -ATR then -high If -ATR then not +high

h. RTR/LO Condution: If -ATR then +low {f -ATR then not -low

These conditions suggest favorable and disfavorable F-element combinations rather
than an absoluteness that determines the compatible or incompatible F-clement
combinations. If the two gestures are sympathetic, the statement is expressed
positively and if they are antagonistic, the statement is expressed negatively.
Among these grounded conditions the RTR/LO condition permits low vowels /2, of
to surface with [-ATR] in Korean. Thus, the distribution of [-ATR] is predictable
based on the F-glement [+low].

However, the RTR/HI condition alone cannot correctly predict the [-ATR]
assignment to nonhigh vowels because, as shown in (1), only mid round vowels
are [-ATR] while mid unround vowels ore not. In {act, the distribution of [-ATR]
1o mid round vowels can be motivated by grounded conditions for the following
reason. Stevens, Keyser, and Kawasaki (1986) claim that the feature [round] can
effect the enhancement of the feature [back] for nonlow vowels based on the
acoustic swdy of tongue hody backing and lip rounding. This can be formalized as
a grounded condition, as shown in {10), because it is rocted in phonctics.

(1)) Grouaded condition from the interaction of tongue body backing and lip
rounding
Back/Round Condition: 1f +back then +round  If +back then not -round

The grounded conditions in (10; account for the tendency that front vowels are
usually unrounded and back vowels are usually rounded in the majority of
fanguages. (See Cole and Kuo (1991) and Spring (1993) for similar proposals.)

Archangeli and Pulleyblank propose another grounded condition from the
interaction of tongue root position and tongue bedy fronting/backing since the
advancement and retraction of the tongue root tends to accompany the fronting and
backing of the tongue body, and vice versa. The physical connection of these two
articulatory gestures can be formalized as follows in (11).
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{11) Grounded condition from the interaction of tongue root position and tongue
body fronting/backing

a. RTR/Back Condition: If -ATR then +back  If -ATR then not -back

b. RTR/Front Condition: If -ATR then -front If -ATR then not +front

The union of the RTR/Back condition and the Back/Round condition allows
us to posit another condition, namely RTR/Round condition, as given by the
ransitivity relation in (12).

(12) If -ATR then +back
If +back then +round

Therefore, if -ATR then +round

If the RTR/Round condition is motivated on phonetics, it may be a possible
candidate to be a grounded condition. Acoustically the lowering of the second
formant frequency (Fp) can be achieved by lip rounding (Catford, 1977: 173;
Stevens, Keyser, and Kawasaki, 1986: 429). The lowering of Fy also
characterizes tongue root retraction (Goad, 1991: 163). Thus, it seems that lip
rounding and tongue root retraction enhance each other. Therefore, RTR/Round
can serve as a potential grounded condition. This would be formalized as follows
in (13).

(13) Grounded condition from the interaction of lip rounding and tongue root

position
RTR/Round Condition: If - ATR then +round If -ATR then not -round

These grounded conditions are not absolute. Since there are many cases of
[+ATR] round vowels such as /w/ and /ii/, these grounded conditions are relatively
wezker than those in (9), thus are expected to be invoked in a narrower range of
cases. Consequently, they may be imposed as a sub-condition on the conditions in
(9) rather than being an independent condition. This is true of the distribution of
{-ATR] in Korean. The mid round vowels /8, of can receive [-ATR] because of
RTR/HI and RTR/Round conditions. To be more specific, the RTR/HI condition
(il -ATR then -high) would select nonhigh vowels as potential [-ATR] vowels and
RTR/Round (if -ATR then +round) further restricts [-ATR] only to round nonhigh
vowels. Thus, Korean incorporates the RTR/Round condition as evidenced by the
distribution of [-ATR] in the inventory.

While the initial linking of [-ATR] occurs unconditionally, the subsequent
spreading of [-ATR] to high vowels seems not to. In the association of [-ATR] in
light ideophone derivation, high vowels are phonetically realized as [-ATR] in the
initial linking whereas they are not in noninitial spreading. Even though high
vowels do not surface as [-ATR] in noninitial spreading, I assume that they receive
the spreading of [-ATR]. High vowels that receive [-ATR] just do not get
phonetically interpreted as [-ATR] because they are subject to the RTR/HI
condition. One might argue that high vowels do not actually receive [-ATR} from
the spreading, but there are two reasons for why they seem to receive [-ATR].

First, the vowel /V/ is completely unspecified in underlying representation.
Since it has no F-element underlyingly. it should be the target of spreading of other
F-clements. Therefore, there is no reason for [-ATR] not to spread to /i/. Second,



it is possible for noninitial high vowels Lo show alternations. For example, the
noninitial high round vowel /u/ shows alternations as in (5) and (6). Also, it might
be possible for the noninitial high unround vowel /i, / to alternate with their [-ATR]
counterparts in slips of the tongue or in fast speech, as shown in (14).

(14)  talkilak ~ t'alkalak ‘rattling’ hapicak ~ hapecak ‘dig out’

Note that even in slips of the tongue, [a] derived from /¥ that has no F-elements
underlyingly, is a more plausible slip of the tongue than one involving [#] derived
from /v which is [+front] underlyingly. Thus, noninitial high vowels can be seen
as receiving [-ATR] like initial high vowels but they just do not seem to surface
phonetically as their [-ATR] counterparts.

Archangeli and Pulleyblank (to appear) also present similar cases where the
spreading of the harmonic feature is not phonetically realized because of a grounded
condition. In Kinande the harmonic feature [+ATR] of the final high vowel spreads

lefiwards deriving [u] of the prefix [mo/mu] in [Smuka:ti] ‘bread’, as seen in (15).

(1%

The low penuitimate vowel is phonologically [+ATR] ([a]), but the [+ATR] value is

not phonetically realized because of the negative ATR/LO condition (If +ATR then
not +low], thus resulting in {a].

Both the Korean and Kinande cases show that the apparent skipping of the
harmonic feature spreading on transparent vowels actually results from the phonetic
nonrealization of the harmonic feature due to grounded conditions. Consequently,
transparent vowels do receive the spreading of the harmonic feature. Skipping in
feature spreading results in a gapped representation and is ill-formed because it
violates the locality condition which restricts spreading only to the structurally
adjacent element at either the root level, or at the level of prosodic structure, If
transparent vowels were skipped in feature spreading, adjacency would need to be
revised in order not to violate the locality condition.

The reason that prevents high vowels from surfacing as the [-ATR]
counterpart in spreading is because the spreading of [-ATR] is subject to the
RTR/HI condition whereas the linking of [-ATR] 1s not. This condition restricts the
surface realization of -ATR] only to vowels that have [-high]. Then, the question
of why only the spreading of [-ATR] is constrained by the RTR/HI condition and
not the initial linking of [-ATR] needs to be answered.

in standard Korean the initial syllable has been traditionally assumed as
being strong, thus accented. This is supported by the fact that some phonological
processes are limited to the initial syllable. Specifically, J-S Lee (1991) shows the
strong inidal syllable property is evidenced by the occurrence of underlying long
vowels and compensatory lengthening. Underlying long vowels surface as long in
the initial syllable but do not in noninitial syllables; this can be seen as reflecting the
prominence of the initial syllable. For the same reason, compensatory lengthening
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only occurs in the initial syllable, but not in noninitial syllables. J-S Lee and Davis
(1993) further show that the laryngeal features of the stop consonants are lost in
noninitial syllable as part of an infixing reduplication process in ideophones. All
this type of evidence provides strong support that initial syllables can license more
features and have fewer constraints apply to them than noninitial syllables;
consequently the nature of the noninitial syllable in Korean is more restricted than
the initial syllable. This type of situation occurs cross-linguistically. Bosch (1991)
shows that an accented syllable bears more information than unaccented syllables
cross-linguistically. For instance, an accented syllable may license a feature
whereas an unaccented syllable may not. Since noninitial syllables are unaccented
in Korean, they may bear fewer phonological features than the initial syllable in
Korean.

One can take this observation for Korean and apply it to the case of high
vowel transparency in vowel harmony. Specifically, while the feature [-ATR] can
link to a high vowel and be phonetically realized in the accented initial syllable,
[-ATR] cannot be realized in unaccented noninitial syllables because the RTR/HI
condition only pertains to unaccented syllables. This is given in (16).

(16) RTR/HI condition holds only of unaccented syllables.

Sample derivations of pisil ~ pasil 'staggering’ and t'alkilak ~ t'alkilak 'rattling'
illustrating high vowel transparency are given in (17).



an
a. URs
[-ATR] [-ATR]
p }I" 8 l'; ) v Lll 1 k p T k
+FR +FR -HI -HI

h. [-ATR] Asseciation

[-ATR! [-ATR|
roM I TR vt w1k u I g ok
[ | ! !
+FR +F -H1 -HI

¢. [-ATR] Spread

{-ATR] [-ATR]
p w5 u | voop ik ‘u i u k
] | ! |
+FR +FR -HI -HI

J. (16} applies so that {-ATR! is not phonetically mterpreted on high vowels

2. PR
[paesii] {t'alkilak |

In the next subseciion the reason for why the high round vowel /w/ behaves
differently from other high vowels is considered with respect to its variable
realization of [-ATR] as was seen by the data in (4), (5), and (6).

3.3 RTR/Round condition and /u/ variation

The main difference between /w/ and A, i/ 1s that the former is rounded
whereas the latter is unrounded. Thus, we may presume that the F-element
[+round] would cause the differential behavior of the high round vowel and the
high unround vowels. As proposed in (13), [-ATR] and [+round] enhance each
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other. Consequently, round vowels tend to be [-ATR]. The enhancement relation
between [-ATR] and [+round] may influence the nature of inventories of some
languages. For example, in Igbo (Maddieson, 1984: 292) there is the [-ATR]
counterpart /o/ for the high round vowel /u/ but no [-ATR] counterpart /v for the
high unround vowel /i/, as shown in (18).

gy 1 u

Since high vowels tend to be [+ATR] (if +high then +ATR)), high vowels often do
not have [-ATR] counterparts. Nonetheless, there are languages like Igbo where
the high round vowels may have the [-ATR] counterpart but the high unround
vowels do not. This may be due to the Round/ATR condition (if +round then
-ATR} discussed in (13). Therefore, the asymmetry of some high vowels having a
[-ATR] counterpart while others do not might be due to the grounded condition
from the interaction of lip rounding and tongue root position.

One instance where the grounded condition from the interaction of lip
rounding and tongue root position governs phonological processes comes from the
various « - ¢ alternations in (4), (5), and (6). Because of the RTR/HI condition in
unaccented syllables, high vowels receiving [-ATR] in unaccented syllables cannot
be phonetically interpretable as their [-ATR] counterparts. While the data in (4)
follows from this in that /u/ receiving [-ATR] in unaccented syllables is realized as
[u], the data in (5) and {6) do not. Namely, if the high vowel is /u/, it is possible
for the fu/ that received [-ATR] to be realized as its [-ATR] counterpart [o] in an
unaccented syllable. The i - o alternation in this case is caused by the sympathetic
relation between [-ATR] and [+round]. Namely, [-ATR]} is phonetically
interpretahle because it spreads to [+round] by means of the RTR/Round condition.
Thus, (16) should be revised to include this 1 - o alternation as in (19).

(19) RTR/HI and/or RTR/Round conditions hold of unaccented syllables.

Given this, fu/ variation where /u/ is realized as [u], [o], or both can be
accounted for. /w/ surfaces as [u] in (4) because the RTR/HI condition applies, /u/
surfaces as [0] in (5) because the RTR/Round condition applies, and /u/ surfaces as
either [u] or [o] in (6) because both the RTR/HI and RTR/Round conditions apply.
The sample derivations for cumullak ~ comullak ‘kneading', alluk ~ allok
‘motled’, parup ~ patup, parop 'struggling' are given in (20).
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a. URs

[-ATR]

cu m pllpy k
I ! |
+RD +RD -HI

b. [-ATR] Association

[-ATR]

cI.'irn pllp k
i I !

+RD  +RD HI

¢. [-ATR] Sprcad

[-ATR]

cpum ullu k

+RD +RD  -HI

{19
RTR/HI
e. PRs
[comullak]

[-ATR] [-ATR]

pllup k pH U Hop

I ! I |

HI +RD -HI  +RD
[-ATR] [-ATR]

pll g k PRt U oD

I ! I !

-HI  +RD -HI  +RD
[-ATR] [-ATR]

pltop ok pH ot oy

I ] | I

-HI  +RD -Hl  +RD

d.

RTR/Round RTR/HI and RTR/Round
[allok] [pawug] [patop]

The variation of /u/ results from the interactions of the RTR/HI and
RTR/Round conditions. If the RTR/HI condition controls the determination of the
output, /u/ remains as [u] because it does not have [-high]. If the RTR/Round
condition applies. /u/ becomes [o] because it has [+round] which is also eligible 10
cooccur with [-ATR]. If both conditons are selected, both outputs [u] and [o] are

possible.
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4 Summary

It has been shown that high vowel transparency in Korean vowel harmony
results from the RTR/HI condition so that the harmonic feature [-ATR] is not
realized on noninitial high vowels. In order to account for /u/ variation in which A/
shows transparency in some cases but not in others, an additional RTR/Round
condition has been proposed. Since the RTR/Round condition might be motivated
in terms of phonetics and does play an important role in Korean phonology, it is
suggesied that it is a legitimate grounded condition. The vowel /u/ shows variation
with respect 10 transparency because sometimes the RTR/HI condition constrains
the output, sometimes the RTR/Round condition governs the output, and in cases
like (6) where 7u/ can be realized as either [u] or [o], it is optional as to which
condition constrains the output.
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A Configurational Pronominal Argument Language!
Henry Davis, UBC
1. Introduction

This paper is concerned with the parameter or parameters responsible for the characteristic
properties of so-called radical head-marking languages. The title of the paper, incidentatly,
1s something of a misnomer. According to most proponents of the pronominal argument
hypothesis, there is at some level of analysis a configurational structure even in the most
radical of radical head-marking languages; the main issue, rather, is whether there is at any
level of analysis a "non-configurational” structure where arguments and adjuncts are
structurally parallel.

The Salish languages of the Pacific Northwest exemplify the typological traits
associated with head-marking, and have been cited in support of what has become known
as the "neo-Jelinekian hypothesis" (Jelinek 1984, 1993, Baker 1991, 1993). The core of
this hypothesis is that there is a single "macro-parameter” responsible for a cluster of
superficially divergent syntactic properties. Though there is disagreement as to exactly what
form this parameter might take, the basic idea is that "pronominal” agreement morphology
on the head satisfies at least some of the requirements met in non-head-marking languages
by argument NPs. The most important corollary of the paramneter is that overt arguments
cannot occupy argument positions, due to uniqueness requirements on theta assignment
(Jelinek) or Case-assignment (Baker); instead, they must be generated as adjuncts, linked
to pronominal arguments by coindexing mechanisms,

The main part of this paper will involve an examination of the predictions made by
pronominal argument parameters for St'dt'imcets (Lillooet), a language which belongs to
the Northern Interior branch of the Salish family. It will be shown that while St'dt'imcets
shows all the superficial traits of a pronominal argument language, binding, extraction, and
quantification all show that it cannot be treated as such underlyingly.

At the end of the paper we will briefly examine the implications of these findings
for the macro-parametric reatment of radical head-marking languages. It will be argued on
learnability grounds that as currently conceived, a macro-parameter cannot account for the
observed variation. An alternative parametric model will be tentatively outlined, based on a
dynamic view of parameters as vectors rather than states.

. Pronominal Argument Parameters

In this section, we will briefly outline the pronominal argument parameter as first conceived
by Jelinek (1984), and subsequently modified by Baker (1991, 1993) and Jelinek (1989,
1993, in press).

The most salient characteristic of head-marking languages is the obligatory
morphological registration, in the form of agreement markers, of argument NPs on the

11 would like to thank my SUal'imcets consultants, Rose Whitley. Gertrude Ned. & Beverly Frank for their
time. patience. and dedication to their language. as well as Dwight Gardiner and particularly Lisa
Matthewson, with whom much of the fieldwork reported here was conducted. Support was provided by
SSHRCC grant # 410-19-1629 1 Patricia Shaw. Abbreviations in glosses are as follows: tr = transitive
marker, s = singular. pl = plural. su = subject marker, abs = absolutive marker, erg = ergative marker, det =
delerminer, sbj = subjunctive mood, topo = topical object marker, nom = nominalizer, po = possessive, pas
= passive, refl = reflexive . recip = reciprocal.
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predicates which select them. As a direct corollary, overt nominals are strictly optional, and
in some head-marking languages, quite restricted in occurrence.? There is a fairly long
tradition (especially within Amerindian linguistics: see Mithun (1986) and references on
Iroquoian, Van Valin (1985) on Siouan, for example) of interpreting these facts to mean
that head-marking languages somehow satisfy the selectional requirements of predicates
morphologically, rather than syntactically. In Jelinek (1984}, this intuition is developed
within GB theory as a parameter governing theta assignment: in "pronominal argument” as
opposed to "lexical argument” languages, theta roles are assigned to agreement morphemes
and not independent nominals. In other words, the agreement markers are the arguments,
with overt nominals being adjuncts, thus optional, freely ordered with respect to one
another, and (since agreement markers are pronominal) invariably definite in interpretation.

Later versions of Jelinek's pronominal argument hypothesis (¢.g., Jelinek 1993, in
press) relax this definiteness requirement to exclude absolutive DPs, which are taken to be
"adjoined clauses"”, as opposed to ergatives, which are “adjoined topics”. The core of the
analysis, however, rernains: all DPs are clauses in adjunct positions, and all subordinate
clauses are DPs.

Baker (1991, 1993) develops a different line of inquiry, though with many of the
same consequences. Unwilling to permit radical parametric variation in theta assignment,
due to a commitment to the Uniformity of Theta Assignment Hypothesis in its rigid form
(i.e., the view that thematic properties of predicates are projected into the syntax in an
identical fashion cross-linguistically), Baker (1991) opts for a parametrization of Case
assignment, the basic idea being that in head-marking languages agreement morphology
absorbs Case, which is then unavailable to licence lexical NPs in argument positions,
which in turn fall foul of the Case Filter.3 It follows that only non-Case-marked elements
may occupy argument positions; these include clauses and null NPs, including traces and
the empty pronominal pro. Baker gives a series of elegant arguments from Mohawk in
support of these claims, showing on the basis of extraction and binding asymmetries that
clauses are indeed in argument positions, as are WH-traces (variables), whilst lexical NPs
are in adjunct positions.

Baker (1993) further expands and generalizes his earlier paper, introducing a
“macro-parameter”, the "polysynthesis parameter”, which unites the pronominal argument
hypothesis together with the head-movement analysis of noun-incorporation introduced in
Baker (1988) into a generalized head-marking parameter. The central principle of the
parameter is given below:

(1) The Morphological Visibility Condition (MVC)
A phrase X is visible for Theta-Role assignment fron a head Y only via:
{i) an agreement relation, or
(i) a movement relationship

However, as Baker himsel!f points out, the MVC stll effectively includes two parameters,
corresponding to (i) and (ii); Salish languages, which do noi have syntacrically active

2 Within the Salish family, it has been claimed that Lushootsezd (and possibly other Central Coast
languages) allow only a single lexical argument per clause. Jelinek (1993a) offers this as an explanation for
the "one nominal interpretation” generalization of Gerdts (1989),

3 In fact, Baker employs a bipanite Case filter: one part of it satisfies the Argument Visibility Criterion at
LF (which specifies that an argument must be Case-visible to receive a Theta-role); the other half is a PF
condition on Spell-out. It is the latter which accounts for the adjunctual status of lexical arguments in
Mohawk.
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incorporation mechanisms, fall only under (i), which is essentially another version of the
pronominal argument hypothesis.?

Jelinek's and Baker's versions of the pronominal argument hypothesis generate a
number of partially overlapping predictions. The main ones are listed below; unless
otherwise stated, they refer to both versions of the hypothesis.

(2) Pronominal argument languages should show (ceteris paribus)

@) No difference in word order between adjunct and argument DPs.

(i) Obligatory pronominal affixes.

(iii)  Optional overt DP arguments.

(iv)  No overt NP-anaphors.

W) No infinitivals.

(vi)  Standard adjunct-argument asymmetries in WH-extraction out of clauses, but not
out of NPs ( Baker).

(vii))  No condition C binding effects within clauses.

(viii) No WH in situ.

(ix)  No non-referential NPs (Baker); no Determiner-type quantification (Jelinek).

(x) No Weak Crossover effects.

In the next sections, we will be applying these diagnostics to St'dt'imcets; their relevance to
the pronominal argument parameter will be explained as we work through them.

ITI. St'dt'imcets and Pronominal Argument Parameters.

(i) First of all, we turn to the question of word order. Lexical NPs in Pronominal argument
languages are expected to show the same word order restrictions as adjuncts, since the two
are identical; however, it is known that in at least some radical head-marking languages
(e.g., Navaho; see Jelinek 1989, Speas 1990, 1993), overt argument NPs are rigidly
ordered with respect to one another, forcing Jelinek, for example, to find auxiliary ordering
principles to explain the apparent anomaly. Even Mohawk, which according to Baker does
freely order argument NPs, has relatively rigid (preverbal) ordering for adjuncts, again
calling into question the validity of word order as a diagnostic for pronominal argument
status. The possibility of scrambling in lexical argument languages (see Mahajian 1990,
Saito 1985, Webelhuth 1989) further confuses the issue. It is thus unclear what word order
has to say about pronominal argument status.

For what it is worth, however, and because free word order is still routinely
presented as evidence for a pronominal argument language (e.g., by Baker 1993), we

4 There may be a more intrinsic connection between the two halves of the Polysynthesis Parameter, if
clause (i) of the MVC is in fact a prerequisite for clause (ii). In that case, we would not expect to find a
language with syntactically active noun incorporation but no pronominal argument morphology; and Baker
does indeed make this claim. Salish languages clearly do not have the required type of noun incorporation;
though they possess a large number of "lexical suffixes”, mostly denoting body parts, incorporation is non-
productive, incorporated elements are non-referential, and lexical suffixes cannot be used as independent
nominals. The question then arises as to whether the MVC should be applied disjunctively or
conjunctively. If it is applied disjunctively, then it is equivalent to another version of the pronominal
argument hypothesis. If, on the other hand. it is applied conjunctively, then its range will be considerably
diminished: Salish languages. for example will fall outside of the parameter altogether, and their head-
marking properties will remain unconnected to those of, say, Mohawk or Nahuatl. In effect, Baker's
"macro-parameter” will have micro-application.



present the St'dt'imcets facts here. (For a more complete account of word order in Northern
Interior Salish, see Gardiner, Davis, Matthewson 1993). St'dt'imcets, like most Salish
languages, is fairly rigidly head initial. > However, post-predicate word order of adjunct
and argument is free, as shown below. (The VOSA word order in (3a) is unmarked in
elicitation, but by no means preponderant in naturalistic language samples; texts, for
example, are more likely to contain VSOA orderings:

3(a) E€q¥anad 1 54¥81a ta EKYUKYmi7ta ?indtxVed
Ts'dgw-an'-as i sq'wél-ata sk'ik’'wmi7t-a i-ndtcw-as.
cat-tr-3s.erg  pl.det berry-det det child-det when-day-3s.sbj.su
“The child ate the berries yesterday.” ¢

(b) Ts'agwan'as i sq'wéla indtcwas ta sk'dk’'wmi7a.
{c) Ts'dgwan'as indtcwas i sq'wéla ta sk'dk'wmi7ta
(d) Ts'4gwan'as indtcwas ta sk'dk'wmi7ta i sq'wéla.
{¢) Tsdqwan'as ta skik'wmi7ta indtcwas i sq'wela.
(f) Ts'dqwan'as ta sk'dk'wmi7ta i sq'wéla indtewas.

All of (3a-f) are perfectly grammatical, though it is worth noting that the preferred option in
all Salish languages is to have only a single lexical nominal per clause (see footnote 2); this
is due to the discourse principles which associate overt nominals with new information, as
opposed to pronominals, which keep track of old informarion; see Matthewson (1993} for
an account of discourse tracking in St'dt'imcets.

order to qualify as a pronominal argument language. it is clear that a head-marking
language must show obligatory (pronominal) agreement, and that lexical NPs must be
optional. Both criteria are met in St'dt'iincets, as shown in (4) through (6}

4a) 7{den

ithen
eat (intr)
"S/he awe."

by X¥?az k¥onSwé zwétan +?{danas

swTlaoz kw(e)-n-s-wa zwit-en 1h-7ilhen-as.
not det-1s.po-nom-asp know-tr  if-eat-3s.5bj su
"I don't know if s/he ate.”

5 In fact. SVO order, which is common in the other Northern Interior languages (see Gardiner, Matthewson
& Davis 1993). is possible for some St'4t'imcets speakers. This appears, however, t0 be an innovation,
triggered by extensive contact with Secwépmec (Shuswap) speakers; generally, the rigid predicate-initial
order characteristic of Coast Salish is retained.

8 Examples are presented both in the standard North West Coast phonemic script (in boldface) and in the
practical orthography developed for the St'at'imc by Jan van Eijk (see van Eijk 1981). When a group of
minimally contrasting examples is given, the phonemic script is used only for the first exemplar. Use of
the practical orthography is designed to encourage Stat'imcets speakers to read and understand linguistic
literature on their language.
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© X¥?az k¥ef ?f{4ens

cw7aozkw-s  ilhen-s
not det-nom eat-3s.po
“Sthe didn't eat.”

5.(2) ¢8q¥eh
Ts'dqw-an’
eat-tr
"Eat it." (imperative only)

(b) *¢€q¥eh 1 ¥3¥E1e ta ¥EKYIKYmi7ta
*Ts'dgwan’ i sq'wéla ta sk'ik'wmiTta.

6. téq¥ahad
Ts'dqgw-an’'-as.
eat-tr-(3abs)-3s.erg
"S/he ate it."

As (da) shows, intransitive predicates in main clauses may appear with no overt agreement
morphology; however, these forms are interpreted as containing a definite third person
pronominal, which, moreover must be present overtly in both subjunctive and nominalized
subordinate clauses, as shown in 4(b) and 4(c). The readiest (and generally accepted)
explanation for this is that forms such as that in 4(a) contain a zero 3-absolutive agreement
marker, in which case they conform to the pronominal argument pastern exhibited
everywhere else in the language. Moreover, in transitive clauses with a third person
subject, as shown in (5), a 3-ergative agreement marker is invariably obligatory, as
opposed to lexical NPs, which are always optional, as shown in (4}, (52) and (6). Thus,
morphologically, at least, St'dt'imcets shows a pronominal argument profile.

(iv) As pointed out by Baker (1993), pronominal argument languages should lack lexical
anaphors, which must according to Principle A of the binding theory be A-bound in their
governing category. Since pronominal arguments are by definition non-anaphoric (being
pronouns, they are subject to Principle B of the binding theory, and therefore must not be
bound in their governing category), there is no way to reconcile the conflicting demands
made by the two principles; hence, no lexical anaphors should be possible. This prediction
is met in St'dt'imcets, which makes use of detransitivizing suffixes, just like Mohawk, in
deriving reflexive and reciprocal forms:

7. plan zéq¥an&ut(*a$)
Plan  zigw-an-tsut(*as).
already die-tr-refi-(*3s.erg)
"He killed himself."
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8. nuk¥Y?antwéiwit
Nuk'w7-an-twal'-wit
help-tr-recip-3pl.abs

"They helped each other.”

(b) *nuk¥?antwdl'itas
*Nuk'w7-an-twil-itas
help-tr-recip-3pl.erg

As shown in (7) and (8b), wransitive agreement morphology is incompatible with reflexives
and reciprocals. St'dt'imcets thus conforms to the pronominal argument pattern.

(v) Next, consider the putative existence of infinitival constructions in pronominal
argument languages. If the defining characteristic of such languages is obligatory
agreement morphology, and the defining characteristic of infinitives is their lack of it, it will
follow straightforwardly that infinitives will be impossible.? This appears to be the case in
Stit'imcets:

9. Xékmifdkan k¥E Euwn*(4%) ta méwa ta Imidala

x4dt-min-thkan kw-s  tsuw'-n-4s ta mdw-a ta smulhats-a.
want-tr-1s.su  det-nom kick-tr-3erg det cat-det det woman-det
"I want the woman to kick the cat.’

10. x¥?az k¥ ?éma kY4*(Su) q¥ez{Ix 1ta még?a dwé?as

cw7doz kw-s  dma kw-§-su q'wezilc I-ta mdq7a lh-wid7-as
not  det-nom good det-asp-2s.po dance in-det snow if-asp-3sbj.su
Xo¢

xelh

cold

"It's not good to dance in the snow when it's cold.”

11. ?€1kEtkan 1ta lapxéitna nidt te*(n)¥wé &z'en ta &qé¥?a

dlkst-kan  l-ta lep'cdlien-a nilh t-(e)n-s-wi dz-en .
work-1s.su in-det garden-det so det-Is.po-nom-asp pay-tr
ta ts'qdx7-a

det horse-det
"I worked in the garden to pay for a horse.”

As (9-11) show, the St'dtimcets equivalents of infinitival clauses in English all contain
obligatory subject marking, as would be expected if St'dtimcets was a pronominal
argument language.

7 Obviously, this definition will exclude agreement-inflected infinitivals in Janguages like Portugese: these
could indeed exist in pronominal argument languages. Thanks to Emmon Bach for pointing this out.
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(vi) We now turn to a particular prediction of Baker's Case-based version of the
pronominal argument hypothesis. Since non-NP clauses need not receive Case, it should
follow that they may stay in argument position even in pronominal argumnent languages.
This leads to the prediction that extraction from clauses in pronominal argument languages
should show the same range of island effects as in lexical argument languages. Jelinek's
theta-based pronominal argument hypothesis predicts on the contrary that all extraction
from clauses should be impossible, because clauses, like other DPs, are in adjunct rather
than argument positions, and thus should be subject to some version of the Constraint on
Extraction Domains (see Huang 1981).

The St'4timcets facts support Baker's version of the hypothesis. To start with,
long-range WH-movement is indeed possible out of complement clauses, This is shown
in (12):

12.(a) Sut kY& Mary k¥¥ 78¢Yened k¥ John ta ¥k{xze?fa

tsut kw- s Mary  kw-s  dts'x-en-as kw-s  Johnta skicza7-s-a
say det-nom Mary det-nom see-tr-3erg det-nom John det mother-3s.po-det
"Mary said John saw her mother.”

(b) §wat ku Eut k¥ Mary k¥§ ?d2¢yenad te ¥kixze?%e
swat ku tsutkw-s  Mary kw-s  4ts'x-en-as ta skicza7-s-a?
who det say det-nom Mary det-nom see-tr-3erg det mother-3s.po-det
"Who did Mary say saw her mother 7"

This extraction is sensitive 1o the usual range of island effects, including the Complex NP
Constraint (13), the Adjunct-island Condition (14), the WH-island Condition (15), and the
Inner-island (Negative island) Condition (16):

13. (a) pzéndkan te $qéyx¥e te maySasntdélihe ti nkdha
pzdn-lhkan ta sgdycw-ata mays-en-tdli-hati n-kdo-ha.
meet(tr)-1s.su det man-det det fix-tr-topo-det det 1s.po-det
"I met the man who fixed my car.”

(b) *$tarth ku pzénikex¥ ta ¥qéyx¥e ta mayfentélihe
*stam' ku pzé-n-acw  ta sgdycw-ata mays-en-tdli-ha 7
what det meet-tr-2s.su det man-det det fix-wr-topo-det
*"What did you meet the man that fixed 7"

14. (a) Q¥ a&é&kaxY tu? nid Scumqdédhen ti SndkYwa?Swa

qwatsdts-kacw w7 nilh s-ts'um'qs-dn-an i snik’'wa7-sw-a.
leave-2s.su  pst so nom-kiss-ir-1s.su det friend-2s.po-det
"You left because I kissed your friend.”

8 Recall that WH-wraces are licensed in argument positions in Baker's version of the Pronominal Argument
Hypothesis (since they escape the PF Case-filter). For Jelinek, on the other hand, long-range WH-
movement should be simply impossible, contrary to the facts.
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) *Swat ku qveld&axY tu? nit SRurhq¥éhan

*swat ku gwatsdts-acw tu7 nilh s-ts'um'gs-dn'-an ?
who det leave-2s.su  pst so nom-kiss-tr-1s.su
*"Who did you leave because I kissed ?"

15.(a) $8wandtkan $Bill nka? 4?&¢yxaned $John ta $am?émsa
sdw-en-lhkan s-Bill nka7 1h-74ts'x-en-as s-John i sem74dm-s-a
ask-tr-1s.su nom-Bill where hyp-see-tr-3erg nom-John det wife-3s.po-det
"I asked Bill where John saw his wife."

) *$wat ku Eédwenax¥ EBi1l nka? 4?48¢xenad ¥John

*swat ku sdw-en-acw s-Bill nka7 lh-7dts'x-en-as s-John ?
who det ask-tr-2s.su nom-B where hyp-see-tr-3s.erg nom-]
*"Who did you ask where John saw 7"

16.(a) $wat ku Edtkax¥ k¥E x¥?az kY% d¢Yened ta Sqéyxve

swat ku tsit-kacw kw-s  cw7aoz kw-s  dts'x-en-as ta sqaycw-a ?
who det say-2s.su det-nom not det-nom see-tr-3s.erg det man-dett
"Who did you say didn't see the man ?"

(b) nka? +Edtax¥ k¥S x¥7ay k¥E &&yened ta $qdyxva
nka lh-tsit-acw  kw-s  cw7ay kw-s  dts'x-en-as  ta sqdycw-a
where hyp-say-2s.su det-nomnot  det-nom see-tr-3s.erg det man-det

"Where did you say s/he didn't see the man ?"
(downstairs reading impossible for "where")

(14) and (16) are particularly relevant, in that they show an adjunct-argument asymmetry
predicted to exist in Baker's but not in Jelinek's model.

(vii) We now turn to binding. As discussed in (iv) above, lexical anaphors are incompatible
with the pronominal argument hypothesis, rendering Condition A irrelevant.9 As for
Condition B, it generally makes the same predictions for coreference in a pronominal
argument language as in a lexical argument language with pro-drop.!0 This leaves
Conditdon C, which requires that R-expressions in A-position be disjoint in reference from
any c-commanding element. Since by hypothesis R-expressions in pronominal argument
languages are not in A-position, we should expect to find no Condition C effects in such
languages. Again, the Baker and Jelinek proposals make different predictions here. Since
there is no clausal-nominal distinction in Jelinek's model, she predicts that Conditdon C
effects should be systematically absent. On the other hand. in Baker's version we expect to
find Condition C effects into complement clauses and with WH-traces (true variables),

9 NP traces seem to be systematically absent in head-marking languages. which follows straightforwardly
from the unavailability of any A-position for Case-assignment. and thus the impossibility of A-chains.
10 Independent pronouns in Salish languages are predicative, and when nominalized act like names (R~
expressions) rather than pronouns.
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since both are in A-positions, but not with possessives or relative clauses, which are
constituents of norminals in adjunct positions.

Neither version accounts for the facts in St'dt'imcets. In order to show this,
however, it will be necessary to briefly digress to discuss the structure of St'at'imeets DPs.
As shown in (17), possessors are obligatorily marked on the head. Lexical possessor DPs
can occur on either side of the head in singly possessed structures, but the examples of
multiple possession in (18) demonstrate that the basic order is head-initial, with the head-
final order presumably derived by scrambling. Imporantly, as shown in (19), possessor
and head form a constituent which cannot be discontinuous.

17. (@ to ¥kfxza?¥a $-John

ta skicza7-s-a  s-John
det mother-3s.po nom-John
"John's mother.”

(b) slohn ta skicza7sa
"John's mother.”

18.(a) ta Skfxze?8a ta Endk¥ea?8a SJohn

ta skicza7-s-a ta snik'wa7-s-a  sJohn
det mother-3s.po-det det friend-3s.po-det nom-John
"John's friend's mother.” (*John's mother's friend.)

(b)) ta snik'wa7-s-a ta skicza7-s-a sJohn
"John's mother's friend.” (*John's friend's mother.)

19. 7é¢yens¥ te ¥kfxze?%a ¥-John §-Bi1l ts ¥ndk¥e?¥a

ats'x-en-as ta skicza7-s-a s-John s-Bill  tasndk'wa7-s-a.
see-tr-3s.erg det mother-3s.po-det nom-John nom-Bill det friend-3s.po-det
"Bill's friend saw John's mother./John's mother saw Bill's friend.”

(Only interpretations).

Significantly, (19) cannot mean something like "John saw Bill's mother's friend" or "Bill
saw John's friend's mother”, indicating that an argument of the main predicate may not
interrupt a possessive DP.

Now we are in a position to examine binding of possessors, as exemplified in (20)
below:

20. (a) §¢¥enad ¥-John te ¥kfxze?%s ts Endk¥e?¥e

4ts'x-en-as  s-John ta skicza7-s-a ta snik'wa7-s-a.

see-tr-3s.erg nom-John det mother-3s.po-det det friend-3s.po-det
"John saw his friend's mother.”

"John's mother saw her friend.”

"John's mother saw his friend.”

"His friend's mother saw John."

"Her friend saw John's mother."”

"His friend saw John's mother.”
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{b) 4ts'xenas ta skicza7sa ta sniik'wa7sa sJohn.
(same range of meanings)

(c) dts'xenas ta skicza7sa sJohn ta sniik'wa7sa
*" John saw his friend's mother.”
(= *He saw the friend of John's mother)

(NB: bold-face signals coreference)

In the (a) and (b) examples, the nominal "sfohn" can either be part of the possessive NP
{as possessor) or the rnain clause (as either subject or object; see (i) above on post-
predicative word order). In (c), on the other hand, "sJohn" must be part of the possessive
DP (since St'dt'imcets does not allow a discontinuous DP). This means that the only way
that the impossible interpretation could be excluded would be via Condition C, as indicated
in the parenthesized gloss: but this means in turn that Condition C must be operating into
possessives in St'atimcets, which means that possessive DPs must be in argument
positions, contrary to the predictions of the pronominal argument hypothesis.

A second, similar argument is provided by coordination. The nominal "sMary” in
(22) and (23) below must be a possessor rather than an argument of the main clause,
because, just as with multiple possessives, a coordinate DP cannot be discontinuous. This
is shown in (21). But if so, the only way to rule out the impossible interpretations is once
again via Condition C. Note that in fact St'4t'imcets is more restricted in binding
possibilities than English (the English equivalent of (23) is grammatical).

21.  Euwné¥ ¥John mdte? ¥Mery $BIIIL.

tsuw'-n-ds  s-John mita7 s-Mary  s-Bill
kick-tr-3s.erg nom-John and nom-Mary nom-Bill
“Bill kicked Mary and John.” (Only interpretation).

22.  Euwné$ SJohn mita? ¥Mary ta géqleksda
suw'-n-ds  s-John  mita7 s-Mary ta qéqisek-s-a
kick-tr-3s.erg nom-John and nom-Mary det older.brother-3s.po-det
"His brother kicked John and Mary."
"Her brother kicked John and Mary.”
** Mary kicked John and her brother.”
(= *She kicked John and Mary's brother)

23, €uwnfte$ ¥John milta? ¥Mary ta qéqeksa

tsuw'-n-ftas  s-John mida? s-Mary @ qéqisek-s-a
kick-tr-3pl.erg nom-John and nom-Mary det older brother-3s.po-det
" Mary & John kicked his brother.”
" Mary & John kicked her brother.”
*"John & Mary's brother kicked her.”

The ungrammaticality of the last reading of (23), however, falls out from a separate
condition, the "one nominal interpretation” generalization, which forces a single overt
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nominal to be interpreted as absolutive rather than ergative. Thus in (24) below, the overt
norninal must be interpreted as object rather than subject:

(4) ?6exensd ti $qéyxe
dts’x-en-as ti  sgdycw-a
see-tr-3erg det man-det
S/he saw the man/ *The man saw him/her

This condition characterizes both coastal and interior Salish languages; see Gerdts {(1989)
for discussion.

Once one-nominal effects are factored out, the possessor binding evidence
indicates that St'dt'imeets is showing Condition C effects much like those of English, and
quite unlike those reported for Mohawk or predicted by either Baker or Jelinek.

(vi) Next, we tum to WH in situ, which according to Baker (1993) should simply be
impossible in a pronominal argument language. This is because non-referential elements
(including WH-phrases, other quantifiers, and idiom chunks) cannot form chains with
empty pronominals in argument position (see Cinque 1990), and cannot themselves
occupy argument positions, because of Case requirements. Thus the only licit WH-
construction in Mohawk contains aWH phrase in COMP, from where it can license a
variable in argument position; WH in situ is impossible. As mentioned above, Jelinek's
position is more extreme; she states that there is simply no WH-movement in Straits Salish,
which presumably means that not even WH-traces are licensed in argument positions.

This is not the case, however, in St'dtimcets, as shown below:

25.(a) Swet ku ?adyentéli ku $tam

swat ku ats'x-en-tdli ku stam'?
who det see-tr-topo  det what
"Who saw what 7"

(Distributive reading preferred).

(b) *stam’ku dts'xenas ku swat ?
"What did who see 7"

(26) shows not only Wh in situ, but a conventional Superiority effect (subject-object
asymmetry) in the contrast between the (a) and (b) examples.!! Once again, St'dt'imcets is
not showing pronominal argument behaviour.

(ix) The same reasoning which leads Baker to outlaw WH in situ in pronominal argument
languages precludes the existence of quantifiers in argument positions. (Since they are non-
referential, they can neither directly occupy argument positions nor form a chain with pro.)
It is predicted, then, that only adverbial "unselective” guantification should be possible.
(For the latter notion see Heim 1982). One direct consequence of this is that intra-clausal
scope interactions between quantifiers should be largely absent, since the quantifiers

11 wH-phrases in St'4t'imcets and other Salish languages, like those in Japanese and Chinese, have no
quantificational force of their own, and act as indefinites in the scope of affective operators. Examples like
(26) are thus ambiguous between a multiple WH interpretation and an indefinite interpretation; the latier
will mean something like "Who saw anything ?” The superiority contrast in {26), however, is unaffected by
this ambiguity. See Davis, Gardiner, & Mattewson {1993) for details.
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(adverbials adjoined to IP) will all be in each other’s scope. Another is that universal
quantifiers, for example, should be unable to range over singular NPs: they will resemble
English "all” as in "all men" rather than "every” as in "every man".

Jelinek's theory of pronominal arguments works slightly differently, but makes
more or less the same predictions. For, her, the relevant distinction is D{eterminer)-
quantification versus A(dverbial)-quantification. The former, she claims, is a property of
NPs in argument position; since DPs in Straits Salish are all in non-argument position, only
A-type quantification is permitted. The consequences are the same as in Baker's model: no
quantifier interaction, and no non-WH variables in A-positions.

While I am not yet in a position to offer a detailed analysis of quantification in
Stt'imceets, it does appear that at least one quantifier, "z{7zeg'w", meaning "each”, is
inherently distributive and can range over singular NPs, as shown in (26) below:

(26) K¥éntkan k¥u mulx 41ti zfzetVa ZKYUKYmi~?t

kwé-n-lhkan ku mulc th-1-d z{7zeg'w-a sk'ik'wmi7t.
take-tr-1s.su det stick from-at-deteach-det  child
"I 100k a stick from each child.”

Crucially, the determiner "ti...a" is singular in (26); the quantifier "zi7zeg'w"” is therefore
acting like a "true” (D-type) quantifier. (Though actually here it is an "adjectival™ modifier
of the head "sk'dk'wmi7t", rather than a determiner, it 1s still definitely part of the DP).
This appears to contradict the predictions of Baker and Jelinek for a pronominal argument
language.

(x) Finally, we turn to weak crossover (WCQO). WCO viclations occur when a (non-
resumptive) pronominal is directly bound by a quantificational element, without a mediating
variable (trace) in A-position. (For details see e.g. Reinhart 1987). The prediction of the
pronominal argument hypothesis is in fact that all bound pronouns should be
ungrammatical, because (at least in the well-known possessive and relative clause cases)
the adjunct DP containing the pronoun will not be c-commanded by any variable in
argument position. Baker (1991) shows that in fact there are no WCO violations in
Mohawk; he rescues the pronominal argument hypothesis by constructing a parasitic gap
analysis for the relevant examples. What kind of WCO facts would then constitute
counterevidence to the pronominal argument hypothesis ? The answer is: one in which an
asymmetry appears between subject and object; this would be inexplicable if lexical DPs
were not in argument positions.

Such an asymmetry does indeed characterize St'dt'imcets, though its effects are
subtler than in English. In a normal WH-question with two third person arguments, an
object interpretation is strongly favoured for the WH-word, as shown in (27a); a subject
interpretation is generally signalled by the use of a special “topical object” marker on the
predicate (see Davis, Gardiner & Matthewson 1993, Matthewson 1993), as shown in
(27b):

27.@) $wat ku XYi$4% sdohn

swat ku xwi-s-4s s-John 7
who det like-tr-3s.erg nom-J
"Who does John like 7" (strongly favoured interpretation)
"Who likes John 7
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b Swat ku 1¥1¥té11 sJohn

swat ku xwi-s-tdli s-John?
who det like-tr-topo nom-John
“Who likes John ?" (only interpretation)

However, when a potential WCO configuration arises, the interpretation of the WH-phrase
switches; now a subject interpretation is strongly favoured, as shown in 28(a). In order to
WH-question the object, passive is employed, as in 28(b), while the use of the topical
obiect marker leads to a disjoint reference interpretation, as shown in 28(c):

28.(a) Swet ku Xi%dE ku Zkfxze?$
swat ku xwi-s-4s ku skicza7-s 7

who det like-tr-3s.erg det mother-3s.po
"Who loves her mother ?” (only interpretation)

®) wet ku X¥i$tdm  ku ¥kfxze?¥

swat ku xwi-s-wim ku skicza7-s ?
who det like-tr-pas  det mother-3s.po
"Who is loved by her mother 7"

) $wat ku X¥i¥té1i ku ¥kfxze?¥
swat ku  xwi-s-tdli  ku skicza7-s ?
who det like-tr-topo det mother-3s.po
"Who likes her mother ?" (disjoint reference only).

This would appear to constitute strong evidence for a subject-object asymmetry in WCO
configurations. and thus, once again, weigh against an analysis of St'dt'imcets as a
pronominal argument language.

IV. Consequences
In the last section, we reviewed a number of diagnostics for pronominal argument staws in

Stédtimcets. The results are presented below (with comparative data for English and
Mgohawk) :

(29) English Mohawk St'dt'imcets
() Free ordering of DPs No Yes Yes

(i) Obligatory pronominal affixes No Yes Yes

(iii)  Overt DPs optional No Yes Yes

(iv)  Overt NP-anaphors Yes No No

) Infinitivals Yes No No

(vi)  WH-extraction asymmetries Yes No Yes

(vii) Condition C effects in DP Yes No Yes
(viii) WHinsitu Yes No Yes

(ix)  D-type quantification Yes No Yes

(x) Weak Crossover effects Yes No Yes
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Clearly, Stdtimcets emerges as a "mixed"” language; it shares the first five diagnostic
properties with the pronominal argument language Mohawk, the second with the lexical
argument language English. This in itself (though hardly unusual from a typological
perspective) causes problems for an "all or nothing” parametrization. However, of greater
interest is the nature of the diagnostic split. The first five properties are all the ones for
which evidence is readily available from surface properties of the input, whereas the latier
five are "deep” properties unlikely to be encountered unless consciously elicited. In other
words, St'it'imcets is a lexical argument language disguised as a pronominal argurnent
language.

Now, consider the leamability issue this raises for a classical parametric account of
pronominal argumenthood. The child learning <vat'imcets will not be able to use the
available morphological and surface syntactic ¢+ Jdence to set the pronominal argument
parameter, because it is compatible with either setting. Instead, s/he will have to focus on
properties that are very unlikely to be in the primary linguistic data (PLD) at all (and of
course, the young child cannot elicit them). Ceteris paribus, then, St'dt'imcets should be
unlearnable.

Lack of space preclu.  a detailed analysis of the available solutons to this
paradox. However, there are really only three possible avenues of explanation:

(1) Change the relation betweein a parameter setting and the evidence which wriggers it. It
could be, for example. that while still available in the PLD, the relevant evidence for the
pronominal argument parameter had nothing to do with agreement marking. This appears
implausible, but is certainly not logically impossible.

(ii) Abandon the idea that there is a single parameter responsible for pronominal argument
behaviour. On this view, the correlation between properties (i-v) and properties (vi-x)
above is accidental in languages like Mohawk. This predicts the existence of the converse
of St'dt'imcets, a language in which the "deep” properties are those of Mohawk and the
surface properties those of English. To my knowledge, such a language does not exist.

(ii1) Change the way we look at parameters. For example, suppose we took a "dynamic”
view of parameter setting (as opposed to the static (instantaneous) model which is generally
adopted). According to such a view, the Mohawk-type pattern would represent the
culmination of a historical process of pronominal incorporation, whilst the isolating
English-type pattemn would represent precisely the reverse. In the former, pronouns would
be strictly affixal, in the latter, strictly lexical. St'dtimcets would lie in between. There are
two obvious advantages to this view. First, it allows us to understand "mixed” languages,
since it treats pronominal argumenthoood as a continuum rather than an off-on switch.
Second, it allows us to exarnine a parameter as a vector, with a particular direction: a
language can be moving towards an incorporating or an isolating system, and its
morphological properties will differ according to which direction it is going in. While space
precludes an in-depth examination of the difference between languages heading towards
pronominal argument status and thus moving away from it, even a cursory examination of
St'dtimcets shows arange of properties that seem to indicate it falls into the latter class.
These include (i) the remnants of a formerly more extensive noun incorporation system (ii)
pronominal paradigms that contain extensive suppletion, portmanteau morphology and
paradigm gaps, indicating morpho-phonological erosion of a formerly transparent system
(iii) the incipient development of a set of independent (clitic) pronormnals (derived from
deictics) (iv) the relaxation of constraints on the number and type of lexical arguments (v}
the loss of oblique marking on lexical arguments, and (vi) the development of SVO word
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order. A deuiled examination of these properties, however, must await further
investigation.

Ultimately, the choice between (i-iii) is of course an empirical one. In any case, the
problems raised by the existence of "mixed” languages like Stdrimcets for the classic
parametric model are clear, even if the solution is not.
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Modifying Affixes'
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0. Introduction

This paper explores the properties of prefixes in French verb formation
within a configurational theory of morphology (Di Sciutlo 1996, 1991, 1993) and
a spatio-temporal theory of event structure (Klipple 1991, 1992). We argue that
prefixes in French verb formation are adjuncts and that they provide aspectual
modification to the projection to which they adjoin. The corollaries of our
hypothesis are that i) the prefixes do not project an X’ structure; ii) they are not
category-changing; iii) they do not in general affect the argument structure of the
projection to which they are adjoined.

This paper is organized as follows. In the first section. the symtactic
properties of the prefixes are discussed. In the secor. section. two levels of
prefixes are distinguished, and the con'ribution of the prefixes to the event
structure denoted by the verbal projection 1s analysed The third section considers
their conceptual contribution.

1. Syntactic properties
1.1, Categorial features

The first question that we would like to consider is the categorial nature
of the prefixes in the verbal constructions in (1).

e a. apporter, gmporter, déporter. reporter
‘carty to’, ‘carry from’, ‘deport’, ‘carry back’
b, atterrir, enterrer, déterrer, appauvrir, embellir, reblanchir
‘to land’, *bury’, ‘unearth’, ‘impoverish’, "embellish’, ‘rebleach™

Two analyses are possible for the prefixes in verbal constructions, putting
aside the possibility of leaving the prefix unspecified for a lexical category. One
analysis, assumed in Lieber 1992, takes the prefix to be a verbal causative
marker. This approach is based on denominal and deadjectival verbs with en- and

' This study was supported in part by the Social Sciences and Homauities Research Council
of Canada (grant number 411-92-0012).

* We will not consider prefixes such as in- (impossible, intemporel) in French adjectival
constructions. We argued in Di Sciullo and Fremblay {1993) that these prefixes were adjuncts to
an adjectival projection. We restrict ourself here 1o prefixed verbal constructions.

* The glosses given are approximate; the reader should bear in mind that the French verb may
differ from the English verb, especially with respect to transitivity, possible PP complements, and
selectional restrictions. The meaning of the root is generally deducible in context from the gloss
of the prefixed verb.
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a-. as in (Ib) and (2a). in which the prefixed verb has a causative/inchoative
(change of state/location) interpretation, and there is usually no independent non-
prefixed verb which can be formed.

2) a. accrocher, *crocher; appauvrir, *pauvrir
‘hook’, *hook’; ‘impoverish’, *poverish’
b. porter, apporter; mener, amener
‘bring’, ‘bring t0"; ‘lead’, ‘lead t0’

The second analysis, which we adopt, focusses on the fact that in
structures such as (la) and (2b) the root verb and the prefixed verb are both
attested in the language. The verbal prefix is taken to be a prepositional element
which modifies an abstract verbal projection, which already has causative-
/inchoative properties®.

The first argument for this point is that the phonological shape of the
prefix is similar to French prepositions a, de, en on the one hand,’ and to the
Latin prepositions in, trans, 1e and gx on the other. Under the view that the prefix
is verbal. the phonological similarity between the prefix and the preposition would
be accidental.

The second argument is that the prefix sometimes licenses a spatial
(locationa!y PP complement to the verbal projection, as in (3).

3 Ils ont amené les livres & la bibliothéque.
‘They brought the books to the library.’

4) *IIs ont mené les livres 3 la bibliothéque.
‘They brought the books to the library.’

Without the presence of a prefix, certain PP complements cannot be licensed in
the domain of the verbal projection, as in (4). The expression of this relation
requires that both the prefix and the complement share their categorial features.
The third argument is that there exist many denominal and deadjectival
verbs which carry no prefix, and these all have a causative/inchoative semantics.
Thus, the presence of a prefix does not contribute the verbal properties. These
facts strongly suggest that the prefixes in verb formation are prepositional.

(5 beurrer ‘butter’, farcir ‘swff’, seller ‘saddle’, marteler *hammer’
(6) grandir ‘get big’, vieillir ‘grow old’, rougir ‘redden’, palir ‘get pale’

* A prepositional analysis of prefixes in English denominal verbs is argued for in Walinska
(1985).

En- and 2- also show a semantic resemblance to and the clitic en and the clitic y.
respectively, although the properties of clitics and prepositional prefixes are not isomorphic.



7

Thus, even though prefixed denominal and deadjectival verbs have no non-
prefixed verbal counterpart, the verbal features of the construction do not
originate in the prefix. A verbal analysis of the prefix does not cover the cases
where the prefix is not required in the verbal projection and does not capture the
relation between prepositions and prefixes in French.

1.2 Structural properties

We will now argue that prepositional prefixes are adjuncts to a verbal
projection. The prefixes exhibit adjunct-like properties and differ sharply from
suffixes.

Prepositional prefixes in French do not head the construction they are part
of, which is a verbal projection. In this respect they differ from category-
changing suffixes which determines the categorial features of their projection.
Thus, the prefixes in (1)} are not heads. They do not project an X' structure.
given that they do not take a complement, as it is the case for category-changing
suffixes (Di Sciullo 1993).

Instead, prepositional prefixes have adjunct-like properties. One property
of adjuncts, which differentiates them from arguments. is that adjuncts may co-
occur.® This is also the case for certain prefixes such as re- and dé-. but not a-
and en-, as in (7). Another property of adjuncts is their optionality; prefixes are
optional in some cases, though in denominal and deadjectival verbs they are
generally obligatory, as in (8). Another property of adjuncts is that they may
occur at the periphery of the projection. In French, a prepositicnal affix may
never precede a category-changing affix. and it may not follow it, as in (9).

(7 a. redéménager, réapporter, retransformer; reremetire, dédéfaire
‘remove’, rebring’. ‘retransform’; ‘put back again’, ‘unundo’
b.*aaménager, *enemporter, *transemporter,
‘arrange up up’, ‘encarry to’, transcarry to’
8 a. mener, emmener, lever, enlever
‘bring’, ‘bring along’, ‘lift’, ‘lift off"
b. coder, encoder; *terrer, enterrer; *bellir. embellir, *pauvrir, appauvrir
‘code’, ‘encode’; ‘earth’, ‘bury’; ‘beautiful’, ‘embellish’. ‘impoverish’
9) a.transportable, exportable
‘transportable’, ‘exportable’
b.*portinable. *portablex
‘portinable’, ‘portablex’

® The ability to be repeated is a property of syntactic adjuncis. which distinguishes them from
arguments (see Bresnan 1982, Klipple 1991).
(1) On Monday in Boston we had tea at 4 at the Ritz
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The fact that these affixes do not occur in the right periphery of the structure is
predictable since they are not heads of words (Williams 1981, Di Sciullo and
Williams 1987). Given that they occur at the left periphery of the structure and
thus precede the verbal complex. they must be adjuncts (Kayne 1993).

1.3 X/XP adjuncts

If prefixes are adjuncts to a verbal projection, there are reasons to
distinguish two adjunction sites. The fact that the prefixes re- and ¢é-, and not a-
and en-, must precede the other prefixes and may be iterated, suggests that these
prefixes have different adjunction sites. Moreover, that a prefix such as a- and en-
is generally required in denominal and deadjectival verbs, and not when the prefix
attaches to verbs, suggests that such prefixes are in different positions.

We will thus distinguish two basic adjunction sites for a prepositional
prefix. adjoined to either V or VP, and propose that prepositional prefixes give
rise to the adjunction structures in (10) at the interface between word structure
and the conceptual-intentional system, i.e. at Morphological Form (Di Sciullo
1993). A prepositional prefix may be adjoined to a full verbal projection, as in
{10a). which is the case for re- and in some cases dé-; or to a sub-part of the
verbal projection as in (10b). which is specific to a- and en-type prefixes.

(10) a. VP b. V
A /A
P VP PV

The following paragraphs detail our proposal.

1.3.1 VP adjuncts
The prefixes re- and dé-, in verbs such as recomposer and décomposer are
not related to an argument position of the verbal projection they are part of. This
is evidenced by the fact that simple transitive verbs such as composer as well as
verbs with a PP complement such as distribuer allow re- and verbs such as
charger allow dé-. This indicates that these prefixes are outside of the maximal
argument structure domain of the verb, VP.
{11y a. refaire, défaire, recomposer, décomposer
‘redo’, ‘undo’, ‘recompose’, ‘decompose’
b. redistribuer, réétager, décharger, décongeler
‘redistribute’, ‘restore’, ‘unload’, ‘unfreeze’

Furthermore, both re- and dé- can occur with other prefixes, and are
always ordered before the other prefixes. This shows that they must be
structurally higher than those prefixes. Both prefixes may occur together, re- must
occur before dé- and both can be repeated in the same word.



(12) a. remporter, rapporter, désenterrer
‘carry back’, ‘bring back’, ‘unearth’
h.*enreporter, *areporter . *endéterrer
‘report from’, ‘report to”, ‘dig out from’
(13) redéfaire, *dérefaire; rerefaire, dédéfaire
‘reundo’, ‘deredo’; ‘reredo’, ‘unundo’

The fact that re- and dé- are ordered before other prefixes. can sometimes
be repeated, and resemble certain syntactic adjuncts indicate thar they are adjuncts
at the VP level as depicted in (10a).

1.3.2 V adjuncis

The distributional difference between re-’dé- and a-/en- and the fact that
the former precede the latter follow from our analysis. Re- and dé- are VP
adjuncts while a-/en- are V adjuncts in structures such as apporter and emporter.
In these stnuctures, the prefix is a direct sister of the verb. This analysis is
motivated by the fact that the prepositional prefix may be related to a variety of
PP complements of the verbal projection it is a part of.

(14) a. Il I'a amené au parc / a Marie / en voiture
‘He took (it/her/him) to the park / to Mary / in a car.’
b. Il I'a emmené au parc/hors du parc / en voiture.
‘He took (it/her/him) to the park / out of the park / in a car.’

In the representation in (10b), which we propose for these structures. the
prefix is in the domain of the lowest verbal projection. The representation
captures the fact that there is a local relation between the PP complement of the
verb and the prepositional prefix, even though there might not be identity between
the prefix and the head of the PP complement. The prefix is not adjoined to the
higher verb. If this were the case, the prefix would wrongly have scope over the
direct internal argument of the projection. However, prefixes such as a- and en-
do not affect the direct internal argument of the verbai projection they are part of.
as we will see.

2. Prefixes as Aspectual Modifiers

The proposal that French prefixes are adjun.is is further motivated by
their semantic properties. They are modifiers, elements which are predicates of
an entity or event, adding further information about the event without becoming
the head, without changing the syntactic category, and without serving as an
argument. Modifiers occur in adjunct positions. correlating with the semantic
properties.
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We argue that they are semantically aspectual in nature, that is they
modify temporal, spatial and scalar properties’ of the element to which they are
attached. By aspectual structure, we mean not only the temporal properties of
events, but also more abstract properties involving what Pustejovsky 1988 call the
"geometry of the event”. Let us assume the definitions in (15).

(15)  Aspectual structure: The temporal, spatial and scalar vectors in the
geometry of the event,
Definition of vector: A quantity having direction as well as magnitude,
denoted by a line drawn from its original to its final position. (Oxford
English Dictionary)

Following the Davidsonian approach, extended by Higginbotham (1985),
we take modifiers to be predicates directly of an event variable ¢, or in the case
of nominals. of the entity r (Williams 1981, Di Sciullo and Williams 1987). It is
thus possible to have the adjunction of a prefix to a verbal projection in morpho-
logy, licensing event identification, as argued in Di Sciullo (1990) for prefixed
verbs in Italian. It is also possible to modify subparts of the internal structure of
the event (the aktionsart), as argued in Klipple (1991) for the licensing the ad-
junction of PPs interior to VPs in English syntax.

We claim that these possibilities for adjunction allow at least two levels
of aspectual modification, which differentiate the re- type modifiers from the en-
type. This semantic difference maps onto the structural difference between the
suffixes discussed above.

Postulating these two levels leads us to predict that the aspectual
contribution of VP and V adjuncts may differ: VP adjuncts are sensitive to
aktionsart but do not change it, while V adjuncts can change aktionsart. The
following paragraphs show that this prediction is borne out.

2.1. VP adjuncts

The prefixes re- and dé- are examples of VP-adjuncts at Morphological
Form, as seen in section 1.4. Semantically, re- and dé- modify the entire event
associated with the verbal root. Re- has the meaning of "again”; it indicates that
the event associated with the verb is repeated. On the other hand, dé- has a
meaning of “reversal” of the event associated with the verb.

(16) refaire, reboutonner, rehabiliter, regagner
‘redo’, ‘rebutton’, ‘rehabilitate’, ‘regain’

7 This implies that we see aspect as including more than wemporal properties, but as subsuming
a group of related abstract properties. This is argued for in Klipple (1991), following Hale (1984)
and Kipka (1990).
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(17)  déboutonner, déficeller, décharger, dégraisser
‘unbutton’, ‘untie’, "unload’, "degrease’

These prefixes have in common that they take the entire event denoted by
the verb in their scope. They modify that event, and construct another event
related to it; but note that the event denoted by the verb is also implicitly stated
1o occur. The prefixes are modifiers at the event level, as opposed to modifying
at the aktionsart level, which is the aspectual function of V adjuncts such as the
prefixes en- and a-.

Re- and dé- impose selectional restrictions on the verbal root to which they
attach. These restrictions are aspectual, and do not involve the argument structure
of the verb. Re- must take a non-stative verb, but can appear with transitives and
unergatives as well as unaccusatives. Dé- also selects only non-stative verbs, and
may equally appear with transitives, unergatives and unaccusatives. However. the
event denoted by the verb must be iterable in the re- case and reversable in the
dé- case.

(18) a. redevenir, repartir, renaitre: *resavoir, *reaimer, *reappartenir
‘rebecome’, ‘releave’, ‘reborn’; ‘reknow’, ‘relove’, ‘rebelong’
b. défaire, départir. dérougir;  *désavoir, *déaimer, *déappartenir
‘undo’, ‘relinquish’, “take the redness off’,'deknow’, ‘unlove’, unbelong

Dé- can attach to the verb posséder "to possess”, which is usually a stative
verb. However, the prefix can only occur with this verb when it is used as an
eventive, causative verb; this supports the contention that the prefix selects only
non-stative verbs.

(19) a. Jean (*dé)posséde un chiteau.
*John possesses a castle.’
b. Marie déposséde Jean de ses biens.
‘Mary depossesses John of his belongings.”

In fact, re- does not attach to non-eventive nouns. as in (20a), it attaches
only to denominal verbs which already exist, or to prefixed denominal or deadjec-
tival verbs. as in (20b). This is because it selects an event. and denominal verbs
(at least the ones only good with prefixes) are not events, VPs, unless they have
a V prefix in French.

(20)  a.*reboiter, *recrocher, *renuager
‘recase’, ‘rehook’, ‘recloud’
b. rebeurrer, recode; raccrocher, raffermir
‘rebutter’, ‘recode’; ‘hang up’, “firm up’
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As predicted, VP adjunct prefixes do not change the aktionsart of the
verbal projection they are adjoined to. Thus, re- adjoined to a verbal projection
does not change its aspectual class. The verb (re)construire ((re)construct) is an
accomplishment. It does not aliows durative adverbials such as for an hour but
does allow frame temporal expressions (Bennett and Partee 1972) such as in an
hour. Moreover, it may be in the complement of the verb finir (finish), as is
typical of accomplishments (Dowty 1979).

(21) a. Marie a (re)construit une maison en un an/ *?pendant un an.
‘Mary (re)built a house in a year / for a year.’
b. Marie a fini de (re)construire une maison.
‘Mary finished (re)building a house.’

2.2 V adjuncts

When a prefix attaches to a verbal root, it in general specifies the
onentation of the event denoted by the verb. Prefixes such as en-, a-, sous-,
trans- and the like modify the aspecrual properties of the verb. Since they are
structurally closer to the verb than re- and dé-, and their semantics involves the
internal aspectual structure of the event denoted by the verb, we claim that they
are adjuncts directly of the V.

If we suppose that the VP node corresponds to the leve] where the event
is lexically "closed off” and that below this node the corresponding semantic
structure may be broken into subevents, we may propose that the semantic
relation between the verb and the prefix is closer than that with VP adjuncts, in
that the prefixes can modify subparts of the event.

We predict that V adjunct prefixes may have an effect on the aktionsart
of the verb. This corresponds to the facts. The verb fuir (flee) is an activity. Thus
durative adverbs are acceptable modifiers, but not frame temporal expressions.
The reverse is true for the prefixed verb s’enfuir (escape).

(22) Marie a fuit pendant une heure / *?en une heure.
‘Mary fled for an hour / in an hour.’

(23) Marie s’est enfuit en une heure / *? pendant une heure
‘Mary escaped in an hour / for an hour.’

The fact that V adjunct prefixes may change the aspectual nawre of the event is
predicted by our analysis since they are part of the internal substructure of the
event denoted by the verb.

3. Semantic fields and the conceptual structure of prefixes
This section explores the conceptual contribution of V adjunct prefixes to
the projection of which they are a part, and provides additional evidence that they
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are aspectual modifiers of subparts of the event. The V adjunct prefixes we have
seen above, which include en-, a-, sous-, trans-, and the like, help to shape the
aktionsart of the verbal projection in specifying properties such as its beginning
point, its endpoint, its spatial relations, its trajectory, and its polarity on a scale.

Determining the semantic properties of these prefixes is complicated by
the fact that their interpretation depends on the kind of root they occur with; in
fact, it varies with what is called the "semantic field" of the root. We maintain,
however, that each prefix and all aspecrual modifiers should be treated as having
a single lexical entry, that is, their lexical conceptual structure (LCS), indepen-
dent of semantic fields, must be underspecified and highly abstract.

The idea of semantic field has been argued for by many authors, including
Gruber (1965), Jackendoff (1983), Talmy (1985), Hale (1984). The essential idea
is that a wide variety of lexical items may share an abstract semantic element; this
element has a common meaning abstracted away from the context inherent in a
specific lexical item. This inherent lexical context is the semantic field of the
expression.

A semantic field is a sort of conceptual pseudospace; we consider semantic
fields to be part of the human conceptual-intensional system. They form a
mathematical space, which can be instanciated as a 3-dimensional grid (as in the
case of physical space), or a directed line (as in the case of temporal or scalar
dimensions).

3.1 Semantic fields and aspectual modifiers

In the case of prefixed verbs, the root conceptually sets up some sort of
point, shape or vector within a semantic field. The prefix, as an aspectual
modifier, specifies some component of this point, shape or vector. The prefix
itself does not belong to any semantic field, but takes on a different interpretation
in each field. This semantic behavior is like that of prepositions and particles,
which has been noted by many authors (Jackendoff 1983, Herskowits 1986,
Vandeloise 1991).

The semantic fields that we find with the prefixed verbs considered here
are the following: Static spatial (physical), Directional (dynamic spatial), Stative
(abstract space), Scalar (measure; directional stative). The following paragraphs
illustrate the varying interpretation of V adjunct prefixes with respect to semantic
field.

Directional (dynamic_spatial}: With verbs of motion, which have an
inherent spatial vector, prefixes can specify the directional component, and/or be
related to the beginning or endpoint of the path. En- indicates direction away
from, or source; a- indicates direction towards, or goal®:

# Some of these verbs, notably emmener, have the additional sense of enclosing an object
while taking it with oneself,
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(24) en- "away from™: emporter, emmener
‘carry away with’, ‘bring away with’
(25) a- "towards": apporter, attirer, accourir
‘carry 10°, ‘pull towards self’, ‘run to/towards’
(26)  de- "out of"*: déterrer, dégainer, découper
‘unearth’, ‘unsheathe’, ‘cut out’
27 in- "into™: importer, infiltrer
‘import’, ‘infiltrate’
(28)  ex- "out of": émettre, exporter,
‘emit’, ‘export’
(29) trapns- "across": transporter, transmettre

‘transport’, ‘transmit’

Scalar_properties and states: Aspectual prefixes can also combine with
roots in a stative semantic field. In the case of a deadjectival verbs, which take
the prefixes en- and a-. the notion of a scale is often present, for an adjective
often indicates a state or property that has an inherent scale, from positive (the
full instanciation of the property) to negative (the opposite property), and along
which the degree of the property attained can be measured. Sous- occurs with
verbs with inherent measure, and indicates "under® with respect to canonical
value on a scale.

(30)  enrichir, ennoblir, endurcir
‘make rich’, ‘ennoble’, ‘harden’

(31) appauvrir, amollir, annuler
‘impoverish’, ‘soften’, ‘cancel’

(32) sous-alimenter, sous-estimer
‘undernourish’, ‘underestimate’

Directional and Scalar Combined: Some motion verbs have both a
directional and a scalar component. These verbs also seem to indicate that the
action goes to a certain predetermined point, whereas the corresponding non-
prefixed verbs do not indicate any endpoint to the action. The contrast in (33) is
illustrative:

° Note that we include dé- among the V adjunct prefixes, although we have said above that
in can function as a VP adjunct. In fact, we claim that it can serve as both, and its exact
interpretation depends on its site of attachment; it is "inverse” at the VP level, and "out of" at the
V level. The two interpretations are related, for both are in a sense negative; inverse is a negative
concept, and the notion of “out of” or "from” has been argued to be a composition of "not at”
(Jackendoff 1983).
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(33)  a. enlever "lift off": positive/up + away from
b. abaisser ‘lower to a certain degree’- negative/down + towards

Static spatial: A prefix sometimes has a spatial interpretation, especially
when combined with a concrete noun (and forming a denominal verb). In a spatial
(static) interpretation, en- always has roughly the meaning of "within", a- roughly
meaning of "at, to, contact”.

(34)  emboiter, enterrer, cnchainer
‘to box’, ‘to bury’, "to chain
(35)  accrocher, atterrir, s’accouder
‘to hook/hang’, ‘to land’, "lean on elbow’
(36) suligner, soupeser
.nderline”, ‘to weigh with one’s hand’
(37)  expatrier ‘expatriate’

The individual relation in space to the object denoted by the root is further
determined according to the spatial characteristics of the object (Herskowits 1986,
Vandeloise 1991). All manifestations of en- have the same sort of spatial
meaning, i.e. “cause to be in”, which is spelled out as "contain” or "surround
with”, depending on the semantic tvpe of the NP for the exact interpretation
{Herskowits 1986). Similarly, a- generally implies contact. though it may or may
not imply motion.

Abstract Space: With an abstract noun or verb, an aspectual prefix may
still have a remnant of its spatial meaning, but the resulting verb is more naturally
interpreted as indicating change relative to a state rather than a spatial location.
The state can in fact be seen as an abstract location.

(38) s’enamourer, s'enrhumer, s acclimater
‘enamor’, ‘get a cold’, ‘acclimate’

(39)  s’endormir ‘fall asleep’

{40) soumettre ‘submit’, sous-louer ‘sublease’

3.2 Summary: Behavior of each prefix across semmntic fields

(41 summarizes the above findings about rhe interpretations of the
prefixes in each semantic field:

(41) en-  Static spatial: in. within, surrounded by
Directional: away from
Stative: into state
Scalar. positive
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a- Swatic spatial: at, to, in contact with
Directional: towards, to
Stative: at, in a state
Scalar: negative
VP modifier (level above aktionsart): inverse
Directional: out of
sous- Static spatial: underneath
Stative: below abstract space
Scalar: low on scale

|Q.
[T}

ex-  Static spatial: exterior to
Directional: out of
in- Directional: into

trans- Directional: across

So, for instance. a- interpreted in a stative field becomes "at, to STATE"; sous-
in a scalar field becomes "fow in SCALE". Dé- is special in that it can vary
according to level of attachment as well as semantic field.

The directional component of gn- as "away from" is not accounted for,
and is surprising: however, it is interesting to note that the clitic en shares this
meaning component. The scalar properties of en- and a- also do not follow
directly from their other uses, although the fact that these two prefixes form a
basic contrast is consistent across all semantic fields. We leave a full exploration

of these problems to further research.

4. Summary

This paper presents the basic ingredients for a unified analysis of prefixes
in French, correlating their syntactic and semantic properties. We proposed that
prefixes are adjunct to a X or an XP projection and that they provide aspectual
modification to the projection they are part of. We predict different properties of
prefixed verbal structures including the linear order properties of the prefixes as
a function of their level of attachment. We also predict the difference in their
semantic contribution to the event structure they modify. Finally, we account for
the variation in meaning of the prefixes, which as we proposed are underspecified
with respect to semantic fields.
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VOWEL ASSIMILATION IN LEKEITIO BASQUE AND ITS
IMPLICATIONS FOR THE MINIMALIST THEORY

Gorka Elordieta
University of Southern California

0. Introduction.

In this paper I am going to study the phonological
process of Vowel Assimilation (VA) in Lekeitio Basque.?l
This is a rule which can be classified as a postlexical
rule, but its distribution calls the theory of lexical
phonoclogy in guestion, and poses serious problems for an
analysis under the best known theories of phrasal
phonology. I will present a new insight, claiming that
certain syntactic domains defined by minimalist
principles may be carried over as phonological domains at
PF, where VA applies.

l. Vowel raising and vowel assimilation iIn Lekeitio
Basque. Distribution.

In this paper we focus on the phonological process
of Vowel Assimilation in Lekeitio Basque. This is an
optional fast-speech rule by which a vowel assimilates in
all its features to an immediately preceding vowel. The
boundaries created by nominal inflectional endings
provide one of the contexts for the application of the
rule, as illustrated in (1). For each of the underlying
forms in (1) we can obtain two alternative outputs, as
the slash indicates. The forms to the left of the slash
correspond to the output of the application of the rule
of Vowel Raising, by which a stem~final non-~high vowel
raises before the initial vowel of an inflecticnal
suffix. This rule applies obligatorily and feeds the
optional later rule of VA, which the forms to the right
of the slash reflect. The forms on the left correspond to
a careful style, whereas those on the right are

! I want to thank José Ignacic Hualde, Jon Ortiz de
Urbina, Jean-Roger Vergnaud and Irene Vogel for fruitful
comments on the ideas expressed in this paper. Parts of
this paper were presented in a talk given at the
University of Deusto, in the Basque Country, Spain. The
audience there also deserves my gratitude for their
generous feedback. All errors are mine, of course.

This research was partially funded by the Department
of Education, Universities and Research of the Basque
Government.
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pronounced in a more relaxed, rapid style:?

(1) a. /orma-a/ -> ormia / ormii
wall~-det.sgqg.
‘wall’
b. /baso-ak*/? ~->  bastak / basiuk

forest~det.pl.
‘forests”’

c. /ume-en*/ -> umien / umiin
child-gen.pl.
‘of the children’

d. /kale-eta*-n/ -> kaliétan / kaliitan
street-det.pl.-iness.
‘in/at the streets’

e. /guraso-ak*-kin*/ -> gurasudkifi /gurasudkif
parent-det.pl.-soc.pl.
‘with the parents’

High vowels do not undergo the rule simply because
they never occur in the relevant contexts. The round mid
vowel /o/ does not assimilate, as shown in (2):

(2) a. /baso-ok*/ -> bastok / *basiuk
forest-prox.
‘forests (proximative)”
b. /ume-on*/ ~-> umion / *umiin
child-prox.

‘of the children (prox.)’

VA may also apply in underived domains, although the
application of the rule seems to be lexically determined
(cf. (3} for the native vocabulary}. Among borrowings,
Spanish verbs ending in -ear, adapted as ~ia by VR, are
the only ones that systematically undergo VA (cf. (4)):*

? The following abbreviations will be used in the
text: sg.= singular, pl.= plural, , det.= determiner,
abs.= absolutive, erg.= ergative, gen.= genitive, dat.=
dative, soc.= soclative, prox.= proximative, infl.=
{verbal) inflection, fut.= future, neg.= negation.

} An asterisk placed behind a morpheme indicates
that that morpheme is accented, i.e., that it triggers
penultimate accent on the phonological word which results
from concatenation (cf. (lb-e)}. Morphemes with no
asterisks are unaccented, i.e., they only surface with
final stress when they are in phrase~final position.

* The vowel appearing before the -r in Spanish
infinitives has often been considered in Spanish


http:parent-det.pl.-soc.pl
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{3) biar / biir ‘to need’
siar / *siir ‘through’
{4) a. Sp. siesta -> siesta / siista
lnap’
Sp. viaje -> biadje / *biije
‘trip’
Sp. suerte -> suerte / *suurte
‘luck’
b. Sp. mosquear ~-> moskia / moskii
‘to get angry’
Sp. sortear ~-> sortia / sortii

‘to raffle’

Derivational morphemes do not undergo this rule,
since they are consonant-initial. The rule of VA does not
apply between two members of a compound or across words
(see (5) and (6), respectively):

(5) a. /buru-andi/ - buruéndi / *burudndi
head-~big
‘big~headed
b. /seme-alabak/ -> semealdbak / *semeelébak
son-daughters
‘children’
{6) a. /seru asula/ -> seru asula / *seru usula
sky blue
’‘blue sky’
b. /etxe andi¥a/ ~> etxe andiZa / *etxe endiZa
house big
‘big house’

The rule of VA can also apply between a lexical verb
and a vowel-initial inflection, namely a past tense
inflection whose initial vowel is the third person
agreement marker. In this context no VR occurs, since VR
is restricted to nominal inflection and nonderived
environments:

(7} a. /%o eban/ -> %o eban / %o oban
hit infl.
‘{s)he/it hit him/her/it’
b. /galdu ebasan/ ~> galdu ebasan / galdu ubasan
lose infl,
’{sthe lost them’

descriptive grammars as a separate morpheme, called
thematic vowel. Since no notion of a morpheme or
grammatical category similar to a thematic vowel exists
in Basque, I assume that this vowel does not constitute
a morpheme on its own. Thus, the Basque adaptations in
{4b) can be considered nonderived roots.



c. /ikasi ében/ -> ikasi ében / ikasi iben
learn infl.
‘they learnt it’

d. /atrapa ebésen/ -> atrapa ebésen / atrapa abésen
catch infl.
‘they caught them’

VA does not occur between a verb and a following
lexical element, as illustrated in (8):

{8) a. /saldu etxia/ -> saldu etxia / *saldu utxia
sell house
’sell the house’
b. /ekarri ardawa/ -> ekarri ardawa / *ekarri irdawa
bring wine
‘bring the wine’

Once the distribution of the rule of VA has been
presented, in the following sections we are going to show
that these data cannot be accounted for under any theory
of postlexical phonology developed so far, and we will
propose an alternative analysis.

2, A puzzle posed by VA.

The first problem that the rule of VA presents is
that of its classification as a lexical or postlexical
rule, following the assumptions of classical lexical
phonology. We have seen that it applies in nonderived
environments in some words, apparently lexically
restricted (cf. (3)~-{(4)), and in nominal and verbal
inflection (cf. (1) and (7)). VA cannot be simply
lexical, since it applies across words, i.e., between a
verb and its inflection, and it cannot be classified as
a clear postlexical rule either, since, contrary to what
has been claimed for postlexical rules by Archangeli
1985, Pulleyblank 1986, Kaisse & Shaw 1985, among others,
VA does not apply across-the-board; it only applies in
the syntactic context of a lexical verb and its
inflection. Moreover, it has lexical exceptions (cf. (3}~
(4)), and this is a property which is recognized for
lexical rules, not postlexical rules.

The existence of postlexical rules which also show
properties of lexical rules has not passed unnoticed for
some phonologists, such as Ellen Kaisse. In Kaisse (1985,
1990) she distinqguished Pl from P2 postlexical rules. P1
rules are those postlexical rules that show sensitivity
to morphosyntactic information, and P2 rules are those
postlexical rules for which morphosyntactic
representations are not available. They apply very late
in the derivation, and can be sensitive to intonational
and phrasal boundaries, as well as pauses. Nevertheless,
our rule of VA cannot be identified as a Pl or P2 rule



85

either, since it shows properties of both. On the one
hand, VA cannot be classified as a P2 rule because it has
access to morphosyntactic information, as we have seen;
and on the other hand, VA cannot be classified as a Pl
rule either, because it has properties of PZ rules,
namely, sensitivity to intonational boundaries and
pauses. As it is shown in (9)~(10)}, VA cannot apply to a
vowel which is located immediately preceding a pause or
an intonational boundary:

(9) a. Neski-a etorri da ##4 -> neskii etorri da ##
girl~det.sg. come infl.
The girl has come’
b. Etorri da neski-a ## -2 *etorri da neskii ##
come infl. girl~-det.sg.
{10) [Barristu egingo dabela plasan dagon
renovate do-fut infl-that square-in is-rel

etxia/*etxii] ## [esan ében]

house-det.sg. say infl.

’They said that they would renovate the house that
is in the square’

It is important to note that the rule of Vowel
Assimilation in Lekeitio Basque cannot be treated as a
precompiled phonological rule in the sense of Hayes
{1990) either. That is, it cannot be located in the
lexicon, with a syntactic environment added as part of
its structural description, as Hayes proposes for
precompiled rules, since it is sensitive to intonational
boundaries, and thus is clearly postlexical.

These facts suggest that some of the basic
postulates of Classical Lexical Phonology and even modern
Phrasal Phonology are mistaken. A way to solve this
puzzle would be to aveid making a clear-cut distinction
between syntax-sensitive and syntax-blind postlexical
rules. Specifically, I would like to propose, as in
Hualde & Elordieta (1992), that morphological and
syntactic boundaries remain visible at all levels of a
linguistic derivation, and that a rule may apply whenever
its structural description is met.

The postlexical aspect of this rule of VA also
posits a serious problem for other theories of Phrasal
Phonology, such as the ones developed by Nespor & Vogel
(1986) and Selkirk (1986). The main assumption in these
theories is that the output of the syntactic component is
subject to a set of phonoclogical phrasing rules which
rebracket and relabel the structure into phonological
phrases, which exclude any reference to syntactic
categorial information such as noun, or verb, or
structural notions such as complement, specifier, or
adjunct. Rather, we find prosodic constituents such as
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the Phoneclogical Word, the Clitic Group, or the
Intonational Phrase, as in Nespor & Vogel (1986), or
constituents whose boundaries are determined by category-
neutral heads or maximal projections (i.e., X°, XP), as
in the End-Based Approach (Selkirk 1986, Hale & Selkirk
1987, among others). VA constitutes a problem for these
postulates because it 1is sensitive to syntactic
structures with categorial information: leaving apart
non~derived domains such as (3)~(4), VA only occurs in
nominal and verbal inflectional contexts.

Let us begin by discussing the predictions that the
End-Based Approach makes for our rule of Vowel
Assimilation. This model postulates that phonological
domains for the application of postlexical rules are
determined by creating boundaries to the left or right
hand of syntactic heads or maximal projections. Adopting
current notions in the syntactic theory of the Principles
and Parameters framework, on which this approach is
originally based, we assume that the verbal inflection is
a syntactic head (i.e., I°) occupying the head position
of its own projection (i.e., IP), and governing the
maximal projection VP which is its complement. With this
in mind, the End-~Based Approach appears unable to create
the right domains for VA to occur, since positing
boundaries to the left or to the right of heads or
maximal projections would locate a lexical verb and its
inflection in separate domains. In order to solve this
problem, we would be forced to stipulate that boundaries
are created to the left of lexical heads or their maximal
projections, governed by a syntactic head, and propose
that VA applies in the domain demarcated by those
boundaries. This is illustrated in (1l1j:

{11) a. [y4 lora [y ederra ->» *lora adarra
flower beautiful
‘beautiful flower’
b. {4 saldu eban -> saldu uban
sell infl
‘{s)he sold it’

Apart from the stipulation we have had to introduce
regarding the lexical nature of the syntactic element
marking the boundary for the phonological domain, this
analysis would also face the problem posed by adverbial
complementizers and modal particles, which follow a
lexical verb and never have its initial vowel assimilated
to the verb’s final vowel, as illustrated im (12)-(13):

{12} a. apurtu arren ~> *apurtu drren
break despite
‘despite breaking’
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b. ni etorri esik ~> *ni etorri isik
I come unless
‘unless I come’
c. su allaga esian -> *su allaga asian
you arrive if(neg.)
‘If you don’t come’
(13) aproba ete dadbe -> *aproba ate dabe
pass modal infl
‘Might they have passed?’

Under the End-Based Approach, we would be forced to
consider complementizers and modal particles to be
lexical heads, in order to account for the blocking of
VA. However, this seems unorthodox, given that
complementizers and modal particles have properties more
like nonlexical categories.

Finally, similar results are obtained if we consider
the Direct-Syntax Approach (Kaisse 1985). In this theory,
the application of certain postlexical rules depends on
the structural relationship of ¢c~command existing between
two elements a and b. Following the currently accepted
assumption that the verbal inflection (i.e., I° c-
commands the lexical verb (i.e., inside VP), one could
say that our rule of VA applies to the initial vowel of

an element a (i.e., verbal inflection) when it
immediately follows the final vowel of an element b, c~
commanded by a (i.e., lexical verb). Here too, as

discussed for the End-Based Approach, one would have to
add the stipulation that the element & has to be
nonlexical, in order to predict correctly the absence of
VA between two lexical elements, as illustrated in (8}).
However, this analysis must also be rejected, given the
absence of VA between a lexical verb and a following
complementizer or modal particle, which under current
syntactic theory are assumed to c-command the lexical
verb.

Similarly, it is clear that the domain of
application of VA in LB cannot be reduced to any discrete
prosodic constituent suggested by the Prosodic Hierarchy
theory, as in Nespor & Vogel (1986). The domain of
application exceeds the domain of a phonological word or
clitic group as understood in Nespor & Vogel, because VA
still applies in cases in which a lexical verb and its
inflection carry their own accent, as we can see in (14):

(14) Eméngo ebésen -2 eméngo obésen

give~-fut infl

‘They would give them’

The Phonological Phrase would also be excluded as a
domain for VA, since a noun and a following adjective
would be enclosed in the same phonological phrase, and



thus VA would be incorrectly predicted to occur.?’

At this point, we seem to be at a loss, since most
familiar theories of postlexical/phrasal phonology cannot
account for the phenomenon of Vowel Assimilation in
Lekeitioc Basque. In the following section, however, we
propose a solution to the problem which is based not on
bare structural relations such as c-command, or left and
right edges, but rather it is based on a consideration of
the deeper syntactic relationships existing between the
elements to which the rule applies.

3. A solution.

The basic claim on which we base our analysis is
that verbal inflection in Basque is an element which
needs to be syntactically licensed by another element,
following an observation first made by Ortiz de Urbina
(1993, 1994). This author notes that verbal inflection
cannot appear by its own in a clause (cf. (15)), and it
cannotsappear in clause-initial position either (cf.
(16})):

(15) *d-it-u-t
3abs-abs.plur.-aux-lerg.sqg.
’I have them’

{16) *da-tor etxe-ra glizona
labs-come house~to man
‘The man is coming home’

It is important to notice that the restriction on
inflection holds of clause-initial positions, not of
sentence or utterance-initial positions. A topicalised
element preceding the verbal inflection does not prevent
the derivation from being ungrammatical. We assume the
commonly held view that topics are adjoined to the CP
projection and do not occupy a clause-internal position:

* Nespor & Vogel (1986:168) definz the Phonological
Phrase as a domain containing a lexical head X and all
constituents on its nonrecursive side up to another
maximal projection whose head is outside of the maximal
projection of X. This would join into a phonological
phrase a noun and a following adjective, since in Basque
the nonrecursive side is the right side.

¢ There are a few verbs in Basque which can be
amalgamated with inflectional morphemes, forming what
have been named synthetic verbs in the Basque linguistic
tradition. {24} contains an example of a synthetic verb.
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(17) *Gizona, dator etxera.
‘As for the man, he is coming home’

In order for the derivations to be acceptable,
insertion of the particle ba- is necessary, acting as a
shield for inflection against the filter on clause-
initial position:

(18) Baditut
{(19) Badator etxera gizona
(20) Gizona, badator etxera.

Ortiz de Urbina finds an explanation to his
observation in the minimalist program, the basic
principles of which appear formulated in Chomsky (1992}.
In this approach to linguistic theory, inflectional
morphemes are considered to be (bundles of) syntactic
features (i.e., $-features, tense, aspect, mood, etc.},
each of them located in the head of a different
functional projection in the syntactic structure of a
clause (cf. (21)). This means that the agreement and
tense morphemes which appear in the verbal inflection in
Basque (cf. 22) will be the heads of their own
projections, i.e., Agreement, ,,j...,Phrase,
Agreement, ., .., Phrase, Tense Phrase (cf. Pollock 1989 for
a primitive proposal along these lines):

(21) CP
SPEC~ T C*
c™ TS AGRpP
SPEC ~ AGR,’
AGR ~ Tp

{(22) 2u~-k ni~ri liburua eman zen~i-da-n.
you-erg I-dat book give Zerg.sg.-aux-labs.sg.-past
‘You gave me the book’

Chomsky suggests that the features located in these
functional projections must be “"checked” in the syntax by
the elements which share these features or which are
syntactically related to them. If the features match, the
linguistic  derivation will receive a  coherent
interpretation at the interface levels, the Phonetic Form
and the Logical Form. If they do not match, the
derivation does not "converge” at these levels and it
“crashes". This process of feature-checking can be
carried out by two different mechanisms: head-to-head
incorporation or by a relation of Spec-head agreement.
Thus, a lexical verb which is drawn inflected from the
lexicon raises to the heads of the agreement and tense



projections, in order to check its features. On the other
hand, the nominal phrases which share the ¢-features
(i.e., agreement features) present in the verbal
inflection raise to the specifier position of each
agreement projection, to check their features with those
located in the head of these projections. The elements in
the specifier position of a functional projection and the
lexical head incorporated onto the functional head in
question conform what is called the checking domain of
that functional head. This is illustrated in (23), where
F and FP stand for a functional head and its maximal
projection, respectively, and X stands for any head
adjoined to F as a result of a process of incorporation:

(23) _FP_
SPEC ~ B
x© TF

Ortiz de Urbina {op. cit.) adopts the minimalist
idea that all features must be checked or licensed
somehow when he claims that the features in the verbal
inflection must be licensed by a syntactic element in
order for the derivation to converge at the levels of
phonological and semantic interpretation. The lexical
verb licenses the inflection by incorporating onto it in
a head-to-head movement fashion’®. The evidence for this
incorporation process comes from the fact that a verb
almost always appears adjacent to the inflection, even in
those constructions in which there is movement of Infl to
Comp, as in interrogative and focus constructions.’

With these theoretical assumptions in mind, the
central point of my analysis is that the phenomenon of
Vowel Assimilation in Lekeitio Basque is a phonological

7 To be exact, Ortiz de Urbina claims that it is the
feature [Tense] that needs to be lexically licensed, but
this point is not crucial to our discussion.

? An interesting point to discuss is why the lexical
verb which appears fused in synthetic verbs cannot serve
as a licenser (cf. (16), (17}). I will leave this matter
open for further research. Also, for reasons of limit of
space, I will not explain how the particle ba- or other
particles (such as negation, i.2., es) and nominal
phrases license Infl. I will simply refer the reader to
Ortiz de Urbina’s work.

* The only exception are negative clauses. For a
discussion on this matter, see Ortiz de Urbina (op.
cit.}.
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reflection of the syntactic relationship holding between
a verbal inflection and the lexical verb which licenses
it. In other words, I want to suggest that a phonological
phenomenon of assimilation such as the one we are
considering in this paper results from the degree of
grammatical "closeness" existing between two elements,
the idea being that the closer two elements are by virtue
of their grammatical relationship (e.g., licensing,
feature~-checking}, the easier it will be to observe
phonological processes for which adjacency of some sort
1s required, such as assimilation, dissimilation, or
deletion.

In fact, there is another phonological phenomenon
in Lekeitio Basque which applies between a lexical verb
and a following inflection which seems to support our
argument: the deletion of the final -n of lexical verbs
ending in this consonant when they are immediately
followed by a vowel-initial inflection. This deletion
process may feed VA:

(24) a. emon eban -2 emo eban / emo oban
give infl
‘{Sihe gave it~
b. esan ebasan -> esa ebasan / esa abasan
say infl
‘(S}he said them’

However, if a lexical verb ending in =-p precedes
another element apart from a verbal inflection, such as
a causative verb, a modal particle, or a complementizer,
no deletion occurs:

(25) a. emon erain eutzan - *emo eraifi eutzan

give cause infl
’{S}he made him/her give it~

b. emon ete éban -> *emo ete éban
give modal infl
‘Might (s)he have given it?

c. artun arren -> *artu &rren
take despite
‘Despite taking”’

Interestingly enough, this correlates with the fact
that no VA occurs between a lexical verb and these
elements:

(26) a. Nok etorri eraifi éutzan Mirenéri? (*etorri iraifi)
who come cause infl Miren
‘Who made Miren come?’
b. Prepara ete dau amak Zatekia? (*prepara ate)
prepare modal infl mother food
‘Might mom have prepared the food?’
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c. Suk amaitxu &rren ... {*amaitxu drren)
you finish despite
‘Despite your finishing ...*

At this point, the parallelism with nominal contexts
is revealing {(cf. (1)), since VA also appears to apply
between a lexical element (i.e., a noun or an adjective)
and its inflection. Determiners in Basque bear the @-
feature number, and morphemes marking case appear
attached to it, as illustrated in (27):

(27) a. neska-ak*-k ~> néskak ‘the girls (erg.}”’
girl-det.pl.-erqg.
b. seme~a-ri -> semiari ‘the son (dat.)’

son~det.sg.-dat.

Following current syntactic assumptions which
conceive a determiner as a functional head with its own
projection, 1like the different verbal inflectional
categories {(i.e., the Determiner Phrase; cf. Abney 1987),
the generalization we obtain is that VA occurs between a
functional category and a lexical element that it
governs. If we assume that in Basque a lexical nominal
head licenses the features in DY by raising to this head
position (syntactically or phonolegically}, in a parallel
fashion to a lexical wverb incorporating to the
inflectional heads, we observe that the domain of
application of VA is precisely the checking domain of
these functional heads (i.e., I° and D°, cf. (23)}.

Thus, the evidence presented from Lekeitio Basque
suggests that in some langquages a close morphosyntactic
relationship holding between a lexical element and its
governing functional cateqgory (e.q., feature~licensing or
checking) has a reflection at the phonological level. In
other words, the syntactic domain formed by these two
elements can also constitute a domain at the Phonological
Component, where certain phonological processes are
observed to occur (e.g., Vowel Assimilation, n~deletion).

4. Conclusiou.

In this paper we have discussed several possible
ways to analyse the phonological process of Vowel
Assimilation in Lekeitio Basque. The first observation we
have obtained is that the basic postulates of Classical
Lexical Phonology, and of some of its recent versions,
are flawed, suggesting that morphosyntactic boundaries
may remain wvisible at all levels of representation. We
have also shown the inability of different theories of
phrasal or postlexical phonology to account for the
phenomenon presented, and we have provided a solution
based on the observation that in order for the rule to
apply between two elements there must be a syntactic
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relation of licensing or feature-checking holding between
them. Thus, our proposal argues against a conception of
the Phonetic Form as "a representation in universal
phonetics, with no indication of syntactic elements or
relations among them" (Chomsky 1992:37).
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Auxiliary Selection in Greek Dialects
Manuel Espafol-Echevarria
UCLA

1. Introduction*®

In this paper | will consider some syntactic properties of perfect
constructions in Cappadocian Greek, Cappadocian Greek is a dialect of
Modern Greek spoken until 1922 in Eastern Turkey. Nowadays, speakers
of this dialect are to be found in very diminished numbers in different
regions of Greece, and some locations around the Black Sea. An
interesting characteristic of this dialect, compared to other varieties of
Greek is that in perfect tenses it invariably selects for the auxiliary ine 'be’
with all kinds of verbs, instead of eho ‘have' which is the auxiliary selected
in almost all Greek dialects!. This feature of Cappadocian Greek, as well
as other characteristics of perfect constructions in this dialect will be
reviewed in section 2. In section 3, the essentials of Kayne's (1993)
theory on Auxiliary Selection will be presented, as an introduction to
sections 4 and 5, in which the facts presented in section 2 are analyzed
along the lines of Kayne's approach. In section 6, some additional data,
from a different dialect of Greek, Tsakonian, will be discussed. Our
analysis of Tsakonian Greek will show that the basic assumptions
involved in our description of Cappadocian Greek can be carried over to
other Greek dialects. Finally, section 7 is devoted to the special problems
related to tense in Cappadocian Greek perfect constructions. The
analysis offered in this paper, if correct, provides evidence in favour of a
bi-clausal treatment of auxiliary constructions, since it is shown that such
treatment can deal with perfect constructions very different from the ones
found in Romance or Germanic languages.

2. Perfect constructions in Cappadocian Greek.
In (1) some exampies of sentences involving perfect tenses in

Cappadocian Greek (henceforth CG) are presented along with their
counterparts in Standard Modern Greek (henceforth SMG):

(1)  Cappadocian Greek? Standard Modern Greek
a. Ego psis dioavga iton Egoiha psisi dio avga
| bake-1st-sg-past-perf two eggs was | had baked two eggs

'l had baked two eggs’
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b. *Ego psiniSka dio avga iton
1 bake-1st-sg-past-imp two eggs was

¢. "Ego psino dio avga iton Ego eho psisi dio avga
| bake-1st-sg-pres two eggs was | have baked two eggs
'l have baked two eggs'’

The first difference we note comparing CG and SMG perfect constructions
is that of word order. Although both varieties are SVO, in CG, the auxiliary
appears in sentence final position, while in SMG it always precedes the
verb and its complements. Secondly, they select for different auxiliaries:
SMG selects for have, and CG selects for be with all kinds of predicates.
Third, in SMG the auxiliary eho 'have' shows number and person subject
agreement, while in CG the auxiliary ine 'be' does not agree with the
subject; it shows a default third person singular form in all occurrences.
instead of the auxiliary, it is the element corresponding to the English
participle which agrees with the verb in person and number. Fourth, SMG
and CG also differ in the form used in place of the English past participle.
SMG uses an uninfiected form3, CG makes use of perfective inflected
forms. The fifth characteristic distinguishing the two varieties of Greek is
the defective nature of the perfect paradigm in CG. Although there is a
form corresponding to the English or SMG past participle, CG lacks a
present perfect form (cf. (1a) vs. (1¢)). Perfects can be obtained not only
in the past, but also in future or subjunctive. The relevant generalization
seems to be that the form appearing in place of the English participle has
{o be a perfective verbal form, and perfective forms are only available for
past and future/subjunctive. '

In the following sections, | will analyze each one of the five points re . »d
above. The theoretical approach to Auxiliary Selection | will assum.. s
presented in Kayne (1993). It will be shown that CG perfect constructions
are a possible output of the theory presented there, although Kayne does
not treat any similar case in his comparative study of perfect
constructions. There are, however, some properties of the construction
under consideration (mainly related to tense) that don't follow directly from
an analysis along the lines in Kayne (1993). | will propose independent
explanatory devices based on a model of the syntax of tense developed in
Zagona (1988, 1990) and Stowell (1993) in order to account for the
defective nature of the perfect paradigm in CG.
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3. Kayne's {1993) Theory of Auxiliary Selection

In this section | will consider some aspects of Kayne {1993) relevant to
the data provided in section 2. Kayne (1993) postulates the existence of
an underlying copula be in perfect constructions. Under his view, the
copula be takes as complement a DP structure. This DP can in its turn
contain a full sentential substructure with tense and agreement
projections. The basic conceptual motivation for a DP projection is that a
projection with AGRS as maximal node can never function as argument of
a higher predicate without an additional projection, DP/CP. The crucial
role in Auxiliary Selection phenomena is played by the DP projection
roofing the participial clause. Spec DP is in principle an A’ position,
maintaining the parallelism of DP and CP, and movement from inside the
participial clause to the specifier of DP, and finally to Spec IP, is ruled out
as a case of improper movement in the state of affairs in (2):

@) P
A../\r
N
BE DP
A D
DFy,  AGRS
TP
AGRO

VP

Certain languages like English and Modern Greek can raise their subjects
to Spec IP by means of the process depicted in (3a, b, ¢):

(3) a. _/lp\ b. /-—LE..._‘
A I A I'
BE DP

BE+D/Pg =HAVE  DP

PN
A~A D
D/PQ/\V . t/‘\v ;
o~ A

John hit the ball John hit the ball
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VP

t; hit the ball

The head of DP (a covert preposition) incorporates into be, forming a
complex head BE + D/P, = HAVE, and switching the character of Spec
DP from A’ to A (3b). Thus, the NP subject can raise to Spec IP, (3¢), and
languages licensing the Spec IP position for the raising subject in this way
show the surface form have as a result of the incorporation of the
preposition heading DP into the copula bet. On the other hand,
languages selecting be as auxiliary cab follow the way represented in (4):

) Ip
A/\'
PN
BE DP
s
A~A D

D/Pg+AGRS,  AGRS

AGRS'

VP

A head from the lower sentential substructure, in this case AGRS,,
incorporates into the head of D/P, D/P,, switching the character of the
Spec DP position, in this case, the head D/P, does not incorporate into

the copula (such incorporation is not needed in overt syntax, and by
economy considerations we can assume that it does not take place), and
the resuiting auxiliary will be be. The derivation just described seems to
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take place in certain ltalian dialects in which 1st and 2nd but not 3rd
person subjects can activate AGRS, when raising to Spec IP, yielding
perfect constructions with be in 1st and 2nd persons, and have with 3rd
person.

4. An account of CG perfects

The two cases described in the preceding section: incorporation of D/P,
into be, and incorporation of AGRS, into D/P, are not the only
possibilities. There is still more room for language variation in Kayne's
{1993) framework. In the case of a language that, due to the lack of true
participial forms, uses full inflected forms instead of participles, the
different arguments, including the subject, would be licensed inside the
participial DP. | will claim that CG is an example of such a situation.
Consider the CG perfect sentence in (1), repeated here for convenience
as (5)

(5) Ego psis dio avga iton
|  bake-1st-sg-past-perf two eggs was
'l had baked two eggs'

Under the analysis in the previous paragraph, a structure like (6) is
proposed for (5):

(6} P

A

lu

VN

DF;

AN
/D'\ BE t
DIFg  AGRS

PN

edo AGRS'
psis AGRO
dic"avga

In (6) both arguments are licensed in the clausal structure contained in
DP, and DP raises to fill the Spec IP positionS. Assuming the structure in
(6}, most of the characteristics of CG perfects observed in section 2.
follow in a straightforward manner:
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a) word order facts; the auxiliary will appear in sentence final position,
while the raised clausal DP will show the normal SVO order,

b) auxiliary selection: since nothing forces the change of Spec DP into an
A’ position, namely, there is no movement through this position, D/P,
does not incorporate into be, and be is the auxiliary selected with all kinds
of verbs,

¢) agreement facts: auxiliaries will exclusively show third person singular
agreement, since they agree with the DP raised to Spec IP.

&. Some additional evidence.

In section 2, | have listed the differences between perfect constructions
in CG and SMG. | have attributed all these differences to the lack of a
proper participial form in CG. If so, we would expect that CG has other
constructions involving be, and showing similar syntactic behaviour. In
fact, parallel constructions do exist. Consider, for instance, the example in
{7):

{7) Kanis na ert de ne
Nobody subj. come-3rd-sg-pres not is

'Nobody is going to come’

illustrates a progressive construction with the same word order and
agreement patterns as the perfect constructions examined above. The
syntax of clitics in CG is also compatible with the analysis in section 4.
Clitics appear normally to the right of the verb, (Ba), except when the verb
is negated or co-occurs with a modal particle (na for future/subjunctive),
then, clitics appear to the left of the verb (8b):

(8) a.do neka t hiorsendo do strata
the woman of-his saw Cl-her in-the street
'He saw his wife in the street’

b. den do epe
not it said-he
‘He didn't say it

In perfect constructions, clitics don't climb up to the auxiliary, rather they
are cliticized to the inflected verb, as it is shown in (9):
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{(9)a To arni piasam do ton
the lamb catch-1st-plu-past-perf it was
'We had caught the lamb’

b. To ami na do piasum ton
the lamb subj. it catch-1st-plu-subj-perf was
‘We should have caught the lamb'®

The behaviour of clitics indicates that the DP complement of be contains
a fully inflected clausal structure, which bars the climbing of clitics up to
the auxiliary. Finally, as it is shown in (7), NPIs can be licensed in the
preposed DP, while the negation is attached fo the auxiliary. This fact
suggests that the raised DP is in a Spec-Head relation with the negative
head (assuming the existence in Greek of a negative projection NEGP
higher than AGRS, as in Agouraki (1992)). Or alternatively, if following
Branigan (1993) we assume that the participial DP moves to an AGRCP
projection located between C and AGRS in the matrix clause, in an
instance of A' movement, then the NPI in the preverbal participial DP
could be licensed through reconstruction.

6. Perfects in Tsakonian Greek.

The account | have offered for CG perfects relies on the existence of a
clausal structure contained in DP. The role played by the different
projections contained in DP, particularly AGRS, is also manifest in other
dialects of Greek. | will consider briefly some data from Tsakonian Greek
(henceforth TG, cf. fn 1). In TG, all imperfective indicative tenses are
formed with the auxiliary be (eni and eki in (10)):

(10) Masc Fem Neut?
Present eni oru eni orua eni orunta
'he sees' 'she sees’ 'it sees’
Past eki oru eki orua eki orunta
'he saw’ ‘she saw' ‘it saw'

As shown in (10), the present participle of the verb see agrees in gender
and number with the subject. Under Kayne (1993), be is the expected
auxiliary, since AGRS is activated, as the agreement markers on the
present participle prove. Perfect tenses in TG involve two auxiliaries:
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(11) a. emi ehu ftate
am-l had-masc baked-masc
' have baked’

b. emi eha ftate
am-| hadfem baked-masc

As illustrated in (11}, the first one, emi 'l am’, agrees with the subject in
person and number. The second one is a past participle ehu/eha ‘had’
agreeing with the subject in number and gender. The second past
participle, ftate 'baked, does not agree with the subject®. Again, the
auxiliary surfacing as be precedes an agreeing participle, while have
precedes a participle showing no agreement. These facts indicate that
the activation of AGRS is related to the surfacing form of the auxiliary (cf.
section 3). However, although TG data show clearly the relation between
activation of AGRS inside DP and Auxiliary Selection, they also seem to
pose a problem for the approach to Auxiliary Selection adopted here.
Why is it precisely the first participle, ehu/eha ‘had' in (11), the only one
showing subject agreement, or put in other words, why is it the case that
the main participle, ffafe ‘baked’ in {11), doesn’t show subject agreement?
That past participles can agree with the subject in TG is shown in
passives:

(12) a. eni flate
is baked-masc
'He is baked’

b. eni flata
is baked-fem
'She is baked’

The answer to the above questions lies in the fact that the verb to be in
TG, as in all dialects of Greek, is defective, lacking a past participle form
(like been). Thus, the only possible derivation is the one in which the
second auxiliary is have. In order to obtain have as the second auxiliary,
the preposition in D/P, of the most embedded participle has to
incorporate into the second auxiliary, and, as a consequence, the most
embedded participle does not agree with the subject, given that such
agreement would inhibit incorporation of D/P, into be.
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/. Tense in CG perfects.

Finaily, et us discuss the fifth property observed in section 2. CG does
not have present perfect forms, while, as we have seen, perfect forms are
available for fulure and past tenses. In some Halian dialects Auxiliary
Selection is also conditioned by tense in a similar way: have is preferred
in present perfect, and be in past, or future perfect. Kayne (1993) gives a
tentative explanation to this sensitivity to tense parallel to the one
proposed for the sensitivity to person (cf. section 3). The existence of a
tense projection under DP is assumed; the head of this projection, Ty ,
must raise into the matrix clause when the tense of the auxiliary is
present, at least in some languages. This movement is potentially
inhibited when D/Pg has not incorporated to BE. Under the analysis
developed here, in CG, no head raises from the DP up to the matrix
clause. if raising of Ty has to take place in present tense, there would be
a way of explaining why there are no present perfect forms in CG.
However, the reasons motivating the raising of Tg up to the matrix clause,
in general, and the obiigatory raising of this head in present tense remain
unclear.

i would like to relate the iack of present perfects in CG, to the fact that
imperfective verbal forms are in general excluded from perfect
constructions in CG (cf. (1)). CG has imperfective as well as perfective
verbal forms for past, future and subjunctive. In present tense, only
imperfective forms are available. Following Zagona (1988), | assume the
predicative nature of tense, and the following argument structure for
perfects:

(13) cP
/\

C(s) P
HTNS) VP (1)
~.
v
A vP(e)

Tense in | assigns an external s theta role (speech time), an r theta role
(reference time) to the auxiliary VP, and indirectly an e theta role (event
time to the participle VP. The relations among these temporal indices are
ruled by general principles of binding theory. In terms of binding theory,
perfective forms behave as r-expressions, while imperfective forms



behave as pronouns. The former cannot be bound by the speech time
sitting in C, but the latter can, under certain configurations. Zagona
(1990) shows the empirical consequences of the above distinction,
comparing the readings that a present tense sentence can have in
Engiish and Spanish:

(14) a. Mary sings (only habitual reading)
[cp Tilip Mary [; (does)] [yp sing « ;1]

b. Maria canta (habitual and present moment reading)
[ep Tilip Maria [y canta; ] [yp ;1]

The present moment reading is excluded in English because of the low
position of the verb (it doesn't raise to I). T; (the speech time) is outside
the minimal governing category of VP, and T; cannot A-bind the index
inside the VP. On the other hand, in Spanish, verbs raise to |, and the
minimal governing category for the chain is extended to CP, so V can be
anaphoric to the temporal external argument, accounting for the present
moment reading.

If the analysis developed here for CG perfects is correct, the situation
concerning temporal indices has certain resemblances to the one in
(14b). | have proposed that the whole DP raises to Spec IP in CG. Then,
the configuration obtained is such that the event argument can be bound
by the speech time if it is a pronoun, but not if it is an r-expression
(perfective form), as it happens in (15):

(15) Ego psis dio avga iton
| bake-1st-sg-past-perf two eggs was
‘| had baked two eggs'’

lep Tilip [pp - Psis =1 [ iton] ... ]

| tentatively propose that this is the reason why only perfective forms can
appear in perfect constructions in CG. If we assume that the event
argument cannot be bound by the external argument (speech time) in
perfect tenses, the resulting configuration, after the movement of DP into
Spec P, is such that only r-expressions (perfective forms) are free with
respect to the speech time. Being the only form available in present tense
an imperfective one, presents will be excluded from configurations like the
one in (15). This could explain the defective paradigm of perfects in CG.
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8. Conclusion

I have shown that the syntax of perfect constructions in CG follows from
a particular choice of lexical items; fully inflected verbal forms instead of
participles. Both CG and TG show how Auxiliary Selection interacts with
the activation of an AGRSP in the participial DP, giving support to the
theoretical treatment of Auxiliary Selection in Kayne (1993). Moreover, the
obligatory movement of the participial DP in CG indicates that the
presence of a clausal subject is necessary for a phrase to converge at the
PF interface (cf. Branigan (1993)). Finally, the defective character of
perfects in CG (the lack of present perfect forms) has been derived from
the distinct syntactic properties of perfective and imperfective forms.

NOTES

* | would like to thank Hilda Koopman, Ancop Mahajan, Dominique Sportiche and Tim
Stowell for useful comments and discussion of the contents of this paper. | owe also
thanks to the audience of WECOL XXill for helpful suggestions and remarks. Of course,

the usual disclaimers apply.

1. There are two interesting exceptions to this generalization. Greek dialects spoken in
Southem italy, as well as Tsakonian (dialect spoken nowadays in Eastern Peloponnesus)
also select be in certain contexts. In section 6 of this paper, some aspects of the
auxiliary system of the latter are examined.

2. CG data in this paper are from Dawkins (1916) and Kesisoglou (1951).

3. The grammatical status of psisi 'baked' in (13, ¢} is unclear. SMG has no pariciples in
passives, since verbs show passive inflection . On the other hand, pariciples usually
found in adjectival passives like the one in (1):

{1) | patates ine psimenes
‘the potatoes are baked'

are different from the forms used in perfects. Forms like psisi ‘baked’ are traditionally
treated as infinitives for historical reasons. | will refer to them as infinitives. The exact
status of these forms is not directly relevant to our discussion, and | will not consider it
here.

4. Mahajan (1993) proposes an analysis of have-be seleclion as a subcase of split
ergativity. Under his analysis, the source of the incorporating preposition is not D/P,, but
the raising subject itself, The preposition originates as a sister of the subject within the
VP. This preposition can surface either incorporated into the auxiliary (have perfect
constructions}, incorporated into the participle (agreeing participles with be ), or aftached
to the subject NP (Hindi ergatives in perfect constructions). My analysis of CG is neutral
with respect to the two proposals about the origin of the incorporated preposition (Kayne
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(1983) and Mahajan (1993)). in CG, the subject agrees with the main verb; thus, at some
point of the derivation they fulfil the adjacency requirement on incorporation, necessary
under Mahajan’s proposal, and we can assume that the preposition sister of the subject
NP has incorporated into the main verb, not into the awdliary, yielding be. Note that

under Mahajan's approach we are not lead to assume that Spec DP is an A’ position.

5. Note that ego 'I' in (8) cannot raise further to Spec IP, because it has been assigned
nominative case under AGRS. On the other hand, pro (CG is a pro-drop language) is
excluded from Spec DP, since the subject ego 'I' cannot control pro in such a
configuration.

6. (9a, b) are cases of Clitic Left Dislocation (CLLD). | am not going to consider here
CLLD constructions in CG.

7. Tsakonian Greek data are from Aerts (1865) and Pemot (1934).

8. Although it can show optional object agreement, as in (1):

{1) a. emi ehu zeite/zeita tan eyiza
am have-past-part-sing-masc tie-past-part-sing-masc/fem the goat
' have tied the goat'
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Case Spreading and Phrase Structure in Karitiana

Daniel 1. Everett
University of Pittsburgh

1. Introduction!
1 1. Objectives of this paper

In this paper I argue that case marking in Karitiana (K). an Amazonian
language of Rondonia, Brazil (Arikem family, Tupi phylum) involves case
spreading. a process first suggested in Yip, Maling, and Jackendoff (1987). I will
argue that K case spreading cannot be accounted for by the traditional conceptions
of case based on semantic roles, transitivity, ergativity, or argument structure. [
also argue that K case spreading takes place at Phonological FForm (PF. Chomsky
1981, 1992) in two environments: (1) between an overt host NP in the specifier
position of the complementizer phrase (CP) and an AGR(eement) node cliticized
to it and (ii) between an AGR node and a realis marker cliticized to that AGR. If
this analysis is correct, then K case assignment cannot be accounted for by any
current theory of case, because this case spreading is not related to semantic roles
or grammatical relations. This analysis is important to theories of case for two
reasons. The first reason is that it provides a new example of case marking
extending the empirical scope of the optimal theory of case. Second, this analysis
is important for 2 more theoretical reason: I will argue that case in K plays a role at
the PF-interface (in the sense of Chomsky (1992), rather than merely at the
semantic or LF (Logical Form) interface as is commonly assumed, at least in
current Principles & Parameters theory (Chomsky 1986, 1991, 1992). Other
contributions of this analysis to syntactic theory include the following: (i) it further
supports the need to separate Case assignment from Case realization, as originally
proposed by Chomsky (1986), in his theory of Case marking; (ii) it requires us to
broaden our perspective on Case marking, to recognize that it may serve functions
in addition to the commonly accepted one of rendering theta-roles visible at LF,
namely, it may bear a functional role, helping speakers to keep track of the mood
of utterances and of deviations from basic clausal constituent order via purely
phonological form (PF) marking; (iii) it suggests that the autosegmental theory of
Case marking developed in Yip, Maling, & Jackendoff (1987) might be understood
as a mechanism of Case-realization rather than or in addition to Case-assignment.

! This paper reports on work still in progress by the author. There is sull much to learn about
the facts of Karitiana Case assignment and I do not wish to appear here to be assuming that this
analysis is final. The facts presented are. however. quite reliable. based on elicitation and
natural, running texts. collected in corpora by David Landin. Rachet Landin. and Luciana Storte
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1.2, Organization of paper

The exposition of these issues is preceded by first giving a brief overview
of the Karitiana language and its surface syntax. This is followed by presentation
of the Case Spreading and Case realization hypothesis, Some consideration of
why this process should exist in K is given in this same section. Next, an
alternative analysis of K surface Cases based exclusively on Chomsky's (1992}
Checking Theory is considered and rejected, although it is noted that this theory
might indeed work for Case assignment in K, if not for Case realization.

2. Karitiana surface syntax
2.1. Surface syntax?
211 VP

According to R. Landin (1982}, the most common and pragmatically
unmarked word order in K texts (R. Landin (1982)) is SVO. If SVO also
corresponds to the underlying order in the language. then VP is head-initial in
Karitiana.

i1} sara ty naka -y - taso aka
alligatory bilg realis -eat ~tense man that
ERG

'The big alligator ate that man.'

{2) omaky na -oko -t moroia
jJaguar realis -bite ~-tense snake
ERG

'The jaguar bit the snake.'

2Karitiana is a member of the Arikem family. Tupi stock:

Juruna Tupi-Guarani Ramarama Monde Tupari Arikem ..
g

#Arikein *Kabixiana Karitiana

There are approximately eighty speakers of K. living about fifteen minutes by single-engine
aircraft from Porto Velho, Rondonia (approximately fifty miles), in northwestern Brazil. K has
been studied by David & Rachel Landin of the Summer Institute of Linguistics and is currently
the subject of dissertation research by Luciana Storto of Penn State University and the Museu
Emilio Goeldi (Belem. Para, Brazil). The analysis presented in this paper is essentially a
reanalysis of facts first discussed by David Landin in his M.A. thesis at University College
London. under the direction of Geoffrey Pullum, although 1 have consulted Storto about the data.
I have supplementied Landin's data with later data from texts collected and discussed by Rachel
Landin.
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These examples are unambigous and are much more common in texts than
other word orders.? The most important fact here is the textual usage of this order
as the unmarked order. The lack of ambiguity is itself not really an argument for
basic or underlying word order since, as we see below, the correct interpretation is
guaranteed by the ergative Case marking on the realis marker, na- (cf. the next
section for a discussion of Case and the realis marker).

2.12 NPs and PPs
Both NPs and PPs are head-final;
NPs

{3} yiia naka Y% - [Np ¥3 pikkom pisyp]
we realis ~eat -tense [Nyp our monkey meat]
ERG
"We will eat cur monkey meat.'

(4) opok na ~tot -0

{np 1 ol
Indian realis - remove -tense [yp 383G head]
ERG
'The Indian removed his head.’
PPs
{5) owa na -ate ~tysct pikkom
child realis -pull -aspect monkey
ERG
{pp 1 sypojo-sok]
{pp 3 tail -on]

3 Storto (1993) disputes this. claiming that in her data SVO is one of the rarer orders. Sterto
hists the following frequencies for word orders for 62 sentences in natural occurring text which
had overt nonpronominal subjects and objects:

VOs 27
ovs 13
SVO 9
VSO 9
SOV 2
Oosv 2

Assuming that this is correct. it remains to sort out examples according to topicalization
marking. WH-marking, other discourse functions. and stylistic factors. One can conclude from
these facts, however, that word order in K is quite variable and that not all word orders which
deviate from what Landin considers to be the basic word order (SVO) are simple topicalization
structures.
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'The child pulled the monkey by the tail.®

(6} 0 naka ~tat -o lpp 9a ~-pl
3 realls -go ~-tense {[pp field -to]

‘He went to the field.':

2.2. Pronouns
K pronouns are listed in Table One.

TABLE ONE
Pronominal System of Karitiana
PREVERBAL FORMS:

18 2s 38&P 1PIN 1PEX 2P
I. Subj./D. Obj vy a 0 Vi yta aj
T. Subi. p2s! an i vija yta ajja

POSTVERBAL FORMS:

18 285 35&P 1PIN 1PEX 2P
vn an i viia yta ajja

Notice that there are different forms of the pronouns for ergative vs.
absolutive Case. These differences will be crucial for the remainder of this paper.

As indicated in TABLE ONE, pronouns may appear before and/or after the
verb. The forms which appear after the verb are used for special emphasis. This
pronoun doubling is referred to by Landin as ambifixing. According to Landin, in
ambifixing, a pronominal which references the subject of the intransitive or the
object of the transitive may be repeated immediately following the verb, for
emphasis. As the examples below show, the Case of the postposed pronoun is
always ergative, even though the Case of the coreferent pronoun which appears
before the verb may be absolutive:

(7)Y taka -tar-i ¥yn.
18G realis-go -tense 158G
ABS ERG
'I will go.!

4 1 realize that these ‘postpositions’ might be analyzed instead as Case suffixes on the noun. But
since this is orthogonal to our present concerns, I will have nothing more to say about this
possibility herc.
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(8) ¥Yn a taka -mi -3 an
18G 25G realis-hit~tense 2SG
ERG ABRBS ERG

‘T will hit you.’

I will analyze these postposed pronouns as a case of FOCUS in the sense
of Tuller (1992) (cf. also Horvath (1986) and Zubizarreta (1993)) in which the
pronoun is generated in a preverbal FOCUS FC, with subsequent movement of the
verb to a higher FC position.® This is not crucial to the present discussion and in
fact it is difficult to test, since the phenomenon only occurs with pronouns.
Apparently it is never possible to 'double’ a full NP with a postposed, FOCUS
pronominal. What is important here, however, is that the phenomenon of FOCUS
or ambifixing indicates that ergative Case is the unmarked or default Case in the
language, contrary to what is often though of with regard to ergative Case-
marking systems. Further evidence for this assertion is found in the Case of the
realis marker with a null, third person subject: as shown in the contrast between
(%) and (10):

(97 Y ta -yry -t
18G realis-~arrive -tense
ABS
'I arrived.’

(10) 0 na -yry -t
358G realis -arrive -tense
ERG

'He arrived.'

In (10), the realis marker na-, shows up in ergative Case because of the
Case-Spreading rule to be discussed directly. Na- normally gets its Case from an
overt, immediately preceding pronoun, as in (9). Since there is no such pronoun in
(10), na- shows up in the default, ergative Case.

In addition to being able to appear in postverbal FOCUS position,
pronouns differ from full NPs in at least two other ways: (i) only pronouns {and
the realis prefix) show overt Case marking ; (i) the position of pronouns in relation
to the verb is fixed - they may only appear immediately before the verb in the order
Subject-D.Object or immediately after the verb as just mentioned, the latter being

5 The focused element must be immediately postverbal and is allowed to come between a verb
and its object:
(3 yn naka -paka-j yn pykyp.

15G realis<ciean-tense 1SG clothes

‘I will clean the clothes.'
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possible only if there is a coreferent pronoun in the normal preverbal position. 1
take these facts to indicate that the pronouns are generated under AGR nodes, as a
type of agreement, following Chomsky (1992) and Everett (to appear a & b). The
sentential structure that I am assuming for K is that in (11):

{11} Karitiana sentence structure (simplified)

SPEC’ ™ AGR'
aGr9” T rocus'

sPEC” OCUS !
Focus® T e
SPEC” Ty
v0 TTyp

Pronominals are sets of phi-features stacked under FC positions, as argued
in Everett (to appear a & b). As one hypothesis to account for the rigidity in word
order. I wil} assume that pronominals are generated under the AGR nodes in (11).

If. however. the pronouns are in AGR positions, we might expect them to
cooccur with NP arguments. The fact that they do not suggests that they are
arguments. along the lines suggested in Everett (1o appear b) or Jelinek (1984).
Having outlined the basic facts of K phrase structure, I would like to turn now to
consider the actual mechanisms of Case marking in this language.

2.3. Case marking
2.3.1. Case-assignment to NPs and pronominals

Following proposals in Everett (to appear b), I assume that absolutive Case
in K will be assigned via coindexation of the intemnal theta-role and a
morphologically subcategorized AGR position. Moreover, 1 will follow Chomsky
(1992) in assuming that UG guarantees that the direct object will move into the
lower AGR position and that the subject (SPEC of VP) will move into the upper
AGR. The Cases that are licensed by this checking will be Absolutive and
Ergative, respectively. This much is straightforward and is compatible with all of
the data, modulo Case realization, which will be taken up directly.

Ceteris paribus, pronominals will surface with the Case associated with the
AGRO position under which they are inserted. It only remains to discuss the Case
marking of the realis marker and the rule of Case-Spreading.

2.3.2. Case of the realis marker

Case is assigned to the realis marker by an overt, phonologically adjacent
pronominal or NP to its left. If there is no such nominal, the realis marker receives
a default ergative Case. The realis marker is augmented by an additional syllable,



ka, just i1 case the verb root to which it is attached is stressed on its initial syllable.
These possibilities are illustrated in (12):°

‘1Z2) iso naka -y -t saryt kerep Ohey.
fire realis -eat -tense hearsay long:agc Chey
ERG

‘The fire ate Ohey long ago.’

(13) yn na -oky =73 50714
18G realis ~kill -tense pig
E

'I will kill a pilg.'

4y vy taka

~-tar -i
18G realis -go -tense
'I will go.!
(L5 a ta ~oty -]
2SG realis -pbathe -itense
5

'You will bathe.’

{(13) # na -0ty -3
38G realis ~-bathe ~ranse
ERG (Aedonrt)
‘He will bathe.’

Now we must ask an important question If. as most principles &
parameters theoreticians suppose, Case marking is motivated exclusively by the
principle of visibility, why should a nonargumental, nonnominal, verbal prefix
require Case? The answer I am going to suggest {howbeit speculatively at this
point) is that Case may play a larger range of roles than previously imagined. In
partic - I want to argue that in addition to its formal role in facilitating theta-
role ¢. --king at LF, Case marking in K plays a redundant, functional role of
showing two other facts about an utterance: {i) whether or not a predication has
taken place and (ii) whether or not a CP-internal constitueut has been fronted. 1
will address the relation of Case and realis marking first.

When the realis morpheme is present, it signals that a predication has
occurred, i.e. that the action, process, modification, etc. of the predicate has been,

This example indicates that Landin is inistaken, however, about the claim that ambifixing only
affects objects or intransitive subjects:

This example is interesting because it shows Case spreading from an NP. [sara tv] big
alligator', to naka rather than merely from an adjacent N. This means that while Case
spreading is phonological in some of its behavior. it is still crucially dependent on syntactic
information
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1s being. or will be realized. When the realis prefix is missing. for example, tense
marking is prohibited, except in yes/no interrogatives (see (29) & (30) below) and
the interpretation of the sentence is usually negative:

(17) a. g na ~oty -3
38G realis -bathe -tense
ERG

'He will bathe.’

b. & oty
'He will not bathe.’

c. *B oty -7
d. *¢ na-oty

These examples show that the realis cannot occur without tense and tense
cannot occur without the realis marker.  The interpretation in (17b) is
pragmatically induced. however, rather than being completely determined by the
grammar per se. For example, in a few isolated examples in texts, one occasionally
finds untensed. unmarked verbs with a positive reading’

(1‘8) Mem 'He entered’

Moreover. K also possesses a negative morpheme. ki. which, according to
Landin (1980, 23) is "... only attached to minimally expanded verb roots and to the
conjunction tykit ‘if”:

(12) a. pyt'y tykit, y taka ~-tar ~1

[}
285G eat if, I realis -go ~tense
ARS ARS
'If you eat, I will go.-®
b. a pyt'y ki tvkit, ¥y taka ~-tar -1
286G eat not if, 1 realis -go -tense
ARS ABRS

'1f you do not eat, I will go.'

Without tense or realis marking the usual interpretation of a clause will be
that the action represented by the verb never took place nor will take place nor s
taking place. Examples like (18) are crucial in showing that this is largely a
pragmatic fact. I want to claim that Case is marked on the realis morpheme merely
to render it more perceptually salient. What such examples show us is that one of
the roles of Case marking in K seems to be pragmatic. So if the realis marker
indicates that a predication has occurred (or will oceur or Is occurring), then the
Case marking of this marker redundantly specifies this.
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To sum up: Case is marked on the realis morpheme. Since this morpheme
does not bear a theta-rolc and since its Case is not therefore associated with any
specific theta-role, Case-marking of this morpheme must be independent of theta-
theory. Perhaps we might have some success in identifying the function of this
unusual Case marking if we look at its effect. One effect is to render the realis
morpheme more salient, i.e. easy to pick out from the rest of the (phonological at
least) verb form. This salience could be useful since that morpheme is the
interpretational nexus of the utterance.7 Making it stand out more clearly better
indicates whether or not a predication has taken place. By this analysis, Case
would play a (redundant), communicative, non LF-related (and shallow) role, in
addition to its normal role in theta-role checking at LF. Such redundancies are
common in language, as in (20) and (21)%:

(20 Nes va-mos. (Portuyuese)
1PL  go-1iPL
!We ,3‘,\ +

{217  That hook ¢f John's.

As further support for this proposal, consider data recently collected by
Storta:

{22} tasc na -cky -t omoaky
man irrealis-kill-nonfuture -“aguar
ERG

'The man kilied the 1aguar.’

123} taso -t ombaky

ARS
‘The man killed the jaguar.’

These two examples are both grammatical. The second indicates a special
focus on the event. e.g. if there were consequences of that event that might affect
the hearer. Hence absolutive case may be used here as a form of admonition.

We now turn to consider additional evidence for the hypothesis that Case
plays a functional rolc in Karitiana grammar, in conjunction with any formal role it
mught play

7 In future work I plan to explore the possibility that this might be an overt realization of the
Predication Phrase suggested by Bowers (1993).
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3. Topicalization and WH-movement
3.1 Topicalization

NP  topicalization is marked syntactically, prosodically, and
morphologically in K3 Syntactically, the topic phrase is placed at the very
beginning of the sentence. Any other NP, such as the subject NP, must be place
after the VP. Prosodically, the topic phrase is set off from the rest of the
sentence by a clear pause and intonational break (cf. Storto, 1993).
Morphologically, topicalized sentences replace the realis prefix on the verb with a
ti- prefix (as do WH-movement phrases, cf. below). These facts are illustrated in
(24) - (26) below:®

(24) mora, yija ti -py
ball 1PL nondecl.~kick
‘The ball, we kick.'

{25} seppa, yn ti -ra ~tynh
basket 185G nondecl.-weave-aspect
‘A pasket, I am weaving.'

(2E} sosy, i -ti ~oky porasi.
armadillo, 38G-nondecl.-kill trap
'"The trap killed the armadillo.’

What T am here calling the nondeclarative. ti-, can also be argued to mark
the movement of material to the front of the clause 1 want to claim that this is
indeed its principal function. If we assume that it marks the presence of material in
the SPEC of CP, either a WH-word (cf. below) or a null operator, along lines

8 Landin (1980. 15) also discusses the topicalization of postpositional phrases. verbs, and
embedded sentences. in addition to NP topicalization. Like NP topicalization, none of these other
tvpes affect the Case of the subject pronomunal. Moreover, they all use ti-, and are set off
grosadica]!} just like NP topicalization,

According to Landin (1980), this ti- topic marker is obligatory. However, Storto (1993) lists
some examples in wiuch the realis prefix occurs instead:

(1) Sal na -pitan ta'an opok.
salt realis-share evidential white man
ERG
‘The white man shared the salt’

However, it is not clear if these examples are truly topicalization or some other type of word -
order alternation: as was noted earlier. K does have relatively free word order. Not all word-
order permutations seem to fall under Topicalization or WH-movement and further study is
needed
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suggested in Chomsky (1977) and much subsequent work. This would explain
why only Topicalized and WH-movement sentences are so marked.

Note that the Case of the subject pronouns in these examples are all
ergative, as would be expected, given their transitive readings. As we see in the
next section, this is not the case for WH-movement sentences.

3.2. WH-movement

Like topicalization, WH-sentences are marked syntactically by placing the
WH-element at the beginnning of the sentence and morphologically by ti-,
although there is normally no pause inserted between the WH-word in sentence-
initial position and the rest of the sentence. However, a very important difference
between WH-movement and topicalization is that in the former, the Case of the
subject pronoun is NOT preserved. if the WH-word binds an empty category in an
argument position. These facts are illustrated in (27)-(30) below:

{27) moramon a ti -pa ~tyah?
what 258G ncndecl.-weave-aspec=t
(ABS)

*What are you weaving?'

(28) moramon 0 ti
3

ky
what 1

-0
5G nondecl.-ki

'What 1s he killing?'

(29) morasog an  ti -pa ~-tynh seppa?
why you ncndecl.-weave~aspech hasket
'Why are you weaving a basket?’

(30) morascg i ti ~aoky -~tysyp sara?
why 3SC nondecl.-kill-aspect alligator
'Why is he killing the alligator?’

Evidence from yes/no questions also shows that the Case differences
between WH-interrogatives and topicalization is not merely a fact about K moods:

{31} A tat-? an ohy
2 go -tense 25G question marxksy
‘id you goz?'

{32} An 0 -oky -t soj)ia hy?
258G 1t-kill -tense pig question marker
*Did you kill the pig?'
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3.3 Analysis
Case is checked in Karitiana by the principle in (33)

(33) K Case-checking. The Case of an NP is checked in the syntax in SPEC of
AGRP. Only Case-checked NPs have Case at LF.

I will also assume principle (34):

(34) K Case-realization: Case must be realized on all nominals and the realis
marker by PF.

Notice that there is no provision for the assignment of Case to
pronominals. If this is correct, then pronominals do not receive Case in the syntax.
Therefore, assuming that these are indeed arguments as claimed above, we will
assume that they satisfy visibility at LF via adjunction to VO | as per Everett (1989;
to appear b). But if Case on pronominals and the realis marker is not
assigned/checked via SPEC of AGR position, some other mechanism must be
responsible for the Case which s eventually realized on them. 1 want to claim here
that this other mechanism is autosegmental Case-spreading. along lines suggested
originally by Yip, Maling. & Jackendoff (1987).

(35) Karitiana Case marking:

(i) Check/assign Case as per (33) above 1

(i1) If any case i1s unassigned, assign it to AGRs from right to left (the order of
Cases in

the 'Case melody’ will always be ERG-ABS | following YM&J).

(i1) Spread Case from left to right to the realis marker from an overt nominal or
to any pronominal from an overt NP

(iv) Any designated item which fails to receive Case by assignment or Spreading
receives a default Case

Let's look again at some of the examples above to see how this works:

{38) [sara tyl naka -y -t ftaso akal.
alligator big realis -eat ~tense man that
e AgsS

10 These must apply in this order. One might explore the possibility that (33) above could be
bypassed in favor of the simple statement: Assign Case to NPs, right to left. This latter statement
would be more in the spirit of YM&J than the analysis of Case-checking. but it is not clear how
that theory really accounts for the well-known facts about Case and NP movement that is
captured by Chomsky's (1993} checking model. Therefore, 1 will continue to assume that Case-
spreading properly applies only to Case-realization. not to Case-checking per se.
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‘The big alligatur ate that man.’

i3y lomaky! na -oke -t Imorocjal
jaguar realls -~bite -tense snake

ERG AES

"The jaguar pit the snake.'

{33y yiia naka -~y -j [np v3 plkkem pisyp]
we rezlls -eat -tense [yp CUr monkey meat]
L
ERG ARS

'We wil. =at our monkey mesa

{39 ¥ naka  ~-tat -o {pr gea ~p]
3 realls ~go -tense [pp field -%z]
ERG (default;
'He went to tne field.'
140y f taka ~tar-i Y.
135G realis~-go —-tense 185G
ABS ERG {d=faulir

taka -mi -j
iy

78}

&
t
0]
pu]
n
0]
[N )

&
=1
boe—y
G
o
)
;
:
.
:
2

*Iowill hit vou.!

One might attempt an alternative analysis of these facts in terms of Case-
checking/agreement, thus avoiding reference to the separate notions of Case-
realization and Case-spreading (as one possible mechanism of Case-realization).
However, this alternative will not work, as can be seen clearly via a consideration
of examples like {27) & (32) above. In these examples, the elements ‘agreeing' for
Case bear different theta-roles (or one may not bear a theta-role while the other
member of the pair does) and different speficifications for phi-features. The only
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thing being shared by the relevant items is Case. They agree in nothing else. This
alternative analysis also fails to account for the Case born by the realis marker or
default Case. Since all of these phenomena are handled by Case-spreading and
none by Case-checking, 1 will adopt the Case-checking analysis.

4. Conclusion:
4.1 The theoretical issue of Case/case!!

Chomsky (1992) argues that the levels of Phonetic Form (PF) and Logical
Form (LF) serve as interfaces between grammar and other cognitive systems. If
we take this suggestion seriously, the question arises as to whether the principles
which characterize PF and LF are disjoint or conjoint or even whether some
components of grammar might have different functions at each of these interface
levels.

For example, the phenomenon of Case/case, which has both syntactic and
phonological properties. has long attracted attention from both formal and
functionalist linguists.!? Givon (1984) has referred to case as the ‘heart of the
grammar'.  Chomsky has also attributed a great deal of importance to
understanding the formal motivations and mechanisms of Case, although he has
also argued that Case is required by and thus derivable from LF requirements on
the checking of theta-roles. Assuming this latter view of Case to be correct, we
are able to account for the role of Case at the LF interface fevel. However, it is
not inappropriate to ask if this indeed exhausts the theory of Case. For example,
could Case play a role at the PF interface level?

Consider what a positive answer to this latter question might mean.
Among other things, it would have to mean that Case could add information
irrelevant to LF interpretation. This is so PF is on the ‘left side’ of the grammar and
LF cannot 'see’ this side.!> The information that might be provided by Case at PF
could include rendering particular items or features more salient, enhancing the
decodability of the message. That is, while the role of Case at LF would be strictly
computational, providing nonredundant licensing of theta-Chains (cf. Chomsky

1 The differences in capitalization reflect theoretical conventions. The ‘case’ spelling refers to
the traditional notion of morphological case endings. with some variations allowed. The "Case’
spelling refers to the abstract symtactic Case first proposed in GB theory in Chomsky (1981).
However. these differences are not significant for the remarks | am making here, since these
agply to either notion of C/case,

12 Chomsky separates these phonological vs. syntactic properties in terms of Case-realization vs.
Case-assignment, respectively.

13 Where we are assuming something like the following,

[8}] LEXICON

i
PF /ﬁlm\~ LF
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(1992)), its role at PF might include communicative functions describable by the
grammar but without a strictly grammatical/computational function. For example,
it might add redundant information, mark items which do not need Case for LF
purposes, or even obscure theta-role assignments, among other possible roles, in
order to serve communicatively relevant functions.

While the above is largely speculative, the general line of investigation is
suggested by the concept of interface given in Chomsky (1992}

4.2 Summary

In this paper, I have argued that Karitiana Case marking requires reference
to both Case assignment/checking and Case-realization. 1 also argued that the
mechanism for Case realization in this language 1s Case-spreading, along lines
predicted by Yip, Maling, & Jackendoff (1987). What are the implications of this
analysis, if correct? First, Case may be relevant at both the PF and LF levels, the
‘interface’ levels of Chomsky (1992). Second, if Case does hold at PF, it may
indicate that PF can serve more than a merely interpretative role but also
contribute directly to communicational needs, as opposed to purely computational
requirements, by helping the hearer decode the utterance via redundant
phonological information. This would be similar to cases of double Case marking
or double agreement, as illustrated in (20} and (21) above Finally, this analysis
supports the contention that aspects of linguistic structure may function at both the
computational and communicative levels simultaneously, in ways not previously
recognized by formal grammars. Moreover. since this Case-spreading is a salient
fact about K grammar, it cannot be avoided by formal theories but must be
analyzed as formally specifiable, but not following from any exclusively
compuational principle.

It is likely that this description does not cover the whole of Case in
Karitiana, but it should serve as a starting point for further investigation and for
more thinking about the possible functions of C...¢ in grammar
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Natural morphelogy, the bioprogram,
and the origin of the article system

Eduardo D. Faingold
SUNY at Stony Brook

1 Introduction

In earlier work {(Faingold 1989, 189¢, 199%1, 1992a,
1992¢, 199%3¢), I have studied natural phonological
developments 1n child language, creocolization, and
history. This paper studies natural morphological
processes (Mayerthaler 1981) in the emergence of the
article system in these areas. It reveals possible
correspondences in the acquisition {Bresson et al 1970,
Brown 1973, Karmiloff-Smith 1979, Maratsos 1976, Warden
1976}, creolization (Bickerton 1981, Faingold in press),
and history (Faingold 1993, in press) of the definite and
indefinite articles, with particular detail to Latin and
certain Romance languages (e.g. Spanish, Portuguese,
French, Rumanian), and their daughters (e.g. Haitian,
Principe, Papiamentu, Palenguerc creole, Judeo-Ibero-
Romance, Fronterizo koine}, English, English-based
crecles (e.g. Hawaiian, Sranan), the classical languages
(e.g. Latin, Greek, Hebrew, Arabic). hese developments
are explained by a universal hierarchy of markedness that
reflects natural morphological processes.

2 Morphological markedness
2.1 A developmental model of markedness

This paper adopts Faingold’'s (1989, 1991, 1992a,
1992b, 1992c, 1993b, 1993c)} model of markedness. The
model is based on the theory of markedness elaborated by
C. J. Bailey (1973, 1877a, 1977b. 1982, 1985, 1992) and
his associates (Edmondson 1885, Mayerthaler 1981,
Muhlhausler 1986) and aims to reveal universal mechanisms
of language development as well as biclogical and
sociocommunicational constraints on language variation
and change. The approach takes into account child
language, language history, pidgins & creoles, koines,
etc. on the assumption that these are areas that closely
reflect universals of markedness. This version of
markedness theory explains possible changes as reflecting
natural processes and is relevant for constructing
implicational hierarchies (e.g. Bailey 1973, 1985, Keenan
1987). These hierarchies are used to test the hypothesis
that less marked phonoleogical (Bailey 1973, 1977a, 1985),
as well as morphological (Mayerthaler 1981, Pishwa 1991),
and syntactic structures (Hawkins 1988, Keenan 1987)
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chronologically antecede or replace more marked
structures. In certain cases, the directionality of
change is reversed for sociocommunicaticnal reasons (e.g.
markedness-reversal, borrowing, etc.). In this framework
assignment of markedness values is not arbitrary but the
result of logically independent empirically based tests
which capture significant relationships between phenomena
which would be otherwise unrelated. I show that
developments 1in the acquisition, creolization, and
history of the article system are meaningfully accounted
for by such model. Table 1 displays relevant areas and
mechanisms of morphological markedness.

Table 1
A developmental model of morphological markedness
{Faingold 1992a}

(l)Identification of marked structures
{a)System-internal areas: first language acguisition
{b) System-external areas: (i)crossfield correspondences,
(ii)frequency, {iii)neutralization, ({iv)accessibility,
{(vimarkeredness and constructional iconicity

(2)Mechanisms of morphological development

{a)Neurobioclogical mechanisms: {i)child's egocentrism,
{ii)naturalness, (iiijgrammaticalization
{b)Socioccommunicational mechanisms: (i)borrowing,

{ii)decreolization

{l)Identification of marked structures

(a}System-internal areas: Language acguisition. This
measure concerns the early avallability of linguistic
forms to the child. Markedness theory states that

children select unmarked forms and omit or replace marked
with unmarked structures. It assigns the feature marked
to those structures that are acquired later by children
such as indefinite articles corresponding to the first
cardinal number, while the forms acquired earlier, such
as definite articles corresponding to a demonstrative
pronoun are unmarked, since English-, French-, and
Hebrew-speaking children substitute the definite for the
indefinite article to a very large extent (and not
viceversa) {see Bresson et al 1970, Brown 1973,
Karmiloff-Smith 1979, Maratscs 1976, Warden 1976, 2Zur
1983).
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(b)System~external areas

{i)Crossfield correspondences: The study of language in
all its aspects yields useful insights for an empirical
definition of markedness as well as the identification of
markedness values. If correspondences are found between
implicational relationships and diverse linguistic
fields, it makes sense to seek for a common explanation
to account for developments in all domains. General
principles are revealed in the search for crossfield
correspondences; marked elements are less stable and
usually change before unmarked ones; unmarked structures
occur earlier in c¢hild language, creolization, and
historical change. For example, as noted above, less
marked zero indefinite articles occurs earlier in early
child language, and creocles (e.g. Haitian, Principe -
and, to a lesser extent, Sranan, Hawalian, Papiamentu,
and Palenguero [see Bickerton 1981, Bruyn 19583, Faingold
in press]), as well ag Classical Greek, Arabic, Hebrew,
Rumanian, etc. than more marked indefinite articles
corresponding to the first cardinal number in e.g., older
children and adults, as well as modern English, French,
Spanish, Portuguese, and Spanish/Portuguese koines
{Judeo~Ibero-Romance, Fronterizo [see Faingold 1589,
1992b, in press]).

(ii}Frequency: Statistics are used as a discovery
procedure, rather than as a conclusive test of markedness
values. Unmarked forms are in many instances more widely
distributed or frequent than marked terms both within and
across languages. Yet, the form regarded as marked can,
in certain cases, be more usual than the unmarked form,
e.g. in the Russian word for “‘wheel’ the number of forms
taking the singular and plural oblique cases exceeds the
number of singular non-oblique cases (Bailey 1982).
Statistics can conflict with markedness values (see,
furthber, Faingold 199%2a) .

(iii)Neutralization: A distinction can be lost in a
particular envirconment; the unmarked form survives, e.qg.
children neutralize the distinction between definite and
indefinite article: The least marked definite article,
as we have geen, survives.

{iv)Accessibility: Grammatical processes such as
relativization apply first to less marked environments
{e.g Subject NPs). The application of grammatical

processes to a more marked environment (e.g Direct Object
NPs) implies the application of the same processes to
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less marked environments, and not viceversa (Keenan
1987} .

(viMarkedness and constructional iconicity: An overt
additional form is present. The more marked non-zero
indefinite article is markered in English, Spanish,
French, older children and adults by a form resembling
the first cardinal number, while other less marked
systems such as Rumanian, Hebrew, Arabic, Classical
Greek, early child language have zero forms. These are
instances of Mayerthaler’s (1981) principle of
constructional iconicity, that is, the addition of a
mark-bearing element to the simpler form. The more
marked form bears the marker and is said to be markered.
But notice that markeredness and markedness are not
SYnonymous ; a structure can be marked but fail to be
markered (e.g. English more marked plural mice vs. less
marked singular mouse [both equally (un-)markered]).

(2)Mechanisms of morpholcogical development
{a)Neurobiological mechanisms

{i)Child’'s egocentrism: Young three- and four-year olds
fail to take intc account the cognitive needs of the
listener; they speak from their own point of view,
showing a strong bias towards less marked definite
articles (see Brown 1973, Karmiloff-Smith 197%, Piaget
1953) .

(ii}Naturalness: Structures are considered more natural
if they are less marked, and converesely less natural if
they are more marked. The concept of markedness is
formalized by Bailey (1982) as in (1) below:

{l)a »>m -—=-==--- > <m {the more marked changes to less
marked)
{I)b >m >> «<m {the presence of the more marked

implicates the presence of the less marked)

Principle {(l)a predicts that if X changes to Y, X is
more marked than Y and Y is less marked than X.
Principle (1)b defines the natural implicational patterns
of the system. Principles such as (1) can be overruled
under certain sociccommunicational circumstances, e.g.
borrowing.

(iii)Grammaticalization: More marked new functions can
be assigned to less marked old forms. A structure is
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reanalyzed to cover a function lacking in the linguistic
system. Thus demonstrative pronouns are firstly and
universally grammaticalized into definite articles in,
e.g., Vulgar Latin and spoken Finnish, as well as in in
crecles. The first cardinal number is grammaticalized
into an indefinite article only after the appearance of
the definite article; in this sense, the
grammaticalization of the indefinite article implies that
of the definite article (see Faingold 1993).

{b) Sociocommunicationai mechanisms

(i}Borrowing: Prestigious elements are borrowed in
language history. These can be more, as well as less,
marked (see Faingold 19%2a, in press)

{(1ii)In decreclization, a c¢reole borrows and integrates
elements from its lexifier languages. For example, in
pPalenguero and Hawalian, decreolization processes might
have recently changed zero non-specific indefinite
article into a more European-like nonspecific article
corresponding to the first cardinal number (see Faingold
in press).

2.2 The grammatical systemn

Bailey (1992) offers a sysiematic method for
listing, cilassifying, and analysing linguistic data in
terms of naturalness, yielding phonological, as well as
morphological and syntactic hierarchies of markedness.
Table 2 (next page) delineates Bailey’s (19382) method for
the study of grammatical systems.

Table 2 displays (1) a map of the data, {(2) a list
of the data, and (3} a classification of the data,
vielding (4) an analysis of the data in terms of
naturalness. i.e. a hierarchy of markedness.

2.3 The article system in developmental morphology

I apply further the model of morphological
markedness discussed earlier to account for the
development of the article system in child language,
creolizaticn, and history. I reveal a hierarchy of
markedness that explains the development of the definite-
non-definite, as well as the specific-non-specific,
distinctions in terms of morphological naturalness, as
well as bioloygical and sociocommunicational mechanisms of
development. Table 3 (next page) displays the article
systems in child language, creolization, and historical
change considered in this study (see references in
Section 2 1).
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Table 2
Listing, classifying, analysing, and system
{Bailey 1992)
{1} Data map
1: abce 5: abcd 8: a
2: a 6: ab S: abcd

3: abc 7: abce 10: abc

Data: a, b, ¢, d, e

(2} List
System 1 has abce System 6 has ab
System 2 has a System 7 has abce
System 3 has abc System 8 has a
System 4 has ab System 9 has abcd
System 5 has abcd System 10 has abc
{3) Classification

with e without e
a 2, 8
ab 4, 6
abc 1, 7 3, 10
abcd 5, 8

(4) Analysis: The grammatical system

e/d »>> ¢ >> b >> a

{Notations: / "and/or"; >> "implies")
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Table 3
The article system in child language, creoclization, and history

(dem)def (0:indef (card)indef (0)nonsp (cardinonsp (0)def
(i)Child
Language
Stage 1 3 IS - + - _
Stage 2 + - ¥ . . -

(ii)Creclization

Haitian + + - + _ -
Hawaiian : - + + _ -
Palenguero + - + + - *
Papiamentu + ~ + + R -
Principe + + - + - -
Sranan + + + +- B +

{iii)History

Arabic + + - + - -
English + - - - s -
French + - & - + -
Fronterizn + - + . - -
Greek + + - + - -
Hebrew + + - + - _
J-I-R + - + - » -
V. Latin + - + “ + -
Portaguese + . + . + -
Rumanian + + - v - -
Spanish + - + - + -
(Notations: +  means that source is grammaticalized as

definite/indefinite, specific/non-specific; - means it is not.
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Table 4
A typology of article systems

(dem)def (0)indef (card)indef (O)nonsp (cardinonsp (0)def
{1¥Child

Language

{l)Stage 1 + + - + - -

{2)Stage 2 + - + - + -

(ii)Creolization

{(3)Hawaiian + - + + - -
Papiamentu + - + + - -

(4) Sranan + + + + - .

(5)Haitian + + - + - -
Principe + + - + - -

{(6)Palenguero + - + + - +

(iii)History
{7)Stage 1

Arabic + + - + - -
Greek + + - + - -
Hebrew + + - + - -

Rumanian + + - + - -
(B)Stage 2

English + - + - + -
French “+ - + - + -
Fronterizo + - + - + -
J—I—R + - -+ - -+ -
V. Latin + - + - + -
Portuguese + - + - + -
Spanish + - + - + -

(Notations: + means that source 1is grammaticalized as definite/
indefinite, specific/non-specific; - means it is not.)
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Table 3 lists definite and indefinite (specific and
non-specific) articles including (i} two c¢hild language
systems, {Stages 1 and 2 respectively), {ii) creocles, and
{iii) history. A close look at table 3 further suggests
a typology of article systems in terms of the presence
and/or absence of grammatical features such as {dem)def
{(definite article corresponding to a demonstrative
pronoun), {0)indef (zero indefinite article),
(card) indef, {(an indefinite article corresponding to the
first cardinal aumber), {(O)nonsp (zero non-specific),
{card)nonsp (non-specific article corresponding to the
first cardinal number}, and (0)def (zero definite
article}. Table 4 (next page) classitfies the data in
Takle 3 in terms of a typology of article systems.

Table 4 displays eight article systems, including
(i}two stages in children’s development ({(1; and (2},
four different types of crecle systems {(3}) to {(6)}, and
two different stages of development in language history
({7 and (8)). The eight systems dispiaved in Table 4
can be further reduced into five linguistic systems,
since (1) shares the features {dem)def, (0)indef, and
(0)Ynonsp with (%) and (7), and (2) shares the features
(dem)def, (card)indef, and (card)nonsp with (8}. Table
5 displays a revised typology of article systens.

Table 2
A list of systems

System 1 {{1), (5), (7} in Table 15)
(dem)def (0)indef (0jnonsp

System 2 (({3) in Table 15}
(dem)def (cerd)indef (0)unonsp

System 3 ((&) in Table 15;

{dem)def/ (0)def (card)indef (dinonsp

System 4 ({4) in Table 1%)

{(dem)def,/ (0)def (card)indef  (0)indef !(3)ncnsp

e

{8) in Table .S}

System 5 ({2},
ardjindef {card)nonsp

L
{dem)def ({

Table & (next page} presents a hierarchy of
markednes to account for the development of the article

systems listed in Table 3.



Table 6
A hierarchy of systems

5 »> 4 >> 3 >> 2 »» 1

l<m 2 <«m 3 <m 4 <m 5

>> = implies
<m = less marked

The ranking in the hierarchy of markedness in Table
6 follows from the criteria for identifying marked
structures and mechanisms of development in table 1.
Table 7 displays the selected criteria for the ranking of
the article systems.

Table 7
Markedness criteria

System 1

{(i)First language acguisition
{(ii}Fregquency

(iiiiCrossfield correspondences
{iviNeutralization
{viConstructional iconicity

Systems 2 to 4
(iiConstructional iconicity

System 5

(i}First language acguisition
{(il)Crossfield correspondences
{(iii)Neutralization
(iv)Constructional iconicity

System 1 ((dem)def, (0)indef, (0)nonsp) is the least
marked c¢f all systems; the reason is that it complies
with five criteria in Table 7 (see also Table 1}:
(i)First language acguisition: System 1 is the first
system acquired by children.

(1i)Frequency: this system contains the most intra- as
well as inter- and cross-linguistic widespread structures
{{dem)def, (0)indef).

(iii)Cross-field correspondences: The development of
System 1 in history and creclization mirrors the early
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acguistion of the same system in child language.
(iv)Neutralization: Children neutralize the indefinite

{(vs. the definite) article; the least marked definite
form ({dem}def) survives.
(viConstructional iconicity: This system is the least

marked as well as the least markered of all article
system, since it bears less markers than any other system
in this study.

Systems 2 f{idem)def, (card)indef, (0)nonsp), 3
{(dem)def/ (0)def, {card)indef, {0)nonsp), and 4
{(dem)def/ (0)def, (card)indef/(0}indef, (Olnonsp}, are
ranked in this order according to the principle of
constructional iconicity. System 2 is less markered than
Systems 3 and 4, and System 3 1is less markered than

System 4. System 2 shows one more added marker than
System 1 ({card)indef); System 3 shows yet one more
added marker than System 2 ({0)def); and System 4

presents yet one more added marker than System 3
((0)indef; .

System 5 ({(demidef, (card)indef, (cardinonsp) is the
more marked of all systems. The reason 1is that it
complies with four criteria in table 7 {(see also Table
1)

(1)First language acguisition: This is the last system
acquired by children.

(ii)Cross-field correspondences: The development of
System 5 in history mirrors the acquisition of this
svstem by children.

{iii)Neutralization: Children neutralize the definite
(vs. the indefinite) article; the more marked (cardjindef
dies out.

{(iv)Constructional iconicity: System 5 1is the more
markered of all article systems, since it bears more
markers than all the other esystems in this study.

System S, however, fails the freguency test, since
it is crosslinguistically very widespead (particularly in
modern European languages). As I have shown earlier this
is not a crucial test of markedness values. The reason
is that sociocommunicational factors such as borrowing
can interfere with the natural distribution of markedness
values, yvielding more, rather than less, marked
structures.

3 Summary and conclusions

I have studied natural morphclogical processes in
the development of the article system in child, language,
creclization, and history. The study presented a
deliberately integrative perspective, taking into account
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seemingly disparate linguistic areas with the purpose of
revealing universals of markedness. A model of
morphological markedness has been proposed, one closely
aligned with C. - J. Bailey’'s and W. Maverthaler’s
theoretical wviews, as well as with Faingold’'s {1992a)
study of emergent systems of phonology. This model
relies on psycholinguistic studies of first language
acguisition, as well as on work on language typology,
variation, and change in creolization and history.

Biological mechanisms such as children's
egocentrism, naturalness, grammaticalization, etc.
support the hypothesis that less marked forms occur
early, are less markered, are more resistant to change
{e.g. neutralization), and are more natural. In
contrast, in soclocommunicational mechanisms such as
borrowing and decreoclization, unmarked patterns can be
reversed to form a less natural system. In certain
cases, substratum and superstratum influences may tamper
with the unidirectionality predicted by bioclogical
mechanisms of development; e.g. more marked acrolectal
forms appear in Hawalian and Palenguero creole; In other
instances, sociocommunicational mechanisms yield less
marked systems, e.g. Yoruba zero indefinite article in
Haitian and Principe creole (see Holm 1988, Faingold in
press) .
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The Role of Semantic Argument Structure in Turkish Causativization
Mirjam Fried
University of California, Berkeley

It has been noted in literature on Turkish causativization (Zimmer 1976,
Erguvanh 1979, Dede 1981, Knecht 1982) that certain predicates cannot be fully
accounted for by the demotional hierarchy proposed by Comrie (1976). Comrie’s
approach is built on the assumption that causativization is a strictly syntactic process
in which the subject of the base predicate (causee) is demoted 1o the highest-ranking
available slot on the universal hierarchy subject > direct object > indirect object >
oblique object > genitive. Turkish causatives indeed appear to follow this prediction
with rewarding regularity. There are two common causative patterns, each with a
characteristic expression of the causee. The “intransitive' formula marks the causee
with the accusative (1) and applies to predicates which do not have any argument
expressed by anaccusative NP:

(1)  Misafirleri ¢ok  bekletme!?
guest-P-Acc much wait-C-Neg. Imp
"Don't make/let the guests wait too long!

The most salient feature of the other pattern, whichI will call “transitive', is that it puts
the causee in the dative (2b) and the hierarchy tells us that it is the expected outcome
for predicates which in the non-causative form (2a) have an argument marked by the
accusative

{(2) a. Ersin mektubu  yazdi
Ersin-Nomletter-Acc write-Pst.3sg
‘Ersin wrote the letter.'

b. Ersine mektubu  yazdurdim.
Ersin-Dat letter-Acc write-C-Pst-1sg
‘Ihad Ersin write the letter !

The problematic cases concern multi-valent predicates with non-accusative
arguments. According to the hierarchy, their subjects should surface in the accusative
but these predicates show several causative patterns, only one of which conforms to
the hierarchy. The following examples illustrate the range of case assignment
possibilities which are in violation of the hierarchy. These involve dative-taking verbs
such as bak- "take care of (3) or telefon et- "call' (4), ablative-taking verbs such as
dziir dil-"apologize' (5), and ditransitives (6):

1 Unless specifically acknowledged otherwise, the data in this paper were elicited from three
native speakers of Turkish from Istanbul, two female and one male.

2 Turkish has an array of causative morphemes (-Dlr-, -t-, -Ir-, -Er-, -It-) and the selection of 8
particular form is determined by the morphology of the verb stem
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(3)a. Anneme bebegimi baktirdim.
mother-Poss-Dat baby-Poss-Acc  take care-Pst-1sg
‘T had my mother take care of my baby.'

b. *Annemi bebegime baktirdum.
mother-Poss-Acc baby-Poss-Dat take care-Pst-1sg
I had my mother take care of my baby

@) Ali'ye arkadagima telefon  ettirdim.
Al-Dat  friend-Poss-Dat  telephone do-C-Pst-1sg
‘IT'had Ali callmy friend '

(5 Anne ¢ocuga Ogretmenden Bziir  diletti.
mother-Nom child-Dat teacher-Abl  apologize-C-Pst.3sg
‘The mother had the child apologize to the teacher '

(6) Hasana  suyu ¢orbaya  kattirdim.
Hasan-Dat water-Acc soup-Dat  add-C-Pst-1sg
‘Thad Hasan add water to the stew.”

The example in (3a) violates the demotional hierarchy in that both arguments of the
base verb change their form, while the expected demotion of the base subject into the
accusative is ungrammatical (3b). The dative-taking verb in (4) and the ablative-
taking verb in (5) also skip the available accusative and select the dative instead (an
instance of 'extended demotion’, histed by Comrie as one of the exceptions to the
hierarchy), but leave the second argument intact. Furthermore, the extended
demotion in (4) results in the so-called “doubling' on the dative (another
acknowledged exception}. Doubling also showsin (6}, where boththe causeeand one
ofthe non-subject arguments of the ditransitive base verbare in the dative.

Focusing on the dative-taking verbs, I will examine the deviant patterns and
develop an analysis that will not need to treat them as unmotivated exceptions. The
analysis will be based on the hypothesis that causativization cannot be a purely formal
process, contrary to Comrie's assertion that “there are languages like Turkish where
semantic factors seem completely irrelevant to the expression of the causee'
(1981:176). Comrie's exclusion of semantic factors is justified to the extent that they
are understood as "the degree of control' retained by the causee. This criterion indeed
seems to be of little value in Turkish. It has been shown, however, that the semantic
considerations relevant to causative processes in many languages have to do more
with the semantic argument structure of the base predicates (Alsina & Joshi 1991,
Fried 1992, Achard 1593) than with the admittedly rather vague notion of causee
control, and I will show that this is true for Turkish as well. Specifically, I will argue
that the selection of a particular surface case pattern is sensitive to the semantic role
associated with the second argument of the base verb and that the dative expression of
the causee is motivated by the semantics of the causative construction regardless of
the case form of the second argument.
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We find three patterns in the causativization of the dative-taking verbs: the
intransitive formula with the causee in the accusative (7a), doubling on the dative
(7b), and thetransitive formula, which changes the form of both base arguments (7c):

) Non-causative: Causative:
a. Nom - Dat -> AcCCapsee - Dat
b. Nom-Dat - Datgysee - Dat
[ Nom-Dat - Datggusee - ACC

When we pair the causative patterns with particular predicates, we get roughly the
following classes (the items in parentheses represent rather marginal occurrences not
acceptableto all speakers; the list in (Ba} is by no means exhaustive):

(8) a. Acc - Dat

bin- ‘geton yardmmt et~ give help 1o’
tirman-  climbonto’ telefon er “telephone’
hohla- ‘blowair at' inan- “believe’
yaklag-  ‘approach’ bak- “lookat’
pigman et- "have regretstoward’ bagla- “start with/at’
b. Dat - Dat ¢. Dat- Acc

vur- “hit' bak- ‘takecareof
(telefon er-"telephone’) bagla- start'

(inan- “believe’)

Since all these predicates follow the same case assignment pattern in their
non-causative form, their causative behavior raises two main questions: (i) why do
some of them select the intransitive formula (8a), while others use some version of the
transitive one with the causee in the dative (8b,c), and (i), as a broader question
concerning the application of the transitive strategy, why 1s the causee marked with
the dative, even when it results in violating the formal hierarchy?® In answering the
first question, I will consider the role of the semantic argument structure of the base
predicate. Withrespect to the second question, I will appeal to the notion of causative
construction as an idiosyncratic linguistic unit whose semantic and pragmatic
requirements interact in specific ways with the semantics of the base predicate. This
approach will help shed some light on the otherwise puzzhing observations about the
deviant patterns as well as provide a more complete picture of the regular cases.

As the lists in (8) show, the majority of dative-taking predicates follow the
intransitive pattern. This behavior is predicted by the hierarchy but it can be justified
on semantic grounds as well. Although the valence of the items in (82) indisputably
requires two arguments, their causativization is no different from verbs which only
optionally take a second argument, such as giil- laugh (at)', otur-"sit (onto), bagir-

3 (tis beyond the scope of this study to discuss case assignment ;e the non-causative forms,
and it is not crucial to accounting for the causative data.
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“shout (at}), gir- "enter (into)’, etc. The latter all express a motion or action directed
toward a goal, which is a role that Turkish regularly marks with the dative.* The
optional goal of course does not interfere with the essentially intransitive nature of
these verbs and therefore the causee surfaces in the same form (the accusative) as with
truly one-place intransitive verbs:

(9) Bu misafirleri (birinci  siraya) oturmaliyiz.
this  guest-Pl-Acc {first row-Dat) sit-Mod-1pl
"We should have these guests seated (in the first row).’

The meanings of the predicates in (8a) point to the same configuration of semantic
roles (<Agt, Go>), only the second argument is obligatory. In most cases the goal is
interpreted in its literal locative sense (bin-, hohla-, bak-), and many predicates
expressing certain mental attitudes (inan-, pignan er-) are also conceptualized as
directed toward a target/recipient. As a result, these predicates can follow naturally
the intransitive formula:

(10)  Kocamu kediyi  kurtarmak igin  bu apaca
husband-Poss-Acc cat-Acc  rescue-Inf for this  tree-Dat

urmandirdim.
climb-C-Pst-1sg
'T had my husband climb up this tree to rescue the cat.’

In contrast, the semantics of vur~ "hit' in (8b) represents a different sort of
relationship between its two arguments. It depicts a scene in which an agent not only
directs its action toward a target but also has a definite effect on it, thus resembling
semantically transitive predicates, which are associated with the argument structure
<Agt, Pat>. Acting on this information (rather than simply on the surface form of the
second argument), the causativization process then selects the transitive pattern,
coding the causee inthe dative:

(11)  Ali'ye Hasan'a vurdurdum.
Ali-Dat  Hasan-Dat  hit-C-Pst-1sg
T had Ali hit Hasan./ I had Al hit by Hasan''

The dative on the second argument is explained by the polysemy of the verb vur-
which also means "shoot' in addition to “hit'. This difference in meaning is consistently
marked by assigning the dative to the patient argument of "hit, including the passive
(12b)as compared to the passive of shoot' (12a):

4 The Turkish dative shows a familiar syncretism: goals, recipients, purpose, and relational
entities in general ( with respect to, "in relation to”). The latter are characteristic especially
of the targets of psychological states, attitudes, or judgment (cf. Dede 1981, Underhill 1990).
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(12) a. Hasan vuruldu. b. Hasana  vuruldu.
Hasan-Nom  shoot-Pass-Pst.3sg Hasan-Dat hit-Pass-Pst.3sg
‘Hasan was shot/*hit.' "Hasan was hit/*shot '

The distinction must be maintained in the causative as well, as illustrated by the
comparison between (11) aboveand (13) below,

(13) Hasan Ali'ye vurdurdum.
Hasan-Acc  Ali-Dat  shoot-C-Pst-1sg
‘I had Hasan shot by Ali./ *I had Hasan hit by Ali/ *1 had Hasan hit Ali’

regardless of the fact that the causativization of vur- "hit' inevitably results in two
dative NPs and consequently also in relatively severe ambiguity noted in the English
translation of (11).% If vur- "hit' were to mechanically obey the demotional hierarchy,
1.€., to code the causee in the accusative, the result would be intolerable homonymy
between “hit' and "shoot' in their causative forms. The unexpected causative behavior
of vur-"hit'is thus due to maintaining the lexical meaning of the base verb and need not
be regarded as an unmotivated exception. The dative form of the patient argument is
simply part of the lexical entry for vur-"hit'and cannot be tempered with. (I willreturn
to the more problematic behavior of telefon et- “telephone' as a marginal example of
the double dative pattern after the predicates in (8c) have been discussed.)

The items in (8¢) present a more puzzling case in that the forms assigned to the
two base arguments seem in fact reversed. As far as the formal demotional analysis is
concerned, the problem is that a verb which does not assign the accusative to any of its
arguments follows the causative strategy normally found with nominative-accusative
verbs. In order to at least describe the facts, the strictly syntactic approach would
hawve to stipulate that the original dative must be first changed into the accusative and
then the demotion may proceed as with regular transitive verbs. But there is no hope
of explaining why the recoding of the second argument for the purpose of
causativization should be necessary or even possible, especially since the same
process does not apply to other dative-taking verbs. Fora purely formalapproach, the
matter is further complicated by the fact that the two verbs in question (dak-, basla-)
are actually associated with two different causative paiterns - notice that these
predicates figure both in (8a) and (8c¢).

In order to sort out these facts, we must start with the observation that each of
the two verbs can be used in two different senses. Consider the following examples
involving bak-:

(14) a. Resimlerine yarin bakacagim.
picture-Pl-Poss-Dat  tomorrow look-Fut-1sg
‘T'll look at vour pictures tomorrow.’

5 The ambiguity in fact makes (11) only marginallv acceptable. Not surprisingly, speakers
prefer to use formally non-causative alternatives, such as directives with the verbs of
speaking or ordering.
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b. Yann bebegime annem bakacak.
tomorrow baby-Poss-Dat mother-Poss. Nom take care-Fut.3sg
“Tomorrow MY MOTHER will take care of my baby '

As already discussed, bak-y “look at' in {14a) belongs to the <Agt, Go> class of
predicates in (8a), expressing an action directed toward an unaffected target. Theact
of taking care, on the other hand, implies a certain degree of manipulation or direct
controf exercised by the agent over another entity which is thus presented as being
more of an affected participant. The argument structure of bak-; take care of (14b) is
then more appropriately specified as <Agt, Pat>. Although the case assignment rule
operating in non-causative sentences does not act on the difference in meaning (both
senses of bak- mark the second argument in the dative), the causativization process
seems to be sensitive to the subtle shift in meaning from 'look at' to "look in order to
take care of/examine' and applies a different formula to each sense:

(15) a. Cocugn  hizmetciye  baktirdim.
child-Acc maid-Dat look-C-Pst-1sg
‘I had the child look at the maid./*'] had the maid take care of the child.'

b. Hizmetciye  gocuk baktrdim.
maid-Dat child-Acc take.care-C-Pst-1sg
"1 had the maid take care of the child '/*'I had the maid look at the child.’

(15a) follows the intransitive formula, as also predicted by the demotional hierarchy,
whereas (15b) shows the typical transitive pattern exemplified in (2b) above; the
pairings of bak-; or bak-, and a particular causative form are mutually exclusive, as
indicated by the English translations. The differences in mapping between the
available configurations of semantic roles for each meaning and the corresponding
case forms in the causative sentences are shown below:

(16)a. bak-;'lookat’ <Agi,Go> b. bak-; "take care of/fexamine’ <Agt, Pat>

o I
Acc Dat Dat Acc

An early attempt to approach these data on non-syntactic grounds is found in
Erguvanli (1979). While acknowledging that the difference in a particular causative
strategy is necessary in order to maintain the semantic distinction between bak-) and
bak~, her analysis rests on the assumption that semantic interpretation is determined
by the discourse categories topicand focus. Inorder to explain the factsin (17) below,
she explicitly associates topic with the accusative form,% and then any shift in topic

6  This assumption alone is enough to invalidate her analysis. 1n a typical Turkish sentence,
the topic is sentence-initial and the focus occupies the immediately preverbat position.
Neither position is inherently associated with any case form or functional category. The
basic sentence structure of Turkish can thus be best formalized in terms of its discourse
configuration: [ [Topic] (...} [Focus] [Verb] ]s.



results in a different semantic interpretation of the NPs involved:

{(17) & *Onu dislerime bakturdim, (p.93)
he-Ace  tooth-Pl-Poss-Dat take.care-C-Pst-1sg
‘I had him examine my teeth’

b *Kitaplann bana bakurmadi.  (p.95)
book-Pl-Poss-Acc  I-Dat look-C-Neg-Pst.3sg
"He didn't let me look at his books.'

The non-occurrence of (17b) is thus attributed to the extremely low topic-worthiness
of kitaplarm:’ his books- Acc'. However, the sentence is odd semantically: if the verb
is used in the meaning "look at’' (Erguvanli's translation), the case assignment is in
conflict with the mapping reserved for this sense of bak- (16a), forcing the following
mapping instead (Erguvanh thus contradicts her own assertion that each causative
pattern is associated with only one meaning of bak-):

(18}  bak-,'lockat’ <Agt, Goal>

| J
Dat  Acc

In order to make the distribution of case forms in (17b) work, the verb would have to
be glossed “take care of/fexamine’. We can of course question to what extent one is
likely to utter such a sentence (' He didn't let his books 10 be taken care of/fexamined by
me'} but that is a matter of contextual plausibility, not a consequence of the inherent
semantics of bak- or discourse structuring.”

Even more significantly, Erguvanh does not (and cannot) invoke the
discourse-related explanation in accounting for the unacceptability of (17a). 1t would
be difficult to argue that onu (or, for that matter, a full NP, such as doktoru
“doctor-Acc') cannot be a felicitous topic. Consequently, only the semantic criterion
1s supposed to apply in (17a), which should (and does) become perfectly acceptable if
bak- is glossed "look at' rather than “examine/take care of. The actual use of sucha
sentence is then again subject to contextual plausibility only.

A similar analysis applies to the different uses of bagla- "start’. It seems that
the basic distinction in the conceptualization of the second argument observed with
bak- is at work here as well. The far more common reading (bagla-;) can be glossed as

7 Speakers do differ in how much freedom they allow in ordering these NPs and thus the
discourse structure is not entirely irrelevant. But it is not the primary factor in interpreting
those sentences. While all my informants agree that the difference in meaning between
causativized dok-y and bak-, 15 necessarily marked by the different mapping between the
arguments of the base verb and the cases assigned by the causative construction, one
informant (dialect 13) seems to also prefer associating the causee with topicality by placing 1t
sentence-initially, thus allowing only the order Causee-Patient (15b). Another speaker
(dialect A), however, takes the difference in case assignment as sufficient and allows both
the order in (15b) and its reverse (3a), with the causee in focus.
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“start with/at’ or “start V-ing' (8a); it presents the second argument as an unaffected
target toward which the agent sets out to act. The significantly more restricted use
(bagla-3) can be described as an extension of bagla-; such that the target is directly
manipulated and thus affected by the agent; T will gloss this meaning simply as 'start’
(semantically transitive). When causativized, bagla-; and bagla-, follow the same
mapping, respectively, as bak-; and bak-, shown in{(16) above.

Unlike with bak-, however, where certain lexical items may be pragmatically
implausible as a second argument with a given reading of the verb, as in the examples
in (16), the issue of compatibility seems to be more directly connected with the
inherent meaning of bagla-y vs. bagla-;. Consider the following pairs of sentences:

(19) a. Coguklanm okula baglattilar.
child-Pl-Poss-Acc school-Dat  start.with-C-Pst-3pl
"They had their children start school’

b. *Okulu coguklarina baslattilar.
school-Acc  child-Pl-Poss-Dat start-C-Pst-3pl
"They had their children start school.’

(20) a. Anneme sueteri baglattim.
mother-Poss-Dat sweater-Acc  start-C-Pst-1sg
‘T had my mother start the sweater.'

b. *Annemi suetere baglattim.
mother-Poss-Acc sweater-Dat  start.with-C-Pst-1sg
‘I had my mother start the sweater '

Attributing the differences in acceptability simply to the distribution of topic and
focus would again fail to capture the true nature of the problem. Okula in (192) could
be placed into the sentence-initial position without any change in case marking, thus
becoming the topic (Okula coguklarmi baglattilar. “ They had THER CHILDREN start
school’). It follows that (19b) is unacceptable not because okul/ " school' cannot be the
topic but because the causative pattern forces the transitive reading of bagla-. (19b)
could only mean that the children were put in charge of making school start and not
that they were made to start attending school. And yet, what we generally mean by
“starting school' corresponds to the latter, not to the former interpretation.

The situation in (20) is slightly less clear-cut, which is reflected in less uniform
speakers' judgments. The speakers of Dialect A (cf. Fn 7), represented by the facts in
{20), make a solid distinction between starting school and starting something like a
sweater. They quite clearly conceptualize the latter as a patient, an entity that is
directly manipulated and affected by the causee (cf also Dede 1981:44), thus
necessarily treating bagla- as semantically transitive in this context. For these
speakers, the unacceptability of (20b) has nothing to do with discourse structure
{anne is the topic in both (2) and (b)) or even contextual plausibility, but represents a
clash between what it means to start making a sweater as a manipulative event and
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what the form of the causative sentence suggests. Nevertheless, the shift from
interpreting the second argument as a goal to interpreting it as a patient does not take
place forall speakers. InDialect B, (20a) is rejected in favor of (20b), thus keeping the
causativization of both uses of dagla- uniform (i.e. intransitive).® The shift in Dialect
A, however, is not entirely arbitrary. It has some independent support in the behavior
ofthe nouns in question with the genuinely one-place version of bagla- “start":

(21) a. Okul diin baslad:.®
school-Nom yesterday start-Pst.3sg
‘School started yesterday.'

b. *Bu sueter diin bagladi.
this  sweater-Nom yesterday start-Pst.3sg
"This sweater started yesterday.'

While school, as an institution which operates according to its own internal rules, can
be conceptualized as capable of starting on its own, things such as sweaters
apparently cannot be attributed the same degree of independence. Instead, they
require an agentive participant to bring them into existence, which is a property that
makes them candidates for patienthood ina two-participant event.

It seems that a similar variability in conceptualizing the second argument
could be responsible for the behavior of telefon et- (8b) and inan- (8c), especially
since the differences in speakers' judgment are consistent with the general
characteristics of the two dialects described in this paper. While both verbs are more
commonly attested with the intransitive formula, Dialect A speakers, who show more
sensitivity to the subtle semantic differences in the second arguments, also allow both
verbs to be reanalyzed as semantically transitive in that the causee receives the dative.
However, the reanalysis is not necessarily reflected in the case form of the second
argument. While telefon et- preserves the dative on the second argument, as shown in
(4) above, we find the typical transitive pattern withsome uses of inan- (22a):

8 Recall that it is also in Dialect B that the semantic manifestation of the distinction between
bak-y and bak-, (cf. Fn 7) must be reinforced by a fixed discourse structure, whereas Dialect
A speakers take the difference in the argument structure as sufficient. We can conclude, that
Dialect B may have a stronger general tendency toward neutralizing subtle semantic
differences between arguments in favor of applying more uniform, formally motivated
surface patterns.

9  The causative form of this sentence may superficially resemble (19b):
(1) Okulu gocuklanna/gocuklan igin  baglattk.

'We started school for their children./*We had their children start [attending] school.'
However, (i) represents a different argument structure, where the accusative marks the
causee, as expected with one-place predicates, and the dative is an optional beneficiary.
Consequently, the dative can be substituted by an igin-phrase in (i) but not in the attempted
transitive reading in (19b) above.
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(22) a. Soziimi Ali'ye inandiramadim.  (Erguvanh 1979:54)
word-Poss-Acc  Ali-Dat  believe-C-Neg. Mod-Pst-1sg
'1 couldn't get ALI to believe my word !

b. *Allaht Ali'ye inandiramadim. (Erguvanli 1979:97)
Allah-Acc Ali-Dat  believe-C-Neg Mod-Pst-1sg
‘T couldn't have Ali believe in God.'

Erguvanl attributes the contrast in (22) to the implausibility of Allah being the topic,
but it is more likely that we are again dealing with a rather fine semantic distinction
between different senses of the base verb: “believe something' (a story, a promise, etc.)
vs. ‘believe in something’ (God, power, etc.).

Erguvanli’s intuition that the choice of a particular causative pattern in the
exceptional cases is motivated semantically is correct, but this motivation cannot be
described in terms of discourse structuring. The basic premise of her analysis (the
association of the topic with the accusative) 15 faulty, since topics in Turkish are
associated with a position, and this association holds throughout the language And
her analysis cannot be extended to the problems of ditransitives, whichalso violate the
formal hierarchy. I willargue that both the cases discussed above and the ditransitives
can be accounted for by appealing to the same causativization mechanism.

Since ditransitives contain both an accusative and a dative NP in their non-
causative form, the causee should be expressed by the oblique tarafindan-phrase, in
order to avoid any doubling. But it has been noted in literature (Comrie 1576, Zimmer
1976) and my corpus confirms it as well that sentences such as (23) are marginal at
best (some speakers reject them outright),

(23) ’Hasan'a mektubu  Ayse tarafindan gdnderttim.
Hasan-Dat  letter-Acc Ayse by send-C-Pst-1sg
"1 had the letter sent to Hasan by Ayse.’

while speakers do produce and accept sentences with the causee in the dative:

(24) Ayse’ye mektubu Hasan'a  gonderttim.
Ayse-Dat letter-Acc Hasan-Dat send-C-Pst-1sg
‘1 had Ayse send the letter to Hasan.'

The two alternatives show in fact a certain regularity. First, it is important to note that
the only interpretation available for (24) is one in which Ayse is the causee and Hasan
the recipient, not the other way around. Furthermore, given the role of word order in
the distribution of discourse functions in the Turkish sentence, the difference between
(23) and (24) seems to be related to the discourse status of the causee. The mapping
patterns observed in the two sentences can be schematically summarized as follows:
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(239  Topic Focus 24y Topic  Focus
I | | |

<Rec, Pat, Agt> <Agt, Pat, Rec>
b { I |

Dat Acc 1argfindan Dat Acc Dat

The immediately preverbal placement of the oblique phrase in (23) makes the causee
the focus of the sentence. In contrast, when the causee is the sentence-initial topic, it
must be marked by the dative (24).'° The demotional hierarchy has of course nothing
to say about these facts and yet they can be motivated quite easily if we consider the
character of causativization itself.

This finally brings us to the broader question posed at the beginning, namely
the interaction between the base predicate and the causative construction as a whole.
The constructional analysis is based on the observation that within the fransitive
formula, we can identify two basic kinds of causative situations, depending on how the
external causer effects the caused event (Shibatani 1976, Alsina & Joshi 1991, Fried
1992). I will refer to them as the Agentive Causative Construction (ACC),
exemplified in{26), and Non-agentive Causative Construction (NCC), shownin (26):

25) Al Ahmed'e pencereleri agtirda.
Ali-Nom Ahmet-Dat  window-Pl-Acc  open-C-Pst 3sg
‘Ali had Ahmet open the windows.'

(26) Al pencereleri agtirds.
Ali-Nom window-Pl-Acc  open-C-Pst.3sg
" Ali had the windows opened.'

Depending on which of the two base arguments (agent vs. patient) is given
prominence in a given situation, one or the other causative construction is used: ACC
centers on the intermediate agent that is the target of the external instigator’s directive
and that simultaneously carries out the directive. This pragmatic characteristic
translates into the requirement that ACC has minimally an agent (the causer), supplied
by the causative morpheme, and a recipient/target of the causer's directive. In
contrast, NCC expresses a more direct relationship between an external causer and
the ultimate undergoer of the caused event, thus making the intermediate agent less
prominent and as such even dispensable. The linguistic form of NCC thus requires
that there be at least an agent (the external causer) and a patient, ie., the entity
affected by the causer's intentions (notice the absence of any intermediate agent in
(26) above).!! The information about the minimal number and type of required

10 The order of the remaining arguments is flexible in either case and thus we could also get the
order Pat/Acc - Rec/Dat - Agt/tarafindan in (23) and Agt/Dat - Rec/Dat - Pat/Accn (24).

11 The relative prominence of the object tn sentences such as (26) as compared to (235) inspired
the so-called passive analysis (Comrie 1976), roughly covering the data attributed here to
NCC. However, the standard passive analysis assumes a formal relationship between
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participants for each construction can be specified as the constructional valence,
shown in (27) below. The prefix C- is to be read as "constructional' and distinguishes
the roles required by the constructions themselves from those associated with the
causative and base predicates; the presence and form of any additional arguments
depends on the argument structure of the base predicate and therefore is not part of
the constructional valence:

(27) a. ACvalence: <Agent, C-Recipient> b. NCvalence: <Agent, C-Patient>

Each of the C-roles maps onto one of the arguments supplied by the base
predicate, following mapping principles which are motivated by the semantics and
pragmatics of each construction. The mapping rules can be summarizedas follows:

(28) a. C-Recipient maps ontoan agentiveargument.
b. C-Patient maps onto a patient, the base agent becomes optional.

Inorder to satisfy the C-recipient requirement of ACC (28a), the base agent must be in
the dative, regardless of the fact that the causativization of ditransitives results in
doubling on the dative (24). On the other hand, the irrelevance of the base agent in
ACC is usually indicated by coding it in a special form reserved for demoted agents,
used both in the passive and NCC (e.g. the by-phrase in English, the par-phrase in
French, the instrumental case in Kannada), or it remains unexpressed. Turkish
overwhelmingly prefers the latter option, again both in the passiveand NCC. The use
of the tarafindan-phrase, roughly equivalent to the English by-phrase, is rejected by
speakers as very awkward, and for a good reason: the tarafindan-phrase can only
appear in the preverbal, focus position and yet, it is one of the defining properties of
NCC that the base agent is irrelevant. The result is a clash between the semantics of
NCCand the high-profile discourse function of the postpositional phrase.

The selection of a causative pattern with the dative-taking verbs is motivated
by the interaction between a particular causative construction and the semantic
argument structure of the base predicate, roughly along the parameter transitive/
intransitive. The semantically intransitive verbs (bin- ‘get on', yaklag- 'approach’)
simply use the intransitive formula with the causee in the accusative. However,
predicates which show some degree of semantic transitivity (bak- take care of, bagla-
'start') use the transitive formula, specifically ACC, which necessarily marks the
causee by the dative, and often also adjusts the case marking on the second argument,
analogically to the behavior of typically transitive verbs such as a¢- ‘open’, gdnder-
'send’, etc. The distribution of the causative patterns found with multi-valent

passives and causatives and this sssumption has been repeatedly attacked for a number of
obvious weaknesses, which the constructional approach avoids: the causative shows no
passive morphology, not all verbs that can causativize can form an independent passive,
some languages express the demoted subject differently in each construction, etc. (Comrie
1976, Zimmer 1976, Alsina 1992).
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predicates is summarized in the following table:

(29) transitive formula {ACC) | intransitive formula
{Dat-causee) {Acc-causee)
high transitivity v -
lower transitivity more likely less likely
intransitivity ~ N

The analysis offered in this paper allows a more coherent view of Turkish
causativization, incorporating naturally the forms that the strictly syntactic view must
leave out as unmotivated exceptions. It is also superior to Erguvanl's (1979)
discourse-based treatment of the problematic data since it does not require any
stipulation about the distribution of discourse functions. Finally, it contributes to our
understanding of causativization as a more complex process than a simple demotion
ofthe base subject,
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Nonstandard Chains and Principle B”
Michael Gamon
University of Washington

1. Introduction

In this paper I want to demonstrate that both subjacency and proper head-govern-
ment are relevant for the determination of disjointness domains for pronominal
binding. I furthermore argue that these findings which are unexpected under classi-
cal binding theory can be accommodated if principle B of binding theory is replaced
by a mechanism of maximal chain formation incorporating a proper head-govern-
ment requirement. Locally bound pronouns lead 1o the formation of ill-formed
chains, violating a condition on A-chains that disallows referential elements in non-
head positions of a chain. This proposal is similar to one made in Reuland and
Reinhart 1992, 1993. It differs crucially, however, in two respects: first, the claim
that Principle B can be replaced by the mechanism proposed here, and second, that
proper head-government of elements in the tail of a chain is required in chain for-
maton.

T will show that this approach has both a larger empirical coverage and some con-
ceptual advantages over a standard Principle B account.

In the first part of this paper I present data indicating that subjacency is relevant
for the determination of disjointness domains and I will briefly introduce a
nonstandard chain approach to principle B effects as suggested in Reuland and
Reinhart 1992, 1993 which can account for these facts. The second parnt deals with
evidence for the relevance of the notion of proper head-government for pronominal
binding. The nonstandard chain approach is revised in this section, and includes a
proper head-government requirement for elements in the 1ail of a chain. In the third
section of this paper I present arguments against Reuland and Reinhant’s 1993 claim
that principle B is indispensable in grammar. I will conclude with some remarks on
conceptual advantages of the approach presented here.

1. Subjacency and disjointness domains for pronouns
In classical Binding Theory the disjointness requirement for pronouns is captured
in Principle B as in (1).

(1) "Classical" Binding Theory:
B: A pronoun is free in its governing category

The domain in which pronouns have to be A-free is defined along the lines of (2).

(2) Governing Category (Chomsky and Lasnik 1991)

The governing category for a is the minimal CFC which contains a, a
governor for a and in which a's binding condition could, in principle, be
satisfied.

In this approach the notion of Complete Functional Complex is at the core of what
constitutes the domain in which pronouns have to be free. Closer examination of
the relevant data, however, reveals a number of instances where other factors enter
the determination of disjointness domains.

Consider first the case of adjunct PPs versus nonlocative and nontemporal
complement PPs as in (3) and (4):
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(3) (a) Johni sees a snake near himj

(b) *What; did John see a snake near t;?
(4) (a) *Johni turns a gun against him;

{b) Whoj did Juhn wrn a gun against t:?

In (3a) the pronoun is comained in an adjanct PP, in {4a) it is contained in a com-
plement PP. The former case is much more acceptable than the latter under binding
of the pronoun by the subject. Note now the correlation between impossibility of
wh-extraction from the adjunct PP in (3b) due to subjacency, and the possibility of
pronouns and vice versa.

Specificity contexts illustrate a similar effect. As pointed out in Fiengo and
Higginbotham 1981, specificity is relevant for both wh-exiraction and pronominal

binding. This is shown in examples (5) and (6)!

(5) {(a) *Johnj read a book about him;

(b} whoj did you read a book about t;”
(6) (a) Johnj read the book about himj

(b} *whoj did you read the book about ;7

The nonspecific NP in (3) does not create a binding domain for the pronoun,
therefore binding from the subject position of the pronoun in the NP is
unacceptable. Wh-extraction from the NP is possible. In (6} the specific NP allows
for binding of the pronoun by the subject, but it disallows for wh-extraction.

As in the previous examples, the generalization holds that impossibility of wh-ex-
raction correlates with the acceptability of bound pronouns.

Diesing 1992 offers an account of specificity effects on wh-extraction in terms of
subjacency. In her analysis, specific NPs carry presuppositional force.
Presuppositional NPs have to undergo Quantifier Raising in order to be mapped
into the restrictive clause of a wipartite quantificational siructure. Quantifier-raised
NPs are then taken to be islands for wh-chain-formation. Nonspecific NPs, on the
other hand, can have cither a presuppositional or nonpresuppositional reading,
depending in part on properties of the selecting verb.

Again, there is a correlation between subjacency domains and the possibility of
bound pronouns?.

(7) (a)? Johnj saw many picuures of hiny

{b) Whoj did you see many pictures of tj?
(8) (a) Nohnj saw three pictures of hinj

(by Whoj did you see three pictures of t;”
(9)  (a) John; saw every picture of him;

(b) *? Whoj did you see every picture of 1;”
(10) (a) Johnj saw each picture of him;

{b) *? Whoj did vou see each picture of 1,7

In (7) and (8) NPs with weak determiners under a nonpresuppositional reading
allow for wh-extraction and render binding of the pronoun by the subject less
accceptable. In (9) and (10), the NPs under investigation have strong determiners,
and the mirror-image situation obtains: wh-exiraction is blocked, and binding of the
pronoun by the subject is fine.
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Diesing also discusses the influence of verb-classes on the presuppositional or
nonpresuppositional reading of object NPs with weak determiners.

Consider verbs of creation first. They are incompatible with a preexistence
presupposition for their objects because creation involves the bringing into
existence of these objects. Therefore the NPs involved do not undergo Quantifier
Raising and wh-extraction is possible since no subjacency violation arises3:

(11) Whatj do you usually write a book about t;?
cf.: 72Johnj usually writes a book about him;
(12) Whoj do you usually draw a picture of 1j?
cf.: 77Johnj usually draws a picture of him;

(13) Whoj do you usually paint a picture of 77
cf.: 7?Johnj usually paints a picture of himj

In (11)-{13) wh-extraction is acceptable as in (7) and (8) above, and pronominal
binding is illicit.

A contrasting class of examples is shown in (14) - (16), involving experiencer
verbs. These verbs, according to Diesing, have the propenty of selecting for a pre-
suppositional reading if an adverb of quantification is present. In other words, their
objects have to undergo Quantifier Raising, and wh-extraction is therefore bad:

{(14) *Who; do you usually like a picture of ;?

cf.: Johnj usually likes a picture of himj

(15) *Who; do you generally loathe a story about tj

cf.: John; generally loathes a story about himj

(16) *Who; do you usually appreciate a good joke about ;7
cf.: Johnj usually appreciates a good joke abourt himj

As expected by now, the corresponding cases with pronominal binding are
acceptable.

Note finally that negation influences binding options of pronouns at least for
some speakers as pointed out in Freidin 1986 (grammadcality judgements are his):

(17) *Johnj reads books about him;.
(18) Johnj doesn't read books about him;.

To summarize at this point, the generalization emerges that subjacency is relevant
for disjointness domains and that wh-extractability and impossibility of locally
bound pronouns correlate in a range of constructions. This is completely unex-
pected under the approach to disjointness in Binding Theory. It would merely be a
stipulation to claim that specific NPs constitute Complete Functional Complexes,
while nonspecific NPs don't. Furthermore, a stipulation like this would fail to ac-
count for the correlation between non-extractability of wh-elements and the possi-
bility of bound pronouns.

Consider now an analysis involving a mechanism of maximal chain formation3.
Reuland and Reinhart 1992, 1993 suggest that a mechanism of maximal chain
formation which incorporates locality conditions will form chains containing a
pronoun and its antecedent provided no barrier intervenes berween the two. A chain
containing a pronoun in its tail will then violate a wellformedness condition on A-
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chains. This opens the possibility tor a principled approach to the facts mentioned
above.

I will assume that the relevant notion of locality is the one proposed in Rizzi
1990, namely Relativized Minimality. The definition of (maximal) chain formation
to be used in this paper is given in (19) belowS:

(19) Chain Formation: (to be revised)
C=(aj ....ap) is an X-chain, where X = A or A’ iff
(i) forl<i<n, ajis the local X-binder of aj+1, and
(it) for 1 £1 < n, no barrier intervenes between aj and aj+|, and
(111) C is maximal

Condition on A-chains (Reuland and Reinhart 1992):
{20) An A-chain is headed by a unique referentially independent NP

The joint effect of (19) and (20) is that pronouns and their local binders which are
not separated by an adjunct or minimality barrier will form an A-chain that violates
conditios (20), resulting in ungrammaticality. Nonlocal binders, that is binders that
occur outside of syntactic islands will not be integrated in one chain with the bound
pronoun, due to the condition (ii) in the definition of chain formation. 1 propose that
arevised version of (19} in conjunction with (20) can in fact replace principle B of
the Binding Theory.

Consider how this works in examples (3a) and (4a).

(3a) contains a pronoun inside of an adjunct PP. Chain-formation can not form a
chain containing both the pronoun and its antecedent because an adjunct-barrier in-
tervenes between them. Both the pronoun and the antecedent end up in independent
A-chains, and the structure is wellformed.

In (4a), on the other hand, the pronoun is contained in a complement PP. No bar-
rier intervenes between the pronoun and its antecedent. Since they are coindexed,
chain-formation builds a maximal chain containing both the pronoun and its ante-
cedent. This chain is in violation of the Condition on A-chains in (20), since the
pronoun as a referential element ends up in the tail position of the chain.

Witih respect to the specificity effects under Diesing's analysis, there are a number
of nontrivial questions to address. Since LF-raising creates the subjacency do-
mains, chain formation will have to be restricted to LF, otherwise it would create
illformed chains at S-structure, where the relevant NPs are still in situ. Furthermore
the exact nature of the LF representation has to be worked out, a task that goes be-
yond the scope of this paper.

One remark is in order at this point, however: note that one could argue that due
to raising of the definite NPs containing the pronoun to a VP-external position, the
pronoun might simply be outside of the scope of the subject NP (if e.g. adjoined to
IP). This seems to be perfectly compatible with a standard principle B approach.
There are immediate problems with this assumption, however: pronouns, as defi-
nite expressions, presumably have to raise to VP-external position as well (Diesing
and Jelinek (work in progress)). In the LF-representation: of a sentence such as (21)
below, the pronoun will be 1P-adjoined then, and therefore is also outside of the
scope of the subject NP:

(21) *Johnj likes himj
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Note also that the ungrammaticality of (21) cannot be attributed 1o the fact that the
proper name is bound by the pronoun at LF where the IP-adjoined pronoun ¢-
commands the subject because then ungrammaticality should also arise in (22):

(22) Johnj's father likes himj

While I am not able to solve these issues here, the claim that I want to defend is
that if Diesing is right in atributing the wh-extraction contrasts to subjacency, the
mirror image data with pronominal binding are unlikely to be caused by an
independent factor.

To summarize, I have pointed out that subjacency enters the determination of dis-
joininess domains for pronouns. This is unexpected under a standard concept of
Binding Theory, but it can be explained under chain formation in conjunction with a
wellformedness-condition on A-chains as proposed in Reuland and Reinhari.

2. The relevance of head-government for disjointness domains
Consider now the case of possessive pronouns and pronouns in the subject
position of a tensed complement clause as in (23) and (24).
For the sake of concreteness, I adopt the structural representations shown next to
these examples?.

{23) John; likes his; book
DP

(24) Johnj thinks that hej 1s smart
Cp

/N

Cs

N\

that 1P

N\

he I

Nothing in the analysis proposed above predicts the acceptability of these
examples: the pronoun in both cases is not separated from its antecedent by
syntactic barriers and it should therefore end up in an illformed chain with its
antecedent,
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Note now that what these two structures have in common is that the pronoun is
not properly head-governed in these two structures. Neither I nor N can serve as
proper head-govemors for the specifiers of their projections. The functional heads
D and C respectively are not proper head-govemors either. I will therefore assume
that it is exactly this lack of proper head-government which blocks the application
of chain-formation in these examples.

With this fact in mind, consider the locative PP-complements in (25) and (26):

(25) (a)Johnj put a book behind himj

(b) ??who; did John put a book behind ;7
(26) (a) 7?Johnj put a scarf around himj

(b) whoj did John put a scarf around 1;?

Contrary to the claim in Hestvik 1991, pronouns in locative PP-complements do
not seem to behave uniformly. There seems to be a contrast in the two examples in
(25a) and (26a). Interestingly, this contrast again is mirrored by wh-exiraction data
in (25b) and (26b). If this conrrast is real, it cannot be attributed to any property of
the PP-projection. In both cases the locative PP is a complement, and nothing indi-
cates any possibility of differences in barrierhood of this PP or differences in se-
mantic content of the prepositions involved. If, on the other hand, lexical items
within one lexical class can vary with respect to their capability of proper head-gov-
ernment, and if proper head-government of a pronoun determines whether chain
formation can integrate it into a chain with its antecedent, the data in (25) and (26)
are less mysterious.

A stronger point can be made on the basis of cross-linguistic variation. Zribi-
Hertz 1980 has observed that French pronouns within prepositional phrases can be
bound by the subject of the clause - contrary to predictions made by the Binding
Theory.

(27) Victorj croit en luij
Victor; believes in himg
"Victor believes in himself”
(28) Victorj est pour luij
Victorj is for himj
"Victor is for him”
(29) Victorj est fier de luij
Victorj is proud of himj
“Victor is proud of himself”
(30) Victorj met le livre devant lui;
Victor; put the book before him;j
"Victor put the book in front of him"
(31) Marie a parlé a Victorj de luij
Marie has talked to Victorj of himj
"Marie has talked to Victor about him”

Note in particular that this holds for locative and nonlocative complement PPs, as
well as adjunct PPs. These facts are hard to capture under an analysis such as that
of Hestvik 1991 which makes a fundamental distinction between PPs of indepen-
dently theta-assigning prepositions and those of non-independently theta-assigning
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prepositions. In Hestvik's analysis PPs headed by independently theta-assigning
preposistions are Complete Functional Complexes; in other words these PPs act as
disjointness domains for pronouns. In the French examples (27), (29), and (31),
however, the preposition is clearly not an independent theta-assigner since it is se-
lected by the verb. Neventheless the pronoun in French can be bound by the subject
of the clause in these exampies. If the plausible assumption is made that French
prepositions in general cannot function as proper head-govemors, the facts follow
without unwarranted stipulations8,

Consider now a final version of chain formation which incorporates a requirement
of proper head-government for non-heads of chains.

(32) Chain Formation
C = (aj ....an) is an X-chain, where X = A or A" iff
(i) forl<1<n,ajisthe local X-binder of aj+1, and
(ii) for 1 €1 < n, no barrier intervenes between a; and aj+ 1, and
(iii} every a, a # a] is properly head-govemed, and
(iv) C is maximal

To see how this final version works, take examples (24), (27), and (29} and the
A-chains formed there by chain-formation.

In (24) the pronoun is the subject of a complementizer-introduced finite clause.
Therefore it is not properly head-govemned by either 1 or C. As a result, it can not be
integrated into an A-chain with its antecedent. Two independent A-chains are
formed, and the structure is grammatical.

In (27) the possessive pronoun is not properly head-govemed by the determiner,
and therefore it cannot be the tail of a chain, hence it can freely be bound by the
subject.

The same basic situation obtains in the French example (29). Under the
hypothesis that French prepositions are not proper head-governors the pronoun in
{29) will not be incorporated in the same chain with its antecedent, resulting in
acceptability of the seeming "local” binding relation.

Consider a pronoun in the subject position of an ECM-construction next:

(33) *John; believes him; to be smart

The pronominal ECM subject in (33) is properly head governed by the matrix
verb. No barrier intervenes between it and its antecedent, so an iliformed A-chain
including the pronoun and its antecedent is formed, resulting in ungrammaticality.

Note also that those instances where the correlation between wh-extractabiliry and
impossibility of locally bound pronouns breaks down, namely in extraction from
subject position as in {(34) below, can be attributed now to differences in head-gov-
ernment;

(34) a.) Whoj do you think [ tj [tj saw this movie]}?
b.) Johnj thinks [[hej saw this movie]]

In (34a), under Rizzi's 1990 analysis, the functional head C is turned into a
proper head-governor under Spec-head agreement with the intermediate trace of the
wh-movement, This option is, of course, not available in (34b), where no such
intermediate trace in the specifier position of CP exists. Consequently, both (34a)
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and (34b) are wellformed: (34a) because wh-extraction creates the configuration in
which proper head-government of the subject trace obtains, and (34b) because the
pronominal subject is not properly head-govemed.

3. Is there independent evidence for principle B? Reuland and
Reinhart's 1993 arguments

Reuland and Reinhart 1993 argue that while principle B and their nonstandard
chain approach to pronominal binding overlap in their effects in some cases, there
still is a need for principle B as an independent condition of grammar. In this
section I summarize their arguments, and I suggest that, contrary to their claim,
principle B is redundant as far as pronominal binding is concerned, given the
formulation of chain formation proposed here.

Consider first the binding principles as formulated in Reuland and Reinhart 1993:

(35) A: A reflexive-marked syntactic predicate is reflexive
B: A reflexive semantic predicate is reflexive-marked

Their definitions of reflexive-marked, reflexive, syntactic predicate, and semantic
predicate are given below:

(36) A predicate is reflexive iff two of its arguments are coindexed.

(37) A predicate P is reflexive-marked iff either P is lexically reflexive or
one of P's arguments is a SELF-anaphor.

(38) The syntactic predicate of (a head) P is P, all its syntactic arguments
and an external argument of P (subject).
The syntactic arguments of P are the projections assigned Theta-role
or Case by P.
The semantic predicate of P is P and all its arguments at the relevant
semantic level.

Reuland and Reinhart list a number of cases that are excluded by either their non-
standard chain approach or their version of principle B in (35), but not by both.
These cases provide evidence for the independence and non-redundancy of the two
grammatical devices. Since I will try to show that principle B is redundant under the
formulation of chain formation proposed here, only the examples that are claimed to
be excluded by principle B in (35) but not by a nonstandard chain approach are
relevant.

Consider first the anaphor zich in Dutch. Reuland and Reinhart classify zich as a
referentially dependent element without a reflexivizing function. In other words, not
being a SELF-anaphor, zich cannot reflexive-mark a reflexive predicate as required
by principle B in (35). Consequently, zich can only appear in the object position of
inherently reflexive predicates and in positions where it does not constitute a
coargument of a semantic predicate. In the former position its inability to reflexive-
mark the predicate is irrelevant because an inherently reflexive predicate is already
intrinsically reflexive-marked according to (37), and therefore principle B is
satisfied. In the latter positions principle B cannot apply to zich since its application
domain is restricted to semantic predicates and their arguments. Note now that
because of its referential dependency zich is not affected by the wellformedness
condition on chains (20). Therefore, the distribution of zich is solely a matter of
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principle B in (35) which forces a reflexive semantic predicate 1o be reflexively-
marked.

Reuland and Reinhart's argument based on the distribution of zich clearly
indicates the need for a condition to cover the distribution of zigh-type anaphors
versus SELF-anaphors. It is - considering only this one argument for the moment -
less clear, however, that this condition should be related to pronominal binding
facts. To put it differently: only if it can be demonstrated that Reuland and
Reinhart's version of principle B in (35) is also relevant for the distribution of
pronouns can the claim be maintained that it is a grammatical condition with some
generality outside of the empirical domain of the dismibution of anaphoric elements.
In the remainder of this section I will examine Reuland and Reinhart's claims to the
effect that pronominal binding effects cannot be completely derived from chain
formation and the wellformedness condition on A-chains in (203,

Reuland and Reinhart point out that where semantic predicates and syntactic
predicates do not correspond 1o each other, principle B applies to semantic
predicates whereas nonstandard chains are formed on the basis of syntactic
predicates. As a result, semantic predicates which do not correspond to syntactic
predicates are the exclusive domain of principle B. Two examples provided by
Reuland and Reinhart are the "picture noun” cases in (39), and the sentences in (40)
involving prepositional phrases®:

(39) a.)Lucie;j saw a picture of herj
b.) *Luciej took a picture of herj
(40} a.) May; rolled the carpet [over himj]
b.) *Max rolled the carpet;j [over itj]

Rejecting an analysis involving an NP-internal PRO in (39), Reuland and
Reinhart suggest that the ungrammarticality of (39b) results from the fact that the
agent role of picture is controlled by the subject of the sentence. Although this agent
role is not expressed syntactically, it is present on the relevant semantic level.
Therefore the noun picture is reflexive at that level, Pbut in violation of principle B
not reflexive-marked. Reuland and Reinhart also claim that no chain can be formed
between the antecedent and the pronoun in (39b).

While a complete weatment of picture-noun examples is beyond the scope of this
paper, note that (39) could also be analyzed along the lines suggested by Diesing
1992, The indefinite picture-NP allows for both a presuppositional and a nonpre-
suppositional reading. A perception verb like see allows for both these readings,
while a verb of creaton like W is incompatible with the presuppositional
reading, precluding LF-raising of its object. Therefore only the former {marginally)
allows for binding of a pronoun in the NP, and this marginality disappears if a
definite NP is used which mandatorily undergoes LF-raising:

(41) lLucie; saw the picture of her;

Consider now the examples involving prepositional phrases in (40) above.
According to Reuland and Reinhart, these examples do not involve a small clause
structure, and the reason for the ungrammaticality of (40b) is that an implicit argu-
ment of the preposition gver is controlled by its antecedent. As a consequence the
preposition in (40b) forms a reflexive semantic predicate, which is not licensed by a
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reflexive-marker. Again, they assume that no chain can be formed between the pro-
noun and its antecedent in the ungrammatical cases.

While I cannot offer a complete alternative, I would like to point out that examples
like this could be subjected to a Larson-style analysis. If Larson 1988 is right, an
example like (40b) involves an empty VP-shell, and the arguments are arranged as
in (42) below, with the verb having raised from V] to V2.

“42)  vp

VI overit

Note now that in this structure chain formation will result in a chain <a carpet, i>
(provided the preposition in this structure is a proper head-governor, which is likely
because the NP-complement of the preposition can be wh-extracted). This chain
violates the wellformedness condition on A-chains. Chain formation between the
subject and a pronoun in the prepositional phrase is blocked, however, because of
the intervening A-specifier the carpet.

Another example where Reuland and Reinhart claim that due to a mismatch
between syntactic and semantic predicates only principle B is applicable involves
conjoined and plural NPs as in (43)

(43) a.) *Max; criticized Lucie and himj
b.) *We voted for me

Reuland and Reinhart's claim is that here chain formation is inapplicable, because
the conjoined NP in (43a) and the plural NP in (43b) do not bear the index of the
pronoun. Chain formation in (43a) can not integrate Max and him into a chain, and
in (43b) chain formation cannot access the subject we since we and me do not bear
identical indices. While this is certainly true under a standard notion of chain, a dif-
ferent picture emerges once the findings of Baker 1992 are taken into account.
Baker argues that overlap in reference is not a purely semantic relationship, but that
it needs to be represented in syntax. He adduces evidence from Mohawk, where
chains can be formed on the basis of overlap of reference, and not - as in standard
cases - identity of reference. If this analysis is adopted, the syntax-semantics mis-
match which motivated the nonapplicability of chain formation in sentences as (43a)
and (43b) above disappears, and these sentences can be analyzed as involving chain
formation with overlapping plural indices.

Finally, Reuland and Reinhart claim that there is a distinction between the degree
of deviance induced by a violation of their principle B and a violation of the well-
formedness condition on A-chains. Generally, they argue, principle B causes
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weaker violations than the wellformedness condition on A-chains. It seems, how-
ever, that this statement is undermined by a number of counterexamples to the ex-
tent that it loses its validity as an argument in a fundamental issue such as the dis-
tinctness of two grammatical conditions. Consider the following examples involv-
ing overlap in reference which - according to Reuland and Reinhart - can only be
explained on the basis of principle B:

(44) *Theyi j k] saw himj
(45) *Billj and Mary like himy

It seems that the degree of deviance of these examples perfectly matches the
degree of deviance of examples where both Reuland and Reinhart’s principle B and
the wellformedness condition on A-chains are relevant such as (46) below:

(46) *Bill; likes him;
Similar observations can be obtained from example (40b), repeated below:
(40b) *Max rolled the carpet; [over itj]

Again, the strong unacceptability of this example is unexpected, because it is only
a principle B violation under Reuland and Reinhart's analysis.

To conclude this section, 1 have shown that there is no compelling reason to
assume that principle B exists as an independent and nonredundant principle, and |
suggested that alternative analyses of the "pure” principle B effects can be pursued.
The remaining argument for the independence of principle B provided by Reuland
and Reinhart is the one regarding the distribution of the anaphor zich in comparison
to the distribution of SELF-anaphors. Hence it seems safe to conclude that
whatever the condition is which is relevant for this difference in distribution, it need
not be linked to the distribution of pronouns.

4. Summary and Conclusion

To summarize, I have proposed a notion of chain-formation that incorporates both
a locality requirement and a requirement on proper head-government of non-heads
in a chain. This general chain-formation mechanism in conjunction with a general
wellformedness constraint on A-chains as proposed in Reuland and Reinhart 1992,
1993 allows to cover disjointness domains for pronouns that were unexpected un-
der a standard formulaton of principle B in Binding Theory. I have also argued that
this nonstandard chain approach can replace principle B entirely.

Finally, I would like 1o point out two additional advantages of this approach.

Eirst: with the elimination of principle B grammar does not contain any “anti-
locality” conditions any more. In other words, grammatical principles and
constraints uniformly determine local relations, and not anti-local ones.

Second: the relative uniformity of principle B effects across languages is expected
under the analysis suggested here. Variation is expected to be limited to differences
in proper head-government and subjacency domains.
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* I am very grateful for valuable comments I received from Heles Contreras,
James Lyle, the participants at a University of Washington syntax seminar and the
WECOL conference audience. Errors are my own.

1 The judgements are from Freidin and Higginbotham. My informants judged
sentences such as (5a) as marginal, but not as downright unacceptable.

2 The judgements here are Diesing's. My informants had consistently stronger
judgments; for them (7a) and (8a) are worse than indicated by Diesing.

3 The judgement of the pronominal binding data in examples (11)-(16) is by my
informants. Diesing 1992 does not consider the binding facts reported here.

4 In these cases parallel wh-extraction cases cannot be constructed, because it is
typically adjunct-extraction which is affected by "weak" negation islands, and
adjunct extraction from NPs is bad for independent reasons.

5 Chain formation is, of course, not a new concept. Similar proposals can be
found (among others) in Chomsky 1981, 1986 and Rizzi 1986. For an analysis of
properties of parasitic gap constructions under maximat chain formation see Gamon
1991.

6 I chose this formulation from Gamon 1991 because it is more explicit than the
one employed by Reuland and Reinhart 1992, 1993. Empincally, however, there
are no differences as far as I can tell.

71 follow Giorgi and Longobardi 1991 with respect to the structure of the object
NP in (23). Note that even if one assumes with Abney 1987 and Stowell 1989 that
the possessor is in SpecDP, a chain formation analysis can be maintained: whatever
factor is held responsible for the nonextractability of possessors in English can also
be held responsible for the failure of chain formation between a possessive pronoun
and its antecedent. Stowell 1989, for example, suggests that a referential projection
(DP) is a barrier to antecedent-government of its specifier position. The same
barrier would then block chain formation involving the possessive pronoun in
SpecDP.

8 For an argument against an alternative solution where French lui is taken to be
ambiguous between an anaphoric and a pronominal reading see Zribi-Hertz 1982.

9 The judgements here are Reuland and Reinhart's, but note that (39a) is
standardly judged to be quite marginal (see section 1).
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Mapping Halkomelem Causatives
Donna B. Gerdts
Simon Fraser University

1. Causatives!

in morphological causative constructions in Halkomelem, a Salish ianguage
of southwestern British Columbia, the causative suffix can be added to a verb base
1o yield a causative form, as in (1).

) 7imas-stax* ‘make (s.0.) walk’, na?ém-sstox* ‘make (s.0.) go; take,
Tompat-stox™ ‘have (s.0.) sit down’. 7am’i-stax* ‘make {s.0.) come; bring’,
ga’qa?-stox* ‘have (s.0.) drink’

The verb bases in (1) are intransitive, and thus are ased in clauses with one
argument, such as (2):

(2) ni imof W swiw’las
aux  walk det boy
“The boy walked.’

The causative form commonly appears in a ransitive sentence, where the causer is
the first argument and the causee is the second argument, as in (3) and (4).

3. 7 con  7ime§-stax™ 63 swiwlos
aux Isub walk-cs+tr+30b] det boy
‘I made the boy walk.’

(GO ORI Tam7i-s8im75-08 8o s¥éni”?

aux  come-cs+r+lobj-3erg  det woman
“The woman made me come.’/ The woman brought me.’

As in many languages, the Halkomelem causadve is severely constrained as to
what other types of morphology can appear inside and outside it, In the discussion
below, I give data showing the distribution in (5):

1 Thanks to CLiff Burgess and Charles Utrich for comments on 2 dsaft of this paper. This
research was supported by a SSHRC grant.

The Haikomelem data are from the late Amold Guerin, a speaker of the Isiand dialect. My
fieldwork on Halkomelem was supporied by the Canadian Consulate, the Jacobs Research Fund,
the Phillips Fund, and the National Museum of Man, The data are presented in standard Northwest
orthography. I do not mark stress when it falls on the first syllable of a word. The following
abbreviations are used in glossing the data: aux auxiliary, ben benefactive, ¢s Causative, det
determiner, erg ergative, inr intransitive, /.c. limited control, od/ object, obl oblique, ref
reflexive, sub subject, 7 transitive, / first person, 2 second person, 7 third person.
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6} Inside Causative QOutside Causative
Transitive no yes
Passive no yes
Antipassive yes no
Reflexive yes yes
Applicative no no

If a theory of morphosyntax seeks to account for Halkomelem and other languages
with a similar pattern of causarives, the challenge is not only to provide an analysis
of the basic causative construction, but also to make correct predictions concerning
the range of morphology with which the causative co-occurs.

This paper wreats Halkomelem causatives from the point of view of Mapping
Theory (Gerdts 1992, 1993). This theory gives an analysis of clause structure
centered on the concept of morphosyntactically-licensed argument positions,
henceforth MAPs. Under my analysis, the causee nominal plays a dual role in the
relational structure: it is both the 2 of the causative and the 1 of the verb base.
Furthermore, 1 claim that, in Halkomelem, this nominal must be mapped (i.e. must
be a core argument). This requirement, together with the claim that Halkomelem is a
two-MAP language and the analyses for passives, antpassives, reflexives, and
applicatives already proposed for Halkomelem in Gerdts (1993), predicts the
distribution of causative structures in (5).

The crux of this analysis is the condition on Halkomelem causatives that the
causee must be mapped. I claim that this is not a universal restriction but rather is
parameterized. I briefly contrast Halkomelem with another two-MAP language,
liokano. [lokano lacks the condition on mapping the causee, and consequently has a
very different pattern of causatives.

Finally, 1 briefly contrast the Mapping Theory analysis of Halkomelem
causatives with two other relational analyses. The other treatments are unable to
account for the full range of data without resorting to ad hoc stipulations.
Therefore, I conclude that the Mapping Theory view of causatives is an
improvement over previous analyses.

2. Mapping Theory

Originally conceived as a morphological component to augment Relational
Grammar, Mapping Theory provides an alternative means for stating
generalizations that would refer to the concept of final level in RG. Mapping Theory
consists of several modules and rules for relating one module to another. Four
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perspectives on a nominal are encoded. First is its thematic relation. Second is its
grammatical relation, corresponding to its initial grammatical relation in RG. The
relations are ordered according to the standard RG hierarchy of 1 > 2 > 3 > oblique.
Third is its MAP. Nominals associated with a MAP are direct arguments. They get
core morphosyntactic marking: that is, they determine agreement, license structural
case, or appear in a configurationally determined word order. MAPs are
hierarchically arranged according 1o a case/agreement hierarchy. Fourth is its
morphosyntactic presentation.
The Halkomelem mransitve clause in (6) is given the representation in (7).

(6) ni q'“aq”-at-as 192 sway’qe? 9o spe?sf

aux  club-tr-derg  det man det bear
“The man clubbed the bear.’
7 thematic relations: agent theme
grammatical relations: 1 2
I |
MAPs: A B
presentation: 3erg/no case  nocase

There are two lexically subcategorized nominals in (6)—the agent and the theme.
Each bears a term grammatical relation in initial structure and is linked 10 a MAP.
MAPs are ordered positions (represented here as A, B) linked to morphological
presentational statements. For example, some of the presentation rules for

Halkomelem are given in (8}.2

(8) agreement: A = subject pronominals, e.g. can ‘Ist person clitic’
-as “3rd person suffix’ (iff B}
B = object suffixes, e.g. -sdm”$ ‘Ist person suffix’
nominals: A and B = no marking; others = preposition %

In any given clause, we assign the number of MAPs based on three things:
the lexical semantic valence of the verb, MAP-reducing or -building morphology,
and the MAP thresholds set for the language (that is, the maximum and minimum
number of MAPs allowed). Halkomelem, as claimed in Gerdts (1992, 1o appear), is
a two-MAP language, and thus only A and B are available for linking.

25ee Gerdts (1988) for dewails of the presentation structure of Halkomelem. The
presentation level will also involve co-occurence restrictions, which may refer o the semantic and
grammatical properties of the mapped elements. For example, Halkomelem has the following
constraint: *A = 3rd person, B = 2nd person.



The universa! principles for linking GRs 1o MAPs are given in (9).

($) Saturation Principle: every MAP must be linked to a GR or cancelled.
Biuniqueness Principle: (except in cases of coreference) a MAP is linked 1o at
most one GR and every GR is linked 10 at most one MAP.,
No Delinking Principle: there are no “delinkings”.

Two types of associations are recognized in the theory. Unmarked
associations proceed in a vertical, non-crossing, left-to-right fashion. Marked
associations, however, may involve non-vertical linkings, the linking of an “extra”
nominal not lexically subcategorized by the verb, the non-linking of a nominal, ora
special stipulation concerning a linked nominal. Marked associations are generally
correlated with specific morphological forms. A statement of the conditions on
these forms and their effect on argument structure is the biggest task of a mapping

grammar.>

2.1. Mapping Causatives

Mapping Theory has only one level of relational structure at its disposal.
Thus, causatives present a special challenge, since most theories analyse them as
multi-level structures in order to accommeodate the arguments of both the causative
and the base predicate. I will assume, following Alsina (1992) and others, that a
lexical rule is responsible for morphological causatives of the type found in
Halkomelem, where there is no evidence that the causative morpheme is a higher
verb. This rule will provide for the concatenation of the arguments of the causative
and base predicate. The core claim of this rule is that one of the nominals has a
double function, bearing a grammatical relation with respect to each predicate. A
single nominal is both the causee and the agent of the base prcdicatc.‘" Within
Mapping Theory, this can be captured by assigning this nominal a dual grammatical
relation, even though it is linked to only one MAP. Thus, a causative such as (10)
based on an intransitive stem—see (1 1ay}—is represented as in (11b).
(10} ni na7ém-ostox™-as k“8s sway’qe? k™8 swiw’los

aux  go-cs+tr+30bj-3erg  det  man det boy
“The man made the boy go.”/The man took the boy there.’

3Henceforth 1 give simplified representations showing only the linking of GRs 10 MAPs,

4Since “agent” is specifically mentioned here, causatives on unaccusatives, which do not
have an agent nominal, are ruled out. This is the correct prediction for Halkomelem, as Gerdts
(1991} discusses.
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(11a) agent (11b) causer causec/agent
1 1 2=1
] | |
A A B

The relations assigned o these arguments will form a single row in the mapping
analysis, and thus the GR level will be monostratal . The Mapping Theory
equivalent of the traditional notion of embedded clause is the reuse of core GRs (1,
2, 3) after an equal sign. Thus, there are two s in (1 tb).5 I will refer to elements
before the equal sign and the morphology associated with them as “outside” the
causative and I will refer to elements after the equal sign and the morphology
associated with them as “inside” the causative.5

It should be noted that the analysis for causatives represented in (11b) is
appropriate for those languages referred to as two-MAP languages in Gerdis (1992)
(see 12a); three-MAP languages (12b) may use (11b) for causatives of intransitives
but use another pattern, not discussed here, for causatives of transitives.

(12y a. Two-MAP languages (A, B): causee of transitive causative mapped to B.
Arabic, Blackfoot, Chamorro, Halkomelem, llokano, Nubian, Tzotzil
b. Three-MAP languages (A, B, C): causee of a transitive causative mapped to C.
Albanian, Georgian, Polish, Southern Tiwa, Turkish, Warlpiri

Furthermore, I claim that many two-MAP languages, including Halkomelem,
have the following condition on causative structures:

(13) Mapped Causee Condition:
The 2=1 nominal must be mapped.

This condition requires that the causee be mapped, i.e. be assigned a MAP in the
causative construction.

The Mapped Causee Condition, taken together with the claim that
Halkomelem is a two-MAP language, accounts for the prohibition of causatives
formed on transitives, as in (*14):

5The Stratal Uniqueness Law (SUL) of Relational Grammar can be said to apply to the
level of GRs in Mapping Theory. In causatives and other structures with retationally embedded
clauses, each equal sign will inroduce a new domain for the application of the SUL.

5The terms inside and outside are used since the order of the morphology conforms to the
Satellite Principle (Gerdts 1988), the relational equivalent of the Mirror Principle (Baker 1985).
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(14) *ni con  g'™3l-at-stox™ k=62 soplil 73 % s¥ni?
aux  lsub bake-w-cs+r+30bj det bread obl det woman
‘T had the woman bake the bread.’

As seen in the analysis for (14) given in (15), there are three nominals competing
for two MAPs.

(15) ) 2=] 2

If the theme is assigned the B MAP and the causer the A MAP, then the causee will
fail to map, given the biuniqueness principle in (9). The strucuure in (15) violates
the Mapped Causee Condition (13).7

Causatives of transitives are also ungrammatical in Halkomelem if the causee
is mapped and the 2 is not :
(16) *ni con g wil-ot-stox™ {4 s¥éni? % k=8> saplil

aux  lsub bake-tr-cs+ir+30ob)  det woman obldet  bread
‘T had the woman bake the bread.’

(17 1 2=1 2
! l
A B

Such data are ruled out because, as Gerdis (1993) discusses, the transitive marker
-t signals that the 2 is linked. Since -t appears inside the causative, the inside 2
must be linked. It is not, so the form is ungrammatical.

In summary, we see a difference between intransitives and wansitives inside
causatives. This difference is explored further in the following sections.

2.2 Passives and Causatives

The crux of a universal rule for passives (Gerdts 1993) is that the first GR,
typically a 1, is not linked, In addition, one or more MAPs may be cancelled, as
specified in the grammars of individual languages. In Halkomelem, an A MAP is
generally cancelled:

(18) Passive: do not link the 1, and, in Halkomelem, cancel an A MAP under
the 1, if there is one.

TStructure (18) will, however, be possible in languages without the Mapped Causee
Condition, provided that the language has some means for licensing a 2=1 that is not linked.
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Thus, in the Halkomelem passive, the sole argument is linked o the B MAP, as
represented in (19); GRs that are not linked and MAPs that are cancelled are in
shadow style.

(19) 1 2

For example, (20) shows a transitive clause with the 2nd person theme as an
objective suffix, and (21) shows its passive.

20) ni con lam-sBams
aux  l-sub look-tr+20bj
‘Ilooked at you.’

2 n lom-a8a-m 7 b steni?
aux  look-r+2obj+intr obl det woman
“You were looked at by the woman.’

In the passive in (21), the 2nd person theme, which tests to be the sole direct
argument of the clause, likewise appears as an objective suffix. This fact is
accommodated by the structure in (19).

This analysis of the passive, together with the analysis for the causative given
above, would yield a structure for a passive inside a causative as in (22).

22) 1 2= 2 *passive + causative
I e
A B

The inside 1 is not linked. No MAPs are cancelled, however, since there is no A
MAP under the inside 1. The 2 links to B and the causer links to the A MAP, as
expected. The structure in (22), however, does not obey the Mapped Causee
Conditon, and, as (23) shows, therefore is not allowed in Halkomelem.

(23) *nicon  q'sl-ot-om-stax* % soplll 7 Bo séni?

aux lsub bake-tr-intr-cs+tr+3o0bj  det bread obl det woman
‘I made the bread be baked by the woman.’

In contrast, it is possible to have a passive outside of a causative, as in (24).
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24 " Tom%-st-om 92 swiwlas
aux  come-cs+tr-intr  det boy
“The boy was made to come.’

As seen in the representation in (25), the outside 1 is not linked and the A MAP
below it is cancelled.

(25) 1 2=1 causative + passive
!
A B
The causee is free to link to the B MAP, thus satisfying the Mapped Causee
Condition.

2.3 Antipassives and Causatives
The effects of antipassive can be seen by comparing the transitive clause in (6)
with the andpassive in (26).

(26) ni g™al-am 6o steni? 7 ¥ scetan
aux  cook-intr det woman  ob] det salmon
“The woman cooked the salmon.’

The wansitive clause in (6) has transitive marking on the verb, ergative agreement,
and two plain nominals. The antipassive in (26) has intransitive morphology, no
ergative agreement, and the patient nominal is presented with a preposition.

The Mapping Theory rule for antipassive is given in (27), and (26} is
represented as in (28).

(27) Antipassive: do not link the 2, and, in Halkomelem, cancel the MAP
below the 2, if there is one.

(28) 1 2
|
A B

We see in the structure for the antipassive in (28) that the 2 is not linked and that
furthermore the B MAP is cancelied .
In (29), we see data involving antipassive inside causative in Halkomelem.
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(29) ni cen  g™ol-om-stox™ o sténi? %3 1% soplil
aux lsub  bake-intr-cs+tr+3obj det woman  obl det bread
‘I made the woman bake the bread.’

As can be seen in the structure in (30), the inside 2 is not linked, as required by the
antipassive rule.

30) 1 2=1 2 antipassive + causative
| !
A B

Since there is no MAP under this GR, no cancellation is necessary. Other linkings
pr-  .1inthe expected fashion, and, crucially, the causee is linked to a MAP. Thus
the ructure satifies the Mapped Causee Condition and the sentence in (29) is
correctly predicted to be grammatical.

In contrast, sentences like (31), which involve an antipassive outside
causative, are ungrammatical in Halkomelem.

(B *%  con  “imaf-s(t)-om % 3 swiwlas
aux isub  walk-cs(+tr)-intr obl det boy
‘I made the boy walk.’

This is expected given the Mapped Causee Condition and the rule of antipassive.
The former requires the mapping of the causee, but the latter requires that the
causee, since it is the outside 2, not be linked, as in (32).

(32) 1 2=1 *causative + antipassive
|
A B

Both requirements cannot be simultaneously satsfied by the same nominal.

2.4 Reflexives and Causatives

In Halkomelem, as in many languages, reflexives show detransitivization
effects (Gerdis 1989). For example, there is no ergative agreement in a reflexive
clause like (33).

33 ni k=alas-00t 4 Mary
aux  shoot-tr+ref det M,
‘Mary shot herself.’
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To account for the semantic transitivity of (33), we posit two GRs—1 and 2. To
account for its intransitive final structure, we posit multiattachment (following
Rosen 1988): the 1 and 2 both link to the A slot. In addition, the B-slot is cancelled.

(34) Reflexive: link both a 1 and a 2 to the same MAP and, in Halkomelem,
cancel the MAP below the 2, if there is one.

Thus, (33) would be represented as in (35).
1 2
A B8

This analysis of reflexives, together with the analysis proposed for
causatives, predicts that reflexives inside causatives should be possible. The inside
2 and the inside 1 link to the same MAP—the B MAP:

(35)

36) 1 2=1 2 reflexive + causative
e
| L—"
A B

The causee is linked and therefore the Mapped Causee Condition is satisfied. The
grammatical data in (37) show the correctness of this prediciton.

37 n con  k’'%alag-Bot-stox® 4 Mary
aux  Isub shoot-wr+ref-cs+tr+3obj det M.
* I made Mary shoot herself.’

Furthermore, reflexive outside causative is also possible, as (38) shows:

(38) ni can  Yitst-standmst
aux lsub sleep-cs+l.c.ir+ref]
‘ 1 managed to make myself sleep.’/’] pretended to sleep.”

Here the causer and the causee are coreferent and are linked to the same MAP—the
A MAP-—and the B MAP is cancelled:

(39) 1 2=1 causative + reflexive
L
A B

The Mapped Causee Condition is satisfied since the causee is linked to some MAP,
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2.5 Applicatives and Causatives
Gerdts (1993) suggests the following universal linking rule for applicatives:

(40) Applicative: add a MAP (up to threshold) and link the 3 or oblique to the
lowest MAP,

Take the Halkomelern exaniple in (41), which involves a benefactive applicative,

41y m? q’“sl-afc-84ms-as % k“8s scedon
aux  bake-ben-u+lobj-3erg  obl  det salmon
‘He baked the salmon for me.’

Since (41) is lexically transitive and Halkomelem is a iwo-MAP language, MAPs A
and B are available for linking. The applicative cannot add a MAP, since the
threshold in Halkomelem is two. Nonetheless, the oblique links to the lowest MAP,
i.e. B, as (42) shows.

(42) 1 2 OBL

e

! -

/
A B

In sum, the crucial feature of an applicative is that some oblique nominal will be
mapped. Given this, we do not expect causative and applicative to be compatible in
a language like Halkomelem, which requires the causee to be mapped, since three
nominals——the causer, the causee, and the oblique—-would be competing for two
MAPs. Sentences such as (43) are, in fact, ungrammatical.
(43) *ni” g'-sl-ofc-stdm?$-as ¥ Mary %% k*Bs scedwln

aux  bake-ben-cs+ur+lobj-3erg  det M. obl det  salmon

‘He made Mary bake the salmon for me.’

Since the rule for applicative requires the oblique (o be mapped, as in (44), the
causee will fail o link, in accordance with biuniqueness (9), and the Mapped
Causee Condition will be violated,

(44) i 2=1 2 OBL applicative + causative
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2.6 Other Combinations

Of course, other rule combinations will satisfy the requirements of more than
one marked association without violating the linking principles of (9) or the Mapped
Causee Condition. These are too numerous to detail here, but, to give two
examples, (45) involves antipassive, causative, and passive, as represented in (46),
and (47) involves antipassive, causative, and reflexive, as represented in (48}.

45) mn q’«sl-am-st-om 85 steni” 7% 9 saplil
aux  bake-intr-cs+ir-intr  det woman  obl det bread
‘The woman was made to bake the bread.’

(46) 4 2=1 2 antipassive + causative + passive
|
A B
(47) ni can  qga’-standmat % k-6a qa?

aux  lsub drink(inu)-cs+lc.tr+refl obldet  water
‘I managed to make myself drink the water.”

/1 pretended to drink the water.’
48 1 251 2 antipassive + causative + reflexive
"
A 8

In (46), the 2 is not linked, as required by antipassive, and the 1 is not linked, as
required by passive. Furthermore, as appropriate for Halkomelem, the A MAP
cancels and the causee links 1o the B MAP. In (48), the 2 is not linked, as required
by antipassive, and the outside 1 and 2 are muldattached to the A MAP, as required
by reflexive. In these examples, all of the appropriate conditions for marked
associations—antipassive, passive, or reflexive—as well as the Mapped Causee
Condition are satisfied.

In sum, the Mapping Theory account of Halkomelem causatives not only
accommodates the basic data but also correctly predicts the range of co-occurrence
of the causative and other marked associations of the language.

3. The Mapped Causee Parameter

Given the Mapping Theory rules for marked association in Halkomelem,
interactions of causatives with passives, antipassives, reflexives, and applicatives
were predicied by means of two key devices. First, I have claimed that Halkomelem
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is a two-MAP language. This claim is quite independent of the present discussion
on causatives. Halkomelem has the inflectional features, accessibility to rules, and
marked associations that typify a two-MAP language (cf. Gerdrs 1992). Because
only two MAPs are available in causative structures, structures that require the
linking of several nominals will necessarily be prohibited from being expressed as
causatives,

Second, I have claimed chat Halkomelem is subject 1o the Mapped Causee
Condition: one MAP in a causative is necessarily assigned to the causee. Thus, the
various marked associations that require that other nominals must be linked to a
MAP or that the causee must not be linked will be blocked from co-occurring with
the causative.

The effect of this condition is best illusirated by comparing the pattern of
causatives found in Halkomelem with those found in another two-MAP language,
Hlokano, which is not subject to the Mapped Causee Condition. Of course, it is
outside the scope of the present paper to give a full Mapping Theory analysis of
Tlokano (see Gerdts 1987, in prep.). Ilowever, it can be mentioned that the rules of
passive, antipassive, and applicative in Ilokano are essentially identical o those of
Halkomelem, since they are both two-MAP languages. In (49), I summarize the
interaction of causatives and marked associations in liokano and Halkomelem.

(49) Halkomelem Hokano
a. transitive/passive inside causative no yes
b. passive outside causative yes yes
¢. antipassive inside causative yes yes
d. antipassive outside causative no yes
¢. applicative and causative no yes
f. double causatives o yes

liokano data corresponding to (49) are given in (50).

(50) a. P-in-a-basa ni Juan 4 historia kaniak ®

cs-pst-read  det John det story 1OBL
‘John let mie read the story.” (lit: “John lec the story be read by me.”)
b. Na-pa-birok t ubing.

pst+pas-cs-look det child
‘The child was made to look.’

3The passive -ma does not appear inside the causative pa- for morphological reasons.



¢. P-in-ag-basa nak niJuan ig historia.
cs-pst-intr-read 3GEN+INOM  detJohn obl-det story
‘John let me read the story.”

d. N-ag-pa-basa ni Juan kaniak i-diay historia.
pst-intr-cs-read det John 10OBL obl-det story
‘John let me read the story.’

e. Pa-basa-an o babai i-i libro ken-ni Juan 0o lalaki.
cs-read-appl det woman  obl-det book obl-det John det man
“The woman had John read the book to the man.’

f. P-in-a-pa-mrog kodiay ubing i-d daydiay taraken.
cs-pst-cs-sleep 1GEN child obl-det  det maid
‘I had the maid put the child to sleep.’

What is notable about llokano causatives is that all combinations of marked
associations and causatives are allowed, as seen in the chart in (40). Reviewing the
relevant analyses above, we find that all are well-formed according to the general
mapping principles in (9). Those that were ruled out for Halkomelem were
violations of the Mapped Causee Condition. By proposing that Ilokano is not
subject to this condition, we correctly predict that data corresponding to these
structures will be allowed.

Furthermore, double causatives, as in (30f), are also possible. These are
represented as in (51).

(51 1 2=1 2=1 causarive + causative
| "

A B

Since at most one of the 2=1 nominals is mapped in a double causative,
corresponding Halkomelem data (*52) are correctly predicted to be impossible:
(52) *ni con  na%m-sta-stox™ 4 Mary (%2) k®6a puk=-s
auxlsub go-cs+tr-cs+u+3obj det M. obl  det book-3pos
‘I had Mary take her book.’

We see then that the Mapped Causee Condition should be parameterized
across languages. Halkomelem is subject to this condition but Ilokano is not.

4. Previous treatments

Having laid out a Mapping Theory treatment of Halkomelem causatives, I will
briefly compare this treatment to previous relarionally-based analyses. In the
standard RG account of Halkomelem causatives proposed in Gerdts (1988), no
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single condition can rule out all the unacceptable combinations in (49). For
example, Gerdts (1988) proposed thart causatives can only be built on intransitive
forms. Thus antipassive and reflexive morphology can appear inside causative, but
transitive and applicative morphology cannot. Furthermore, double causatives are
predicted to be iinpossible. However, the transitivity restriction does not explain
why passives cannot appear inside causative. Thus. Gerdis (1988) also posits a
downstairs freeze in Halkomelem causatives: the final downstairs 1 must also be the
downstairs inidal 1. A further restriction is necessary, however, to rule out
antipassive outside causative. Thus, three restrictions are required to accommodate
the range of data given in (49). Since each of these constraints is stipulated and
does not follow from any general properties of languages like Halkomelem, the
Relational Grammar mreatment misses generalizations available in the Mapping
Theory treatment.

A lexicalist account of Halkomelem is also possible (see especially Farrell
1992). We might posit a division of the rules of Halkomelem into two types—
lexical and syntactic. Derivational rules such as antipassive would be regarded as
lexical, while inflectional rules such as passive would be taken as syntactic. This
would allow the statement of a restriction that only lexical rules can appear before
causative and only syntactic rules can appear after it. However, this would not
account for reflexive (since it can appear either before or afier causative) nor for the
incompatibility of applicative and causative. Thus, further ad hoc stipulations would
be necessary to account for the data. These stipulations would basically amount 1o a
list of forms that can and cannot combine.

I conclude that the Mapping Theory account, which makes crucial reference to
the available inflectional positions in Halkomelem-—ithe MAPs—and to the Mapped
Causee Condition, provides an insightful analysis of causatives. Futhermore, in
keeping with the spirit of Mapping Theory, my analysis of causatives involves only
one level of grammatical relations. The GRs are mapped o a single level of
argument structure. The combinations of causative with passive, antipassive,
reflexive, and antipassive are also analysed with only two levels of structure.
Therefore, I have provided an essentially bistratal account of structures that would
involve three or more strata under a standard Relational Grammar treatmment.
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Verb Inflections in Sedig:
Feature Geometry vs. Multiplanar Representation

Hui-chuan Hsu

University of California, San Diego

0. Introduction. This paper deals with verb inflections in Sediq. The
main theme is to present a synchronic analysis of three phenomena,
including vowel movement, trans-laryngeal harmony, and the OCP on
labial consonants. I show how models of feature geometry, such as
Sagey (1986), Steriade (1987), and Clements (1991), fail, and argue
that the Morphemic Plane Hypothesis (McCarthy, 1989) together with
Plane Conflation account for the data.

This paper is organized as follows. Section 1 presents the data and the
generalizations. Section 2 examines three models of feature geometry.
Section 3 demonstrates how the Morphemic Plane Hypothesis and Plane
Conflation explain the data. My conclusion is given in section 4,

1. Data and Analysis. Sedig is an Austronesian language spoken in
Central Taiwan. All the data in this paper are based on Yang (1976).
Some alleged "recalcitrant” data remain unsolved since the publication
of Yang's paper. Li (1991) claims that the data present problems for a
synchronic analysis and appeals to a diachronic or comparative
explanation. I will argue for the generalization that, in some imperative
verbs, the quality of the stressed vowel remains unchanged after stress
shift triggered by suffixation regardless of intervening consonants.

1.1 Background Information’. Sedig has sixteen consonants: p, t, k,
q,b, 4, g, s, x, h, ¢ (alveolar affricate}, m, n, N (velar nasal), 1, r
, two glides: y and w, and five vowels: i, e, a, o, u. Stress falls on the
penultmate syllable. Syllable structure shows (C)}V everywhere,
except the world-final position.

In Sediq, future tense is derived by prefixing mu- to the base, and
imperative form, by suffixing ~i. Iya is put before the verb to indicate
negation. Consider the paradigms in (1):

(1) Future Imperative Negative Base Gloss
mugeragq quragi iya geraq /qeraq/ “catch'
mukari kurii iya kari /kari/ ~dig’
mukulah kulahi iya kulah /kulah/ “weed'
mutuqgiri tuqurii iya tugiri /tVgiri/ Tturn’

! This section is based on Yang (1976) and Li {1991).
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From (1), we see that there exists a common denominator among vowels
before the stressed syllable: all the vowels in this position are reduced
to {u].” The phenomenon suggests that the vowel in the future tense
affix may not be realized until the application of vowel reduction.

Let us turn to the present tense, which is derived by prefixing um- to
the base. For verbs beginning with a vowel, u in the prefix is deleted
to observe the canonical syllable structure CVCV... Vowel deletion also
applies in the imperative forms. Notice that the deletion rule does not
affect words smaller than two syllables. Thus, jya surfaces.

(2) Present Imperative Negative Base Gloss
meyah yahi iya eyah /eyah/ “come'
mimah mahi iya imah /imah/ "drink'
maNan Nali iya aNan /aNan/ “take'
mutaq tagi iya utaq /utag/ " wormdt!

For verbs with a word-initial labial consonant, the Obligatory Contour
Principle (OCFP)}, which prohibits identical adjacent melodic elements,
triggers deletion of the stem~initial consonant, followed by deletion of
the word-initial vowel. Consider examples in (3), and their derivations
are llustrated in (4).

(3) Present Future Imperative Base Gloss
metaq mubetaqg butaqi /betaq/ “stab’
muNu mupuNu puNui /puNu/ “tie'

(4) um - betag OCP v-del

| | =====> umetag s====> metag
[lab]{iab]
um -~ puNu OCP V-del

| | sz=zz) UmMuUNU =====> muNu
[1ab][lab]

For verbs with other word-initial consonants, metathesis operates to
maintain maximal CV syllable. Examples are given in (5). Traditional
prefixes or suffixes always appear strictly at their corresponding
edges. However, if the prefix in Sediq occurs before the stem, it
results in ~CC~ which violates the canonical syllable pattern.

? According to Li {1991: 164), depending on the dialect or speaker,
vowels before the stressed syllable may be reduced to a schwa. This
vowel reduction accounts for the reason why in some cases we set up a
V, an indeterminable underlying vowel in the base.
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(5) Present Base Gloss
qumeracg /qeraq/ “catch!
kumari /kari/ “dig’
kumulah /kulah/ “weed’
tumugiri /tVqiri/ “turm'

Before I end this subsection, one more point needs to be mentioned. In
Sediq, there is an assimilation rule in which an antepenuitimate vowel
becomes identical with the stressed vowel, as shown in (6).

(6) Future Base Gloss
meeyah /eyah/ “come’
miimah /imah/ “drink’
maaNan /aNan/ “take’
muutaq /utaq/ “vomit'

In fact, an intervening pharyngeal fricative /h/ is the only consonant
which is transparent to the assimilation rule. As shown in the following
comparison, all other consonants block the rule.

(7a) iya cehebuy "not drip' iya pihido "not dry'
iya cuhuNi "not forget' sulahayl “Learn!’

{7b} iya tupakun "not squat’ iya ruberuk “not broil’
iya pusutotuy "“not raise’ iya sudariN “not moan'
iya pukepak “not grope' iya tugakac “not kneel’
iya turugerag "not lie’ iya pusuciyuk "not turn’
iya tulima “not wash' iya surebu “not urinate’
tukumaxi “Blink!’ iya sunegun “not follow'
iya puluNeluN "not think’ puyasi “Sing!’
luwahi “Open!’

The data in (7a) and {7b) indicate that assimilation is actually a rule of
trans~laryngeal harmony which is blocked by supralaryngeal
consonants. Notice that, given the same environment, the assimilation
rule overrides the reduction rule, which in turn reduces all the vowels
before the stressed position to [u]. Furthermore, disyllabic verbs are
excluded by the assimilation rule, as exemplified in (8).

(8) reus ~bury’ taus “beckon’
dehuq ‘“arrive’ bohi “Bake!'

From (8), we can draw the conclusion that stem vowels in the right-
most foot, that is, the two vowels from the right edge, are fully
specified, and hence are out of the realm of the assimilation rule. The
facts that vowel reduction reduces all the vowels before the stressed
position to [u] and vowel deletion does not apply to the penult vowel
also support the claim that vowels in the right-most foot are fully
specified.
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1.2 Some Recalcitrant Data, This section discusses some imperative
verbs for which both Yang (1976) and Li (1991) do not offer an
adequate explanation. I find out the generalization that, in some cases,
the quality of the stressed vowel, which is supposed to change after
stress shift triggered by suffixation, remains unchanged regardless of
intervening consonants. This dichotomy in imperative verbs can be

illuminated by the comparison in (9).

(%a} Imperative Negative
quraqgi iya qeraq
kurii iya kari
qutai iya gita

(9b) Imperative Negative
qupei iya gepu

subeti iya sebu
buteli iya betun
bukeyi iya bekuy
gusugesi iya gusequs
rugeni iya regun
tuleNi iya teluN
suresi iya serus
numei iya nemu
sukunexi iya sukenux
huyeqgi iya heyu
tuduroyi iya tudoruy
bohi iya obuh

Base Gloss

/qeraq/ “catch’
/kari/ “dig’
/qita/ “see’

Gloss

T distll’
“thresh'
“kick'
“tHe'
“scrub’
“swallow’
“touch’
“wipe'
“grind’
“smell’
“stand’
“roll down'’
“bake'

The imperative verbs in (%a) pose no problem for Yang (1976) and Li
(1991). After stress shift, the reduction rule operates and vowels
before the stressed position are reduced to [u]. In contrast, the
imperative verbs in (9b) are problematic. Both Yang and Li set up the
base for (9b) as in (10) and propose the rule in (11) to account for the

vowel alternation.

(10) Base (Yang & Li}

/qepe/, /sebet/, /betel/, /bekey/, /gVseges/, /reqgen/,
/teleN/, /seres/, /neme/, /sVkenex/, fheye/, /tVdoroy/,

/oboh/

(11) {e, 0} ——>u/ ___(C)#

So far, this analysis does a perfect job to link up verb inflections and
the vowel reduction rule. However, there are other data which (11)
does not account for, as in (12).
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{12y Imperative Negative Gloss Base (Yang & Li)
rehepi iva rehak  “to sow' /rehep/’
cehepi iya cehak “to lick’ /cehep/
reheqi iya rehag "to remove’ /reheq/

As seen, [e] becomes [a], in contrast to the previous rule stated in
(11). In order to solve the dilemma between (9b) and (12), both Yang
{(1976) and Li (1991) posit another rule,

(13) e~->a/ ___ (ci#

A serious problem arises. The comparison between (11) and (13) shows
clearly that, given an input e, we cannot predict which output will
surface.

Li {1991) suggests &n altermative for (12}: First, (a] is treated as
underlying in the second syllable of the base, as shown in (14).

(14) Base
/rehap/, /cehap/, /rehaq/

Second, [e] is treated as derived in the suffixed forms which is
attributed to the process of assimilation with the preceding vowel. Thus
there will be no exceptions. As Li (1991: 166) himself notices, "the main
problem with this solution is: how can we account for the fact that the
stressed vowel gets assgimilated to the preceding unstressed vowel only
in these imperative forms? In all the other cases, the stressed vowel
retains its full vowel value and is not affected by its adjacent segments.
Moreover, all other instances show that it is the wvowel in the
antepenultimate syllable that gets assimilated to the following stressed
vowel."

Finally, Li (1991: 167-168) appeals to a diachronic explanation, which
is far-fetched. As a matter of fact, there exists a common denominator
between {9b) and (12): just like cases in other verbs, the bases of {(9b)
and (12) are simply the negative forms without the negative marker.
After stress shift which is triggered by suffixation, the quality of the
stressed vowel remains unchanged regardless of intervening
consonants. The mere difference between (9b) and (12) lies in that the
imperative verbs in (9b) are derived from vowel movement followed by
vowel reduction or vowel deletion, whereas those in (12) are derived
from wvowel movement followed by trans-laryngeal harmony, as
illustrated in (15). {Key: VM = vowel movement, VR = vowel reduction,
VD = vowel deletion, and VH = vowel harmony)

" The morphophonemic rule p --> k / __ # is not our concern.
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VM VR
{15} a. sVkenux + i ====> sVkVnex + i ====> gukunexi

VM vD
b. obuh + i ====> Vboh + i ====> bohi

VH
c. rehag + i ====> rVYheq + i ====> reheqi

The peculiar phenomenon of vowel movement across intervening
consonants gains further support from (16).

{(16) Imperative Negative Base Gloss
putasi iya patis /patig/ “write'
There is no need to posit a rule, say, { ~~->a / C# for (16). In

fact, like (9b) and (12), (16) also exhibits vowel movement.

A guestion arises: How can we predict the occurrence of vowel
movement? In fact, only verbs with a non-high stressed vowel /e, o, a/
undergo this operation. Interestingly, among verbs with wvowel
movement, over 80 percent have e and u, ¢ and u, and g and u (in the
temporal order) as the two underlyingly specified vowels. If vowel
movement does not apply, the stressed vowel would surface as u. Recall
that all pretonic vowels are reduced to [u] in Sedig. It is very much
likely that this language shows aversion to having u as the stressed
vowel. Likewise, we never see an English word with a stressed schwa.
As argued in section 1.1, stem vowels in the right-most foot, that is,
the two vowels from the right edge, are fully specified. There is a
tendency that the stressed vowel in the imperative form is chosen
between the two underlyingly fully specified vowels. The more salient
a vowel is, the more likely it is realized. The Stressed Vowel
Preference, namely e, 0 >> a >> i, u, evaluates the two underlyingly
specified stem vowels, as evidenced by the empirical data.

2. Feature Geometry. This section presents three models of feature
geometry, including Sagey (1986), Steriade (1987), and Clements
(1991). I argue that the data concerning translaryngeal harmony, vowel
movement, and the OCP on labial consonants, constitute a challenge to
all three models.

2.1 Sagey's Model. Sagey (1986) explains translaryngeal harmony at no
cost since /h/ has no supralaryngeal node to block spreading of a
vowel's supralaryngeal node, as illustrated by the following charts.
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{17y v & ¥ Vv ok

a 0 o6 0 root
0 [ supralaryngeal
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Since under Sagey's model both velar consonants as well as vowels are
represented under the Dorsal Node, velar consonants block trans—
laryngeal harmony.

(183 v ¢ V¥ v ¢ v

¢ o 0 [ [ riace

g . [ I . }

-

o e

[V~

or lab dor cor
The predicticn is not borne out in Sediq. As shown in (9b), vowel
movement occurs even if the intervening consonant is dorsal.

Furthermore, Sagey's model has difficulty explaining the distinction
between present tense and future tense of verbs with a labial initial,
with respect to the OCP effect, for instance, metag and mubetaq in (3},
which are derived from um-betag and mu-betag respectively. Notice
that the OCP operates in the present tense, but not in the future tense.
Since vowel features are dominated by dorsal node in Sagey’'s model, an
intervening vowel does not change the fact that two labial features are
adjacent. Therefore, this model fails to capture the distinction between

metaqg and mubetaq.

() ¢ ¢ i v ¢
9 5 ¢ 0 root

[ 500 pisge

¢ ¢ il
1ab lab 1ab dor lab

Content words in Sediqg obey the Minimality Constraint (McCarthy &
Prince 1990) which requires them to be minimally disyllabic. Thus, the
affixal vowel in the future tense, where the OCP is relevant, is
pretonic, and is realized as [u] by the vowel reduction rule. If one
argues that features of the intervening vowel are unspecified at the
tme when the OCP applies, the problem remains. The two labial
features are still adjacent. One way of solving this problem is to
stipulate that the OCP on labial consonants requires root adjacency.
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2.2 Steriade's Model. Steriade (1987) evaluates two hypotheses, namely
the Disjoint Tier Hypothesis and the Overlapping Tier Hypothesis. It
is argued that the Overlapping Tier Hypothesis makes correct
predictions in non-local rules such as root-level rules and trans-
laryngeal harmony. The Overlapping Tier Hypothesis accounts for
translaryngeal harmony at no cost since /h/ has no supralaryngeal node
to block spreading of a vowel's supra-laryngeal node.

{20} Gveriapping Tier Bypothesis: translaryngeal harkony

supralaryageal o [ [
= \\\ i o
oot ¢ 80 o 0 "o
v oho¥ ¥y k¥

Under the Disjoint Tier Hypothesis, specific mention of the intervening
consonant is necessary in cases of translaryngeal harmony since
consonants and vowels are specified on separate tiers.

In contrast, the Disjoint Tier Hypothesis predicts that vowel features
can spread across all consonants, which is exactly what happens in
Sedig vowel movement.

{2ij Disjoint Tier Eypothesis: vowel moverernt

C-supralaryngeal ]

{-root +

¥-root I L

V-supralarynges!
The Overlapping Tier Hypothesis predicts that wvowel features
dominated by dorsal and labial tiers can spread across all consonants
except for labials.

{22 V

.
{ {
; Sy . :
t ' P i | : i i
0 0

dor  lab lab der  lab cor dor  lab welar

This prediction is not borne out, as evidenced by (9b). Vowel movement
occurs even if the intervening consgonant is labial. Notice that there is
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a velar tier in this model, and hence velars, which are equivalent to
dorsal consonants in Sagey's model, do not block vowel movement.

Interestingly, translaryngeal harmony and vowel movement reveal a
paradox for Steriade (1987). On the hand, the Overlapping Tier
Hypothesis wins out, while on the other, the Disjoint Tier Hypothesis
makes correct prediction.

Now let's turn to the OCP case. Under the Disjoint Tier Hypothesis,
vowels and consonants are specified on separate tiers, thus an
intervening vowel will not prevent the OCP from applying. There is no
way to explain a future tense like mubetag. Under the Overlapping Tier
Hypothesis, vowel features are dominated by dorsal and labial tiers,
and hence OCP applies in any case.

(233 [N ¢ v c
[ ] 0 4 o place

0
0 ¢ 0 0 0
iab lab 1ab dor lab lab

Again, the stpulation of root adjacency is necessary to deal with the
OCP case. So far, I have shown that neither Sagey's model nor
Steriade's model can account for the data nicely.

2.3 Clements's Model. Two significant proposals in Clements (1991) are:
(i) a single set of features characterizes place of articulation in both
consonants and vowels, and (ii) place features of vocoids (vowels and
glides) are split from those of consonants in that they are assigned to
different planes in phonological representation. We will see how these
two proposals pin down vowel movement which Sagey and Steriade are
unable to account for. We start from translaryngeal harmony.
Translaryngeal harmony follows under the assumption that laryngeals
are not characterized by the supralaryngeal node and they are
transparent to rules which spread the oral cavity node or lower node,
such as the C~place node.

(24) translaryngeal harmony spreading is biockesd

V h V v x v

5 root 0 0 @ rast
0, 0 oral cavity o, 0 0 oral cavity
G o {-place o 0 0 C-place

Clements (1991) explains translaryngeal harmony without any
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difficulty. What is more, this model also allows vowel movement in
Sediq. Since the consonant is not characterized by a vocalic node of its
own, vowel movement across any intervening consonant can be treated
as vocalic node spreading, and the No Crossing Constraint is not
violated, as shown in (25).

(% vowe] movemeat
v ooy
v o6 0 105t
[ oral cavity

s ¢ ¢ {-piace
x EEY

¢’ ¢ voCsiic

At this point, Clements' model makes more correct predictions than
other models. Unfortunately, like Sagey (1986) and Steriade (1987), it
cannot account for the OCP case. Under this model, a place feature
characterizing a consonant will dissimilate from the same feature
characterizing a vocoid, or vice versa.

ne ¢ v
coC G 0 U root
i
0

to0 o [ oral cavity
[ 00 ¢ {-place
jab lat lad . lab
0 ¥-place
lab

If one argues that features of the intervening vowel are unspecified at
the time when the OCP applies, two labial features are still adjacent on
the C~Place tier. Again, Clements (1991) cannot solve the problem
without stipulating that root adjacency is required for the OCP.

Though the OCP case beats models of feature geometry, it follows under
the assumption of the Morphemic Plane Hypothesis, as we shall see in
section 3.

3. Morphemic Plane Hypothesis and Plane Conflation. This section
presents an analysis based on the Morphemic Plane Hypothesis and
Plane Conflation. In addition to the OCP case, trans~laryngeal harmony
and vowel movement are explainable under the assumption of
multiplanar representation.
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In Sediq there is no evidence for morphological distinctions between
vowels and consonants or templatic morphology. However, syllable
structure is predictable as (C)V. In fact, two pieces of internal
evidence support our using the Morphemic Plane Hypothesis. The first
piece of evidence comes form the phenomenon that all the vowels before
the stressed syllable become a phonetic [u}, which can be represented
by spreading if vowel melody itself occupies a plane. Since the
phenomenon that all pretonic vowels are realized as [u] can also be
dealt with by default, this piece of evidence is not forcible. The
second, and more convincing, piece of evidence lies in the distinction
between present tense and future tense of verbs with a labial initial
concerning the OCP effect, which constitutes a challenge to all three
models of feature geometry as argued in section 2. Let us consider matis
and mupatis, the present tense and future tense for patis “to write’.
According to the Morphemic Plane Hypothesis, affixes are projected
onto different planes, and hence the labials in um-patis and mu-patis
are not adjacent. The OCP cannot apply at this stage of derivation.
After Plane Conflation which folds all the vowels and consonants onto
a single plane, mupatis does not violate the OCP and therefore is
surfaced. By contrast, the labials in umpatis become adjacent, and the
OCP comes into force. Then, umatis becomes matis through the
application of vowel deletion. Since the Morphemic Plane Hypothesis
together with Plane Conflation solves the CCP case, a natural question
arises: Are trans-laryngeal harmony, vowel movement, and other
phenomena in Sediq accounted for as well? The answer is positive.

Recall that the "recalcitrant” data in section 1.2 involve four major
rules, namely vowel movement, wvowel reduction, translaryngeal
harmony and vowel deletion. If we adopt the Morphemic Plane
Hypothesis, vowel movement and vowel reduction must take place before
Plane Conflation, which folds vowels and consonants together onto a
single plane somewhere in the derivation, in order to prevent
association line crossing. In contrast, trans~laryngeal harmony must
operate after Plane Conflation, otherwise we cannot explain why
assimilation is blocked by supralaryngeal consonants. Vowel deletion
also comes into play after Plane Conflation whereby the well-formedness
of syllable structure can be examined. With the option of V/C
segregation and Plane Conflation in hand, the alleged "recalcitrant"
data become tractable.

Now let us go back tc the imperative verbs in {9b), (12) and (16} and
see how they can be accounted for by the Morphemic Plane Hypothesis.
Due to space limit, I will just take sukunexi in (9b), and reheqi in (12)
for example, as repeated in (27),

(27) Imperative Base Gloss

sukunexi /sVkenux/ ~to smell’
reheqi /rehaq/ “to remove’

Following the Morphemic Plane Hypothesis, we claim that there are four
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planes in Sediqg: consonant melody, vowel melody, C~-V skeleton, and
the suffix plane. Derivation of the imperative verbs proceeds basically
step by step as follows: First, apart from the suffix -i, stem vowels in
the right-most foot are fully specified underlyingly. A distinction of v
and V is marked in the skeleton to ensure that underlyingly specified
vowels are associated to the right position. Notice that this distinction
is also motivated by the fact that all pretonic vowels are reduced to [u].
Second, the suffix vowel gets priority to be linked to the final V slot
since it is prespecified. Consonants are linked to the C slots one by one
from left to right. Third, the Stressed Vowel Preference, namely e, o
>> a >> i, u, evaluates the two underlyingly specified stem vowels.
Thus, the vowel that is higher in the hierarchy gets linked to the
leftover V slot. The fourth step is that all the vowels before the
stressed syllable are presented by spreading [u] by default.
Association applies in accordance with principles in the autosegmental
phonology, and unassociated element gets deleted due to Stray
Erasure. Finally, Plane Conflation (PC} folds vowels and consonants
onto a single plane. Rules which must apply after Plane Conflation now
come into play.

Now let us begin with the derivation of sukunexi.
{283,  {opsvnere meledy: s ko8 2

(Vo skeletos: (vlw VLV

Yowe: seioly: [

Suffir piane: H
{26p;  (onsongnt meioly: s

CV shelercn: fv{‘vévcaf

Vowe! meiody: e

Suffiz plare: 1 {prelinked:
{28c)  Consonact melody: s k1 o1

{V skeleton: C vl C v C ¥

Vowel melody: e i

Suffix plare: i



Consonant selody:
CV skeletor:
Yowe: melody:
Suffix plans:
{omsonant zelody:
(V skeletos:

Vowel melody:

>

Consider how rehedqi is derived.

{28¢)

{2%d}

Consonant meiody:

{onsonant meindy:
OV skeletom
Jowel meicdy:
Suffiz plare:
Consonant melody:

CV skeieton:

Yowe: melody,

&

I

-y

«1

'

«

-3

e

ey
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"y
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jzée!  (omsprant melods: roLoog
129 Vi

(¥ skeletons v OV OV =zee) rubegr ==:2> rehegi

L)

Vowel melody: ] ee

Suffix plase: !
|
® {Stray Erasure)

4. Conclusion. In this paper three models of feature geometry,
including Sagey (1986}, Steriade (1987), and Clements (1991), have
been shown untenable. Translaryngeal harmony constitutes no problem
for all three models. Sagey (1986) and Steriade {1987) do not account
for vowel movement while Clements (1991) does. However, all three
models cannot solve the OCP case without stipulating root adjacency.
1 have also presented an analysis under the Morphemic Plane Hypothesis
and Plane Conflation. The multiplanar representation explains the OCP
case as well as translaryngeal harmony and vowel movement.
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Nasalization in Guarani and Terena
Helga Humbert
University of Amsterdam

1. introduction

In this paper I will discuss the nature and the structural position of the
feature [nasall. In spite of the growing amount of literature on this feature, e.g.
van der Hulst & Smith (1982), Trigo (1988), Piggott (1988, 1992), Avery &
Rice {1989, 1991), Steriade (1992), to mention but a few, so far no agreement
has been reached on its position in Structural representations of segments.

The languages to be discussed here, Guarani and Terena, have appeared
prominently in the literature on nasality (e.g. Poser 1982, Kiparsky 1985),
instantiating two outstanding examples of the conspicuous and diverse behavior
this feature may display.

In the light of the present tendency to derive phonological surface
forms with as few rules as possible, if any, and, instead, to make use of general
and language-specific constraints, 1 would like to argue that the structural
position of a feature may well be expected to carry the major part of the
burden of explaining its behavior. Consequently, determining the structural
position of [nasal] remains an extremely important issue in segmental
phonology till the problem is resolved, which I attemp in the present paper.

2. Framework and Theoretical Assumptions

The structural representations for segments that I will propose here have
been developed on the basis of analyses of segmental behavior in assimilation
processes. In this paper we will limit ourselves to nasals and their structures,
though for a lucid presentation I will briefly discuss the main theoretical
considerations and structures that form the basis of this proposal. For a more
extensive discussion I refer the reader to Humbert (1994).

In my view, structural representations of segments should be able to
cover the following points:

1. The more phonemes are alike phonetically and in their phonological
behavior, the more alike their representations should be.

2. In order to constrain the possible size and shape of inventories and in order
to constrain the nature of phonological operations manipulating segmental
structures, the representations themselves should consist of as few
ingredients as possible.

3. The structure of representations must be constrained and express meaningful
relationships between the ingredients of the representation in order to
- reduce the number of rules and stipulations required
- limit the possible size of inveniories
- express natural groups of features
- express rare processes in a more complex way than common ones
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- express relative rareness or markedness of phonemes by means of
increasingly complex representations.

The structural representations I have developed on the basis of analyses
of assimilation processes have a strong affinity with the representations
familiar from Dependency Phonology (Anderson & Ewen (1987)) and other
Dependency-based approaches, such as those presented in van der Hulst &
Ewen (1992), Smith (1989), Smith et al. (1992), van der Hulst (1992}, to name
but a few. The phonetic interpretation of the three basic components of
segmental structure is in accordance with Catford (1977).

We distinguish in all segments a manner component separating
obstruents from sonorants as illustrated in (1). Obstruents are characterized by
complete closure represented by C, while sonorants are spontaneously voiced,
represented by V. The manner component is the head of the structure, since the
information it represents is relevant to syllable structure. Consonants and
vowels are distinguished at the level of the place component, where each is
structured differently (see (3)).

The complete set of possible manner components is given in (1):

() C ¢ v v
v C

stop  fricative vowel nasal

liquid
glide
C = complete closure in the oral cavity;, V = relatively free escape of air; voicing

All segments have one manner component, Fricatives and nasals also have one
manner component even though it is a complex one. The interpretation of each
of these components, as in (1), is unique. Similar structures are also found in
Dependency Phonology and related frameworks but then fricatives and nasals
consist of two components instead of one complex one. Because of this, more
than just the four combinations in (1) can be made; some examples from van
der Hulst & Ewen (1992) are given in (2):

(21a. . b. . c. . d. . e. . £. .
l [\ l | I |\
C c v C c v v v C
!
v ¥
stop ved. fric. ved. vowel nasal
stop fric.

Each separate part of the structures in (2) is accessable to operate on, e.g. t0
be referred to by a rule. In (2f) nasality is represented by the iCi component of
the structure, not by the structure in its entirety. However, the interpretation
of C as a nasal component relies on its structural position. In cases where
nasalization is best dealt with in terms of a floating nasal component it would
not be possible to distinguish this !/C! from other '\C: components. The problem
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results from the fact that the components are not uniquely interpretable, while
those in (1) are, making it the more constrained approach.

In (3) below the internal structures of consonani and vowel place
components are given (see also van der Hulst {1989) and Humbert (1989}):

(3)a. consonant e {place)
place: 077 TS._ (high/lingual)
{1l , (back/dorsal)
[A]

[U] = labial, [I] = coronal, {A] = velar/pharyngeal'

o vowel . {place)
e
place:  [A] \;:;\ (high)
f{} [ {back’
(U3

{A] = low; {Ij = front; (U] = round

From now on 1 will insert epl and vpl for a consonantal place node and a
vowel place node respectively, wherever [ believe this to lucidate the structural
representations. In the structures in (3) the terminal specifications are unary,
but they are part of a binary contrast expressing equipollency, except for [A]
in consonants and [U] in vowels, which are genuinely privative (see
Trubetzkoy (1939)). The consonant place structures in (3a) were developed on
the basis of those in (3b), along the same lines of thought (see also Humbent
(1994)). The structures express implicational relations: In vowels, [U] implies
the presence of nodes representing high” and back, [I] implies the presence of
high.

Each segment is to surface with one terminal specification. Segments
with more than one are more complex and hence more marked so that in (4a)
/6/ is more marked than /i/. Segments with no terminal specification are also
more marked: in {(4b) /4/ is more marked than /u/:

(Hra. /i) v /8/

! /
§ A
7 I

b, faf v 5y

{high)

(el f1] (back)

— e %

v
l
!
vl!
U

L3 o o s

{ !

]

In (3b) we have snown the possible ingredients of the vowel place component

1 s
If a language distinguishes beiween velars and pharyngeals the velars will be represented by the node
representing back, lacking a terminal specification, 1he pharyngeals by [Al

2., . . . . .
The nodes are interpretable as high, back ete, but they are never actively involved in phonologicat

processes. Therefore I distinguish them from components (features) represented between sqaure brackels, such
as [A], [T} and U]
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and the mutual relations these have, while in the second structure of {4a) head-
dependency relations enter into the structure which influence the output3. This
component internal type of head-dependency relation is illustrated in (5), where
straight lines indicate headship and slanting lines express dependency:

(5) a. /el b. /=/ 1

m/% T
(11 (1]
The output of (5b) is a lower segment than that of (5a) due to the fact that in
(5b} [A] is the head and therefore dominant in the structure, while in (5a) it
is a dependent. How a segment is represented depends essentially on the
phonemic inventory of the language under discussion, since there it is
determined which phonemes we must distinguish and how they are related to
each other.

Distinctive voicing in obstruents is represented by the presence of a
dependent V (vowel manner component). In case of fricatives, voicing is a
dependent component of the entire complex head component and therefore it
does not have a sister relation to the V of the fricative manner component:

(6) voiced C voiced C
stop: I\ fricative: | A\
cpl Vv \Y

cpl

\Y

Debuccalization is a phonological process where the place component
of a segment is delinked or deleted. The result typically affects segments the
following way: stops become /7/, fricatives become /h/ and, following Trigo
(1988), nasals become /N/, where /N/ stands for nasality without place of
articulation. Trigo deals with these segments as a natural class referred to as
laryngeal glides. In our approach the laryngeal glides /?/, 1/ and /N/ are the
phonetic realizations of manner components {cf.(1)). Vowels are never
debuccalized so that no corresponding laryngeal glide exists. Debuccalized
segments are degenerate in thar they lack an otherwise obligatory place
component. Corresponding to a large extent to the specifications organized
under the LARYNGEAL-node in many feature geometries (e.g. Sagey 1986,
Clements 1989, McCarthy 1988}, each of these degenerate segments, which are
themselves manner components, may modify complete segments by a simple
adjunction operation, This is illustrated in (7), where in the first component
represents a degenerate segment, adjoined to a full-fledged segment. The
resulting new root node will be labeled as a projection of the segment: C' or
V' See Humbert (1994) for more details on adjunction.

* For an extensive discussion of the various types of head-dependency relations see, for example, Van
der Hulst (1989} and Humbert (1994).
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(73 ¢ ¢! c’ V!
/A /A A /A
c c c C Y C Voo
lov c ¢ |
glottalized aspirated prenasalized nasalized
stop stop stop vowel

Because these laryngeal modifications are derived from the basic segmental
structure, no extra ingredients are required to express them. A second
consequence of deriving them the way we did, is that nasality but not voicing
is included. Furthermore, we can predict that in phonological processes
referring to these modifications, they will behave as manner components. We
will now focus on the nature of nasals and nasalization. For further details on
the configurations discussed here, see Hurmbert (1994).

In (8) below it is shown that configurations representing prenasalized
stops or prenasalized fricatives are complex segments. Nasalization of a
segment simultaneously realized with the rest of the structure is only found in
fricatives.

{8y a. ' b, C c. *C d. ¢
/A \ A\ \
Yoo vy y v
o x}r I ¢ c
prenasalized nasalized *nasalized voiced
fricative fricative stop stop

(8¢} is ungrammatical because the internal structure of the dependent
component is more complex than that of the head. We follow Dresher (1993}
in that the complexity of the structure of the dependent may not exceed that
of its head. It then follows that the head-internal complexity of fricatives
licenses the dependent nasal component which is also internally complex. This
analysis is possible due to the fact that we regard the heads of nasals and
fricatives as being essentially single components.

In this approach, nasalization can only be viewed as the spreading of
an entire nasal component. Nasal components target only those structural
positions that are V-headed. Since the V-node in fricative heads is component-
internal it is not a suitable landing site for an entire component. This leaves
vowels, which are V-headed, and the structural position for distinctive voicing
in obstruents, as possible landing sites:

(9)a.nas.
fric.

C . nas, *{ C. nas v
IA stop \ vowel /
v

(9B
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Obviously, if stops are targeted for nasalization they will block the processes
since it cannot apply successfully (cf. ungrammaticality of (9b)). This is the
case in Applecross Gaelic, for instance, where fricatives nasalize and stops are
opaque (Borgstrgm (1941). However, if a language has no distinctive voicing,
structures representing voiced obstruents (see (6)) will be foreign to the
language. In such languages nasalization does not target obstruents because
they predictably lack a landing site in their structural configuration, hence they
will be transparent to nasalization. Two such languages are Guarani and
Terena. The transparency of obstruents in both languages will be illustrated and
discussed in the next sections.

3. Guarani Nasalization

In accordance with previous analyses, | will show that Guarani has two
nasalization processes, quite independent of each other. The unary approach 1
use does not allow for orality or [-nasal] or similar entities to play a role,
though previous analyses have all exploited some such concept (Poser (1982},
Kiparsky (1985), van der Hulst & Smith (1982), Piggott (1989, 1992)). The
structural constraints imposed upon the possible configurations in my approach
not only suffice to deal with Guarani nasalization in a unary framework but do
so more elegantly, namely by regarding it as a simple case of harmony
involving dominance and recessiveness.

The data presented here is taken from Adelaar (1986}, which is based
on native speakers, and from van der Hulst & Smith (1982). I will assume the
phonemes in (10) to represent the Guarani inventory:

(10

3w

1
n
s
r
r

e
e
Lo
-y

- € Z

As can be seen in (10), Guarani has no distinctive voicing. A branching
structure as in (11a) is therefore foreign to the language; it can only be filled
in as in (11b):

{1t}a. *C b, * C c
[ [\ I\
v v pl Vv
This explains the transparency of obstruents to nasalization, as explained in the

previous section. The filter in (11a) is best regarded as a language-specific
parameter.
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To establish the existence of two nasalization processes in Guarani and
their relative independence, consider the following examples:

{12)apuru?y 'to be pregnant b.ajaipd > dnaipa sin
puru?a 'navel’ o-mané-ma>omandm’{ ‘they all die’
tupd  ‘bed' o-hé-ne > ohine ‘he will go'
tupad  ‘god’ a-hi-ma > ahima ‘have gone already’

The examples in (12a) show lexically distinctive nasalization in the absence of
nasal consonants. The vowels on both sides of /?/ and of /p/ are affected by
nasalization, showing that obstruents are completely transparent.

Comparing the first two examples of (12b) to the second two examples
we find that nasalization triggered by nasal consonants can spread from right
to left and vice versa.

The examples in (13} illustrate the bi-directionality of the lexically
distinctive nasalization process:

(13 n-odti-d > notirl (*notiri *notiri) he is not ashamed’
0-0-38-i > nosdi (*noski,*noséi) he is not going outside’

In order 1o gain insight into the nature of the nasal spans we find here,
compare the nasal spans in (13} to the oral ones in (14):

(14) gai-té > Fnité ‘immediately’
mara~ath > mara - fatd ‘holy’
ma? méias > mPalemast ‘sadness’

What they have in common is that they contain the vowel with main stress. 1
propose an approach that takes this into account and covers the facts in an
explanatory way. Let us assume that the difference between the examples in
(12) follows from the difference between lexical entries as in {(15):

(15)a. [wpal, > wpi 'bed

N
b, {tupal, >tupa ‘god

{15) illustrates that the lexical distinction between nasalized and non-nasalized
words lies in the presence versus the absence of a floating nasal component.

Structural Representation and Analysis of Guarani Nasalization

For nasalization to be realized it must latch onto segmental structure.
The most likely candidate to be picked, and one that is structurally guaranteed
10 be compatible (see (9)), is the prosodically most prominent one in the word:
the vowel with main stress. In Guarani stress is predicatbly word final, apart
from for a few lexical exceptions.
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N
(16) v W 3 W
| /A /A
c Ou o o, [+
sy /) /o
c v cv c vy c v
[ vy l Yy
Q j (U10A) l o ¢ |
(1} [U] (A)
[l 111
t u p a [U] .
£ o p ES

Taking into consideration the fact that nasalization starts out at the
word-level, it is perhaps the pyramid nature of prosodic structure that lies at
the bottom of the centrifugal power nasalization subscribes to in this language,
where the term ‘centrifugal’ is used to express the bi-directionality away from
the segment with main stress:

177 ¢ V C V C V
N «——d |jommem> N

Whether or not this bi-directionality is governed by binary branching, hence
pyramid-shaped, prosodic structure, the nasalization triggered by nasal
consonants spreads according to the same principle, as we showed earlier in
{12b).

The lexically distinctive nasalization process was argued to be triggered
by a floating nasal component that latches onto the most prominent segment
of the word. Having established that this process starts out at word-level, we
may consider other prosodic word-level constituents to be inaccessible:

PP * PP/\Y
Iy ;N8
W C W W

Oral stressed vowels must be protected from nasalization because both
nasalization and the lack of it are lexically distinctive. If nasalization was
allowed to spread into distinctively oral domains, neutralization between
lexical items might result. Neutralization can be avoided with a recoverability
condition. Such a condition can be formulated in terms of prosodic
constituents: if nasality latches onto the structure at word-level as shown in
(18a), other word level nodes will be inaccessible, whereas both prosodic
words will be accessible if it latches on at a higher prosodic level. In order to
ensure that nasalization triggered by nasal consonants does not proceed into a
distinctively oral itern either, we must assume word boundaries in general to
be opaque. This stipulation can be regarded as an extension of the
inaccessibility of the prosodic constituent representing the phonological word,
which we need anyway. Even though nasalization by consonants is not directly

(18)

W
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governed by prosodic structure as the lexically distinctive type of nasalization
is (i.e. {18) does not apply}, this process does follow the bi-directionality of
the lexically distinctive process {(cf. (16) and (17)). A derivation of a
compounded word is given in (19):

{(19) ™ '____PPM » “Myp\

| G 4 N "
c 9 ; ¢ g ; ¢
vy vy V' v /‘

| ¢ 1 ] /\ /\
vpl cpl vpl cpl vpl y v v v v v v
N N o - A
(Al i [Ul{Al vpl ©pl  wvpl cpl vpl
(11 {1} {1} ' | ( [/
(Al i lUlAl
i [ {11
(N} a2 n i w e > a n 1 w e

Although nasality is said occasionally to leak into oral domains
(Adelaar (1986}, van der Hulst & Smith {1982)), an oral domain is never
entirely nasalized. The major part of it will always remain oral, indicating that
a recoverability condition is indeed at work.

We have shown how Guarani nasalization can be dealt with without
resort to binary features or a specification for orality. Regarding oral segments
as recessive and invoking a recoverability condition, we can derive the outputs
on the basis of nasal components spreading centrifugally from the stressed
vowel to all segments it is structurally compatible with. Obstruents were
shown to be transparent due to lack of distinctive voicing. Next we will
analyze Terena nasalization, where many aspects are similar, but what causes
the process to apply in the first place is entirely different.

Nasalization in Terena

In this section we will argue that, as in Guarani, obstruents in Terena
are transparent to nasalization, even though the process stops immediately
preceding them. Secondly, we will argue that in Terena the nasal spans that
surface in 1st person forms are due to something other than an urge of nasal
components to spread.

The Terena phonemic inventory is given in (20); all data is from
Bendor-Samuels (1960} and Trige (1988):

20y p t kK
m n
5 5 X h
I
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The data in (21) shows that nasals do not spread nasality:

@2n emo?u ‘his word'
yono  ‘'he walked'
niko ‘he ate’

In (22) some examples of nasalization are given:

(22)  emo?u ‘his word' emo?u ‘my word'
owoku ‘his house' oworgu 'my house”
piho  ‘he went’ mbiho T went'
arunce 'girl' arunce ‘my girl’

We can deduce a number of facts from this data: first, the nasalization
process starts out at the left edge of a word (see third example) and, secondly,
it indicates 1st person. It behaves like a prefixing morpheme consisting of a
nasal component, /N/, only which, instead of surfacing as a prefix, spreads onto
compatible structure until it encounters an obstruent. Thirdly, where the
process stops, a nasal surfaces that is homorganic with the following obstruent.
The first example shows that /1/ is transparent; /?/ has an obstruent manner
component but no place component, as is the case with /N/ itself.

Analysis of Terena Nazalisation

In contrast to the laryngeal glides /7/ and /h/, /N/ does not surface in
the phonemic inventory of the language nor does it surface in output forms;
/=/ is not a phoneme of Terena but it does surface when nasalization stops at
a velar obstruent: Nk > nk, surfacing as [ng] (see (22) owoku > oworgu)

1 believe the underlying cause for nasalization to take place in this
language at all (nasal consonants do not trigger nasalization) is the very fact
that /N/ is not part of the Terena inventory: if /N/ may not surface it must
either be erased or find some way to repair itself. Erasure would result in
neutralization with other forms, as the examples in (22) show.

The degeneracy of /N/ is lifted once it gets a consonantal place
specification. Nasalization in Terena can then be viewed as the testimony of
a degenerate segment repairing itself by going out to look for such a
specification.

The nasalization takes place just in case the word turns out not to have
an obstruent with place specification. If the nasal component does not leave its
mark and does not encounter a fully specified consonant, there would still be
neutralization. This fact tells us that the consonantal place specifications are
not visible from a distance. In Humbert (1994) it is argued that consonantal
place features are passive, and only interact passively with other structures

“In Terena and Guarani voiced obstruents surface due to phonetic leakage by nasals. Neither language
has distinctive voicing.
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under strict adjacency universally. The same is true in Terena: consonantal
place features do not spread but they are shared by /N/. The trace /N/ leaves
while parsing the word is evidence of the non-visibility of consonantal place
specifications over a distance.

The transparency of the placeless segment /7/ shows that it is of no use
to /N/, so that /N/ must continue its search. There is no reason not to assume
that all obstruents are transparent. The lack of distinctive voicing in Terena
predicts obstruents to be transparent the same way they were argued to be
transparent in Guarani. The reason nasalization stops at fully specified
obstruents is not due to opacity of these segments but rather to the fact that
/N/ is satisfied at that point. This is shown in {23).

23 owoku > 6\1’éfgu ’my house'

(@]

/ v \ /A /o
v v Vo VY v C v
ol Bl ¢ ¢ j
ol
1a] (al I l
(U} v v [A] [U)
c w ¢] ! b

In accordance with Bendor-Samuel (1960) and Trigo (1988) I assume
that no consonant clusters exist in Terena. Since we have ruled out nasalization
on stops (see (9b}) the result of the nasal component and the obstruent coming
together must be a complex segment.

Nasalization of /r/ does not contradict our hypothesis: since /r/ is the
only liquid in the language, its susceptibility to nasalization can be ascribed to
underspecification for place together with a manner component compatible to
nasalization. The structural derivation of /arunoe/, illustrating nasalization of
/r/ is given in (24):

(24} N+ arunce > arunce ‘my girl'



v’ V' v' v’ \Y
N U A AR U
\{ v Y v \:1 v '\;’ v v \'l v
(o Y R Y - A
vpl cpl vpl cpl vpl vpl
[ / fl

[Aal [Al [A]
[1]
_ _ (u3 u] ~
a T u n o e

We have shown in this section that nasals in Terena do not spread and
that the nasalization we find is rather a matter of avoiding neutralization and
thus of recoverability of the morphological information a prefixing nasal
component carries. We have also shown that in Terena, as in Guarani,
obstruents are not opaque, even though the nasalization process stops at
obstruents. This is not due to opacity of obstruents, but to the fact that the
obstruent has the material to repair the nasal component so that it may surface.
The framework used here allows us to give this unified account of two -in
most respects- entirely different processes, without having to use many rules.
We have also argued for the rather strong claim that all languages with no
distinctive voicing will have transparent obstruents with respect to nasalization.
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Weak and Strong Agreement in Gitksan’
Katharine Hunt
California State University Fresno

0. Introduction

In this paper I propose an analysis of an agreement paradigm in Gitksan, a
Tsimshianic language spoken in British Columbia. In particular, I discuss an
apparent incompatibility between the distribution of this paradigm and the
approach to agreement presented in Chomsky (1992). 1 show, however, that
under a particular elaboration of the theory the data can be viewed as compatible
with it.

1. Chomsky (1992) and Arabic agreement

Chomsky (1992) proposes that inflectional features are assigned to morphemes in
the lexicon. In the syntax. these features must be licensed by a process of checking
or matching. This checking may take place between a head and a NP, via spec-
head agreement, or between two heads, when one head adjoins to another.
Checking cannot take place in a lexical projection, and so heads and arguments
must move to functional projections in order for their features to be licensed,
Such movement may be overt (occur at §-Structure) or covert (occur at LF),
depending on the so-called "strength” of the features involved. Strong features
must be checked at S-Structure, and so the presence of strong features motivates
overt movement. Weak features, however, are checked only at LF, and so are
associated with covert movement.

Since the notion of feature strength plays a crucial role in the analysis which
follows, it is important to establish what is meant by this term. In most of the data
presented in Chomsky (1992), feature strength is determined solely on the basis of
whether or not overt movement has occurred. However, a purely movement-
related definition of the notion feature strength is circular - strong features
motivate overt movement, while features are strong if they motivate overt
movement.

Chomsky does allude to a relationship between feature strength and morphological
richness, but this is not explored in detail. The only data mentioned in this context
come from Arabic, and since the data are in some respects similar to the Gitksan
facts, I discuss them here.

* Thanks to Barbara Sennott for providing the Gitksan data. to Michae! Rochemont, Bill Dolan
and Dan Everett for discussion of the issues raised in this paper and to Bruce Rigsby and Marie-
Lucie Tarpent for their ground-breaking work on Gitksan and Nisgha.
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In Arabic, there is a relationship between word order and the richness of subject
agreement on the verb. When the verb agrees in person, number and gender with
the subject, then the subject precedes the verb, as in (1),

{1y al-%awlaad-u  jaa?uu
the-boys-NOM  came 3pm
“The boys carne”  Mohammad (1989)

However, when the verb shows only default third person singular masculine
agreement with the subject then the subject follows the verb, as in (2).'

(2} jaa’a al - 7awlaad - u
came 3sm the-boys-NOM
"The boys camne”  Mohammad (1989

In Chomsky (1992), the difference between SV and VS order is accounted for by a
difference in the surface position of the subject. SV order arises when the subject
raises overtly from the VP to the specifier of a functional projection which
dominates VP, as in (3). This overt raising can be motivated only by the need to
check strong features.

(3) S-Structure

¥ B Y
p NPy [1 Vj lvp SR
“rich"” agreement/
strong features

Thus the sentences which exhibit SV order in Arabic must have strong agreement
features. Recall that the SV sentences are also those which have morphologically
rich agreement. Thus one can derive a correlation between strong agreement
features and morphologically rich agreement.

Similarly, morphologically weak agreement correlates with weak agreement
features. In Chomsky (1992}, VS order occurs when the subject remains in the VP
and does not undergo overt raising, as in (4). Overt raising fails to occur because
there are no strong features needing to be checked

! Everett (pc) notes that the correlation between SV order and rich subject agreement exhibited by
Arabic may not be typical. In Yagua (Everent 1989), for example, VS order occurs when a
subject clitic is present, while 8V order occurs when there is no person-marking clitic.
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(4) S-Structure

p 1 Vj fvp NP 4 ]
“impoverished" agreement/
weak features

Thus the sentences which exhibit VS order in Arabic have weak agreement
features. These same sentences have morphologically impoverished agreement, and
so a correlation between weak agreement features and impoverished morphology
can be derived.

2. Gitksan agreement

In the previous section I illustrated that in Arabic strong features correlate with
overt movement and rich morphology, while weak features correlate with covert
movement and impoverished morphology. In this section I consider some data
from Gitksan which appear to be problematic for this approach to agreement.

Series II agreement in Gitksan has the following forms (Rigsby 1986:413):

(5) Series I1 agreement

sing plural
oy -m’
2 -n -5 m
3 -tizt

These agreement morphemes appear suffixed to lexical heads, and may license a
coreferential pro, as in (6), in which the /-v/ suffix licenses a third person singular
pro subject.

(6) ka?-z-t t=John
see-erg-3sg cn=John
"Sthe saw John"
ga'ar t John

Series I agreement can also cooccur with a third person overt argument, as in (7),
in which the /- suffix is coreferential with the overt subject "Mary"".

(7) nim naks-x¥-2-tj=qat=s t=Mary; t=John
want marry-pass-erg-3=rep=case c¢n=Mary  cn=John
"Apparently Mary wants to marry John"

nimnaksxwitgas Mary t John
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An overt subject licensed by Series II agreement must occur in postverbal position,
as in (7), rather than in preverbal position, as illustrated by the ungrammaticality of
(8), in which the subject precedes the verb.

(8) *t=Mary; nimnaks-x%-3-tj=gat=s t=John
subject verb object

3. Accounting for Series IT agreement

The facts just outlined are problematic for Chomsky's approach to agreement. In
Chomsky's model, pro is licensed in a SPEC-head relation to strong (rich)
agreement. That Series II agreement can license pro therefore suggests that it
must be associated with strong features. However, Series II agreement does not
motivate S-Structure raising of overt NP subjects, and in this respect it behaves as
though it is associated with weak features.

So far the notions of feature strength and morphological richness have been left at
a rather intuitive level. T argue that under explicit definitions of these terms, Series
IT agreement can be viewed in such a way that it is compatible with Chomsky's
model.

Specifically I propose the following definitions of feature strength and
morphological richness for Gitksan:*

(9) Feature Strength (Gitksan)
A feature is strong if it is associated with a morphologically rich agreement
morpheme.

(10) Morphological Richness (Gitksan)
An agreement morpheme is morphologically rich if it overtly encodes both
person and number features.

Under this definition of morphological richness, all members of the Series II
agreement paradigm, as given in (5), are morphologically rich, since each
morpheme represents a particular combination of person and number features. It
therefore follows under (9) that the features associated with each of these
morphemes is strong. This means that pro subjects must undergo raising at S-
Structure to preverbal position, in order to license the strong agreement features
associated with it. Thus the S-Structure associated with a sentence such as (6) will
be that given in (11).

? These definitions are also compatible with the Arabic data considered earlier. Further research
is required to determine whether they are more widely applicable.



(11) [pro}; ka?-= -t t=John
3sg sec - erg - 3sg cn=John
"8/he saw John"
ga'at t John

This account cannot be extended to explain seniences containing overt subjects,
however. Overt subjects licensed by Series 11 agreement remain in postverbal
postition, and this is incompatible with the presence of strong features on the verb.
A solution to this problem lies in the fact that Series Il agreement with overt
subjects patterns slightly differently from Series Il agreement with pro. As was
first noted in Tarpent (1988), Series 11 suffixes do not differentiate between third
person singular and third person plural when cooccurring with overt subject NPs.”
This is illustrated in (12) and (13), in which the Series Il agreement marker takes
the form /-/ regardless of whether the subject is singular {(12) or plural (13).

(12) nim naks -xW-o-tj=qgat=s t=Mary; t=John
want marry-pass-erg-3=rep=case c¢n=Mary  cn=John
"Apparently Mary wants to marry John"

nimnaksxwitgas Mary t John

(13) ¢is=4 simim-naks-tj- ma=s [ tip John qan t=Mary
already = cn tog-marry-3-probably=case cn John and cn=Mary
"John and Mary probably got married already”

hlishl simimnaksdimas dip John gan t Mary

In fact, it is ungrammatical for the expected 3pl Series I morpheme (/-ti:t/) to
cooccur with a 3pl overt subject, as illustrated in (14).

(14) *¢is=1 simim - naks - tist; -oma=s [ tip John gan t= Mary);

3pl

This suggests that Series II agreement should not be viewed as a single unified
paradigm, but rather as two subparadigms. As well as the morphologically rich
paradigm already discussed, there is also a morphologically impoverished
paradigm, consisting solely of the morpheme /-t/:

? Tarpent's observation was based on comparable data from Nisgha, a language which is very
closely related to Gitksan.



210

(15) Revised representation of Series II agreement

morphologically rich morphologically impoverished
paradigm paradigm
sg pl
1 v -m’
2 -n -s m'

3 -t -tict -t

Unlike the suffixes in the rich paradigm, which are specified for both person and
number features, /-t/ is specified only as third person, with no value for number. It
is thus morphologically impoverished, and is therefore associated with weak
features. Since its features are weak, they do not motivate overt movement. This
accounts for why overt subjects occur postverbally.

One question raised by this split paradigm analysis is why pro occurs only with the
rich agreement paradigm, while overt NPs occur only with the impoverished
paradigm. That pro must be licensed by rich agreement is explained by the
requirement that the features of pro must be recovered or identified, as claimed by
Rizzi (1986) and others. It is more difficult to explain why overt NPs can occur
only with the impoverished paradigm. One possible explanation is in terms of
economy. Chomsky (1992:43) claims that LF movement is “"cheaper” than overt
movement. Since a derivation in which NPs cooccur with impoverished agreement
allows covert movement, it is more economical than one in which they cooccur
with rich agreement and thus must move overtly. However, such an explanation
would need to allow for parameterization, given that in Arabic overt NPs can
cooccur with either rich or impoverished agreement.

4. Conclusions

In this paper I have proposed an analysis of Series II agreement in Gitksan which is
consistent with the general approach to agreement outlined in Chomsky (1992). In
the course of the analysis I have elaborated on Chomsky's proposal by providing
specific definitions of feature strength and morphological richness. I have claimed
that the Gitksan Series II paradigm consists of two subparadigms, one of which is
associated with strong features and licenses pro arguments and the other of which
is associated with weak features and licenses overt NP arguments.
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PREPOSITIONS AND THE DOMAINS OF INCORPORATION*

Eloise Jelinek
University of Arizona

Q. Introduction. I outline here s semantically-based approach to the
phenomena of morphological incorporation in universal grarnmar, which will
be applied to some issues in the investigation of argument structure. In the
Minimalist framework (Chomsky 1992}, parametric differences across
languages are characterized as manifestations of differences in the strength of
particular features. Verb raising and Wh-movement can be defined as reflexes
of "strong” vs. "weak" features in particular grammars; these processes are
language universal by LF, but are strong (i.e., overt in the syntax) in some
languages, and weak in others. In this paper, I propose that the feature of
Quantifier Raising varies parametrically in strength across languages, and
produces contrasts in argument type. In some languages, the raising of
quantified or definite NPs is a weak feature that may be delayed until LF; in
others, it is a strong feature that receives overt syntactic expression. In
languages without determiner quantification, the default interpretation of NPs
(or Determiner Phrases) is definite. These DET P are confined to adjunct
positions in the syntax, corresponding to their operator positions at LF. In
languages with this feature, we see only pronominal arguments, as in many
"incorporating” or "polysynthetic” languages of Native America (Jelinek 1984,
1993 a,b; Baker 1992).

Logical Form is a level of representation where linguistic expressions are
distributed according to their semantic type. Languages vary parametrically
with respect to whether the overt syntactic distribution of elements of a
particular semantic type corresponds to the LF distribution of these elements.
The morphological incorporation of an expression is constrained by its
semantic type; incorporation is permitted only when the expression appears
in the domain of the sentence that corresponds to its proper LF domain.

It is the sernantic feature of definiteness that underlies the definition of these
semantic types and their LF domains. Evidence in support of these claims will
be drawn from a survey of the properties of morphological incorporation of
direct arguments, as well as certain oblique argunicnts (adpositional phrases)
in some Native American languages.

1. The distribution of (In}definiteness. Diesing (1990, 1992) argues that the

syntactic division of the sentence into IP vs. VP corresponds to the parts of
the sentence which map into the restrictive clause vs. the nuclear scope of the
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semantic interpretation of the sentence, in a tripartite representation of the
kind developed by Heim (1982), Kamp (1981) and Kratzer (1989).

1) The Mapping Hypothesis (Diesing 1990, 1992)

a. VP maps into the Nuclear Scope (the domain of existential closure)
b. IP maps into the Restriction {on some quantifier)

Indefinite subjects introduce variables under the scope of a quantifier, as in

(2)-

2) Cellists seldom play out of tune.
Seldom , {x is a cellist] x plays out of tune

Aside from contexts of this kind, existential constructions, and agents that
receive their interpretation within the VP, subjects are presuppositional and
definite, established in the discourse as old information. Indefinite object NPs
introduce new information, and receive default existential closure within the
VP. Quantified or Definite object NPs, as well as morphologically indefinite
NPs on a presuppositional reading, are raised out of the VP by LF. In some
languages, this subject/object asymmetry with respect to definiteness is overt
in the syntax, as seen in the following examples from Egyptian Arabic.

3) a. kaan fii-h talaat Talaba fi-l 'ooda.
was in-it three students in-the room
There were three students in the room.

b. walad kaan biyiktib dars-uh
boy was writing lesson-his
A boy was writing his homework. {one of the students]

In Ex. (3b), reference is to one of a presupposed set; otherwise, Egyptian
Arabic excludes indefinite subjects. To begin a discourse, one would say

4) kaan fii-h walad biyiktib dars-uh
was in-it boy writing lesson-his
There was a boy writing his homework.

Finally, the subjects of generics in Egyptian Arabic are marked definite in the
syntax. Reference is to a specific class. Definite subjects in generics are not
uncommon across languages.



5) ilfiif - luh widaan  kibiira
DET-elephant for-him ears big
The elephant has big ears.

In comtrast to this distribution of definites, we may safely predict that NO
language requires subjects to be indefinite.

Note also thai nominals above IP, as in Quantifier-raising at LF, or adjoined
topics, must also be definite/specific:

6) a. The boy, he did his homework.
b. *A boy, he did his homework.
¢. The boy, I saw him.

d. *A boy, | saw him.

{n sum, the distribution of arguments is:

7 By LF, indefinite nominals appear in the VP; presuppositional nominals
appear above the VP,

in some languages, definite object pronouns raise to IP in the syntax, while
definite object NPs remain in the VP until LF (Diesing and Jelinek 1993). The
following Blackfoot examples are adapted from Fox and Frantz (1979), who
argue that the final element in (9) is an object clitic, since it excludes a
coreferential NP. [ assume a verb-raising analysis of Blackfoot where the verb
raises to adjoin Tense and the pronominal inflection in [P,

2) nohkgwa iinoyii-wa koko’siksi
my:son see:PAST-3sg your:kids
My son saw your kids.

9) nohkowa iinoyil-wa-iksi (*koko’siksi)
my:son see:PAST-3sg-3p!
My son saw them.

I addition to splits of this kind in the distribution of object pronouns vs. NPs,
there are also contrasts across languages in case-marking within the class of
object NPs, to be described in the following sectior.

2. The case of indefinite obiects. In the Minimalist framework, subject and
object NPs raise out of VP-internal positions to [Spec, AgrS] and [Spec, AgrO}
positions, where they are case-checked. I follow Murasugi (1992) in assuming
that subject NPs are case checked at a [Spec, Tense] position at the top of the
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syntactic tree, corresponding to [Spec, AgrS]: and object NPs are case-checked
at a [Spec, Transitive] position, equivalent to [Spec, AgrO] in some (non-
ergative) languages. In a somewhat different analysis, Kratzer (1992) proposes
that the functional head associated with transitivity should be recognized as
a VOICE node. The structure I propose is shown in (10).

10) TP
|
NP T
{NOM) |
T TrP
|
NP Tr
(ACC) |

It is of interest that there are languages where object NPs that differ only with
respect to definiteness or specificity are not case-marked the same. Turkish
and Finnish are examples. Where such a contrast in object case-marking is
present, definite NPs receive overt Accusative case, and indefinite NPs do not;
this suggests that in these languages, only definite NPs are case-checked at the
[Spec, Tran] position in IP. If this is so, there are two possibilities to consider
for languages where indefinite object NPs do not show structural case:

11)  a. Indefinite objects have some non-structural case; or
b. Indefinite objects have no case.

1 propose that both of these possibilities are realized. Indefinite objects in
some languages may show some overt non-structural or oblique case, and in
other languages indefinite objects may be incorporated, and thus entirely lack
case marking. Let us consider some evidence on these points.

2.1. Overt case on objects. In Turkish, definite objects show Accusative case,
while indefinites show no overt case. Ené (1991) gives the following examples,
cited by Diesing (1992).

12)  a. Ali bir kitab-i aldi
Ali one book-ACC bought
A book is such that Ali bought it.
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12) b. Ali bir kitap aldi
Ali one book bought
Ali bought some book or other.

Partitive case appears on indefinite objects in Finnish. Belleti (1988) argues
that this is true of Italian also.

13)  Hén pani kiriat poydille
he put the books (ACC:PL} on the :able
He put the books on the table.

14)  Hén pani kirjoja poydille
he put (some) books (PART:PL) on the table
He put some books on the table,

Partitive is an oblique case that also has other functions in Finnish (Vainnika
1989). What is of concern here is the fact that it is a pon-structural case that
can be used to mark indefinite objects.

In Persian, specific vs. indefinite objects NPs are case-marked differently
{Karimi 1990; p.c.).

15) in ketab ra did-am
this book ra saw-I
I saw this book. {Specific object)

16} emruz ketab xarid-am
today book bought-[
I bought books today. {Indefinite object)

Karimi shows that ra appears elsewhere as well, on tepics and other adjuncts.

17y a. ketab ra xarid-am-es
book ra bought-I-it
As for the book, I bought it.

b. §ab-e piS r¢ aslan na xabid-am
night-EZ last ra at all NEG slept-1
As for last night, I didn’t sleep at all.

Karimi concludes that ra wmarks specific adjuncts. I will return to this point in
a moment.
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2.2, Transitivity and indefinites. In the Eskimo Anti-Passive (Woodbury 1977)
indefinite nouns do not show the ABS case that appears on definite transitive
objects. Compare:

18) a. miirqa-t paar -ai
child-(ABS)p! take care of-IND:3sg:3pl
She takes care of the children.

b. miirqu-nik  paar-si -vug
INSTp! -ANTIPASSIVE-IND:3sg
She takes care of children.

In Anti-Passives generally, the indefinite object is marked oblique and the
sentence is marked intransitive. This is evidence that Anti-Passive patients do
not raise to a specifier position in IP for case-checking.

2.3. The incorporation of indefinites. Another kind of intransitive construction
where indefinite arguments fail to receive overt object case are those showing
noun incorporation. Baker (1988) argues that nouns incorporate only from
positions properly governed by the verb. Most commonly, an incorporated
noun corresponds to a transitive object, and is unmarked for case, aumber or
definiteness. The examples in (19) are from Yaqui, an SOV language (Uto-
Aztecan).

19) a. Peo u-ka papa-ta vesuma
Pete DEM-ACC potato-ACC peel:IMPERF
Pete is peeling the/that potato. {Definite]

b. Peo papa-ta vesuma
Pete potato-ACC peel:IMPERF
Pete is peeling a potato. [Non-specific/Indefinite]

c. Peo papa-vesuma
Pete potato-pee:IMPERF
Pete is potato-peeling. [Non-referential]

In (19a), the object NP is definite; (19b) permits either an indefinite or a non-
specific presuppositional reading of the object; in (19¢) potatoes represent
entirely new information in the discourse. Incorporation produces a single
phonological word. Much less commonly across Janguages, Unaccusative
subjects incorporate. A Mohawk example (Hopkins 1988:238):
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20) te-yo-itshat-a-yv-0
du-ZP-cloud-J-be lying-stat
It's cloudy.

Agents, including unergative subjects, do not incorporate, since they are not
properly governed by the verb.

In "Classificatory noun incorporation”, the verb remains transitive. A Mohawk
example (Mithun 1986:34) is shown in (21), and an (uncommon) English
example in (22).

21) onu:ta’ wa'-k-huek-ina
milk  PAST-1sg.-liquid-consume
I drank milk.

22} 1 was baby-sitting little Pete.

Constructions like (21, 22) appear to represent a derivational process in the
lexicon. Some incorporated nouns do not correspond thematically to objects:

23) Peo maaso-ye'e
Pete deer-dance:IMPERF
Pete is deer-dancing (performing the deer dance).

‘Whether noun incorporation is lexical or syntactic is not at issue here. What
is relevant is the fact that the resulting complex form appears in the VP. If we
assume that structural case is checked only in a specifier position in IP, then
it follows that incorporated indefinite objects cannot show structural case.

Incorporated nouns participate in complex predicate formation. While the
incorporated indefinite noun is not referential, it is subject to existential
closure if the verb is subcategorized for an object.

24) Peo maaso-peute-n
Pete deer-butcher:IMPERF-PAST
Pete was butchering deer.

Compare (23), where no deer need be present. Existential closure may be
blocked by certain modal properties of the verb, whether or not incorporation
is present.

253 a. Pete was dinosaur-hunting.
b. Pete was hunting dinosaurs.
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Baker (1988) provided a unifying account of noun incorporation in terms of
proper government. Note that the feature of (in)definiteness provides for the
same distribution of noun incorporation, demonstrating the underlying
semantic motivation for incorporation phenomena.

2.4. To summarize this section: The overt case marking of indefinite NP
objects varies across languages. We see indefinite objects that

26) a. Have the same case-marking as definites (either overt or null);
b. Have some non-structural case (oblique, partitive);
¢. Incorporate, and show no case marking.

All object NPs receive their semantic interpretation within the VP. Where a
language shows a contrast in the overt case marking of object NPs according
to definiteness, only definite NPs raise to [Spec, Tran] for structural case-
checking, while indefinites remain within the VP, receiving a non-structural
case or undergoing incorporation into the verb.

While both definite and indefinite NPs may appear in the VP in the overt
syntax across languages, there is universal raising of all quantified or definite
NPs to operator positions by LF. By LF, if not before, the sentence has sorted
itself out via raising: indefinites participate in predicate formation, and
presuppositional NPs have moved into adjoined operator positions. This
suggests a motivation for the fact that the particle rz in Persian marks both
specific objects and adjuncts; in Persian, definite objects may not remain in the
VP in the syntax, but must raise to an adjunct position.

3. Domains of incorporation. Just as there is a specific domain for the
incorporation of indefinites, the VP, there is a domain for the incorporation
of definites; this is IP. Pronouns are necessarily definite, and must raise out
of the VP by LF. Pronouns are also heads, and may incorporate into an
inflectional head in IP as affixes or clitics (Baker and Hale, 1990). These facts
suggest the following:

27) Incorporation Principle

An argument incorporates only in that domain of the sentence that
corresponds to its LF distribution.

That is, an argument may undergo morphological incorporation only in the
domain of the sentence (VP or IP) where it must appear by LF. The
Incorporation Principle predicts that although definite NPs may remain within
the VP in the overt syntax, they may not undergo the morphological process
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of incorporation in the VP, or even in IP, since they appear in operator
positions at LF.

3.1, Incorporation within IP: pronouns. Pronouns are familiar variables that

need to escape default existential closure by LF. Pronouns may incorporate
in IP, again a process subject to parametric variation. Incorporated pronouns
constitute pronominal arguments, which can be distinguished from agreement
on the basis of the exclusion of coindexed NPs in A-positions, as we saw above
in (9), the Blackfoot example. Incorporated subject pronouns are more
common across languages than incorporated object pronouns; the problem of
analysis is sorting out subject agreement, with "pro-drop”, from true
pronominal subjects with associated topics or adjoined predicates -- grammars
where NPs are confined to adjunct positions. Jelinek {1993a, in press) argues
that languages that lack Determiner Quantification exclude NPs from
argument positions. Navajo lacks Determiner Quantification, and when a free-
standing pronoun is added to a sentence, it apparently produces a topic-like
construction (Willie 1991; Jelinek and Willie 1993).

29)  a. yinitts’ee’
2s:ate:mushy substance
You ate mushy stuff.

b. ni yinitts'ee’
you 2s:ate:mushy substance
YOU, you ate mushy stuff.

Since free-standing pronouns are adjoined for contrastive emphasis, it is
semantically odd to include more than one. These pronouns do not mark case.
The Navajo sentence in (30) is apparently worse than its suggested gloss.

30)  ?* ni shi shiiniltsg
you I 150-25S-saw
YOU saw ME,

Straits Salish is one of the pronominal argument languages that have NO free-
standing pronouns, only pronominal affixes and clitics. There are no pronouns
that may be added to Ex. (31).

31)  nep-t-onet=lo=sx"
see-TRANS-1pACC=PAST=2sNOM
You advised us.

It seems desirable to avoid invoking complete paradigms of null pronouns
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{subject, object) just in order to "drop” them. A welcome aspect of the
Minimalist program is that systematic properties of the lexicon must be
confronted, since the derivation builds upward from the lexicon. In the tree
sketched in (32), arrows show the movement paths of the pronominal
arguments in Straits Salish, which raise to incorporate into the inflectional
heads TENSE and TRANSITIVE. Transitivity in Salish is marked in an overt
inflectional head.

32) T
|
T TR’
l
NOM Case =1;;'=sxwi ................
~ TR PredP
| |
ACC case | kwanigj-bm}el}k .............
|
-------------------- Agent Pred’

kWonin-t-onat  =la’=sx"
help-TRAN-1pACC =PAST=2sNOM
You helped us.

The predicate root raises successively to adjoin TRAN and TENSE, producing
the observed order of constituents.

Salish Determiners derive "headless” relatives from any sentence by binding
a variable within it. There are no lexical categories uniquely associated with
VP vs. DET P. Any open class word may serve as the lexical head of either.

33) a. kVey'=0 €a no-1and
hungry=3ABS DET my-child
He is hungry, the (one who is) my child.

b. ne-gena=0 ca k™ey'
my-child=3ABS DET hungry
He is my child, the {(one who is) hungry.
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If the adjoined DET P are assumed to be in A-positions, binding violations
appear.

34) gsq’enat=0 'at 3-$ot-y-s o ’as’elox™
slow=3ABS CONJ SBD-walk-MIDDLE-3POSS DET elder
(he, is slow when he; walks,  the elder))
The old man is slow when he walks.

Despite the position of the Determiner Phrase after the temnporal clause verb,
this sentence does not mean:

35) *he, is slow when the old man; walks

See Baker (1992) for arguments that nominals are not in A-positions in
Mohawk, and Jelinek and Willie {1993) for similar arguments for Navajo.

3.2. Some properties of [P-incorporation. IP-incorporation differs from VP-
incorporation in a number of ways, as shown in Table 1.

Table |
VP-Incorporation IP-Incorporation
1. Indefinites 1. Definites
2. Head nouns 2. Pronouns
3. Objects 3. Any grammatical relation
4. No case 4. Any structural case

These properties all follow from the Incorporation Principle. (1) states the
distribution of the feature of definiteness across VP vs, IP, and (2) is the
distribution of this feature across the categories noun vs. pronoun. (3) follows
from the distribution of grammatical relations with respect to [P/VP. Pronouns
raise out of the VP by LF, and may incorporate into either TENSE or
TRANSITIVE in IP, according to their case features. (4) follows from the fact
that all structural cases are checked in IP. A property common to VP and 1P
is that definite NPs cannot incorporate in either; they do not appear in either
VP or IP at LF. If noun incorporation derives complex predicates, then the
fol!owinf associations between incorporation domains and semantic types
appear:

36) VP P Adjunct
<et> <e> <<er>t>




3.4. Pronominal Argument languages. In languages with exclusively Pronominal
Arguments, the definite DET P are in adjunct positions and bind variables

within the sentence. These variables are overt Pronominal Arguments, that
have structural case features, and are case checked in IP. The Pronominal
Arguments satisfy the principle of full interpretation, and thus no DET P are
required for grammaticality.

37) a. Pronominal Argument languages: Determiner Phrases are confined to
adjunct positions in the overt syntax, as they are at LF.

b. Lexical Argument languages: The syntactic distribution of Determiner
Phrases does not correspond to their LF distribution.

DET P cannot incorporate; as complex derived constructions they include
their own domains of incorporation.

38) a. co len-t-en Incorporated subject pronoun
DET see-TRAN-2sSUBORD
the (one) you saw (Straits Salish)

b. the car-washing Incorporated noun

3.5 (In)definiteness in PA languages. In both Navajo and Straits Salish,

definiteness is not marked in the Determiner system, and there is no
Determiner Quantification. While the default interpretation of Determiner
Phrases is definite, an indefinite interpretation is possible in certain quantified
contexts, including existentials.

3.5.1. Indefinites in Navajo. There is a class of verbs in Navajo, traditionally
called the "handling” verbs, that "classify" their objects or unaccusative
subjects.

39) sha'ni’g
1s-to-3-lend:roundish object
He lent me a roundish object. (cf. a coin)

40) neinikj
2s-to-3s-gave:open container with contents
He gave a container-full to you. (cup of coffee, can of peaches, etc.)

An adjoined nominal coreferent with the theme may receive an indefinite
reading. These verbs do not merely agree with the theme, but assign
properties to it.
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41) a. béeso naa nittsooz
money 2s-to Is-gave-flat, flexible object
I gave you a dollar bill.

41) b. béeso naa nijaa’
money 2s-to 1s-gave-small plural objects
I gave you coins.

These verb classes mark the following features of the transitive object or an
unaccusative subject:

42} a. solid roundish g. plural
b. slender flexible h. small plural objects
¢. slender stiff i. non-compact, soft
d. flat flexible j- in open vessel
e. single animate k. load, quantity

f. mushy substance

I consider these complex verbs to be instances of "classificatory” incorporation.
Navajo also has a verbal prefix ‘a- that derives an intransitive verb used to
describe an activity or state of affairs.

43) a.’a-jiya b. na-'a-+'éé+
s.t.-4:eats about-s.t.-floats
He is eating. There is boating.

3.5.2. Indefinites in Straits Salish. Salish shows classificatory incorporation of
indefinites in the "lexical" suffixes. Montler (1986} lists fifty-eight of these in
Saanich, including:

44) a. -kVe? “inside surface of an open container”
b. x¥t'ak™-kVila?  "she’s washing dishes"

Straits Salish also has a detransitivizing suffix which derives an "anti-passive”
construction that usually describes a culturally recognized activity.

45) xValk™-el's=0
roll-s.t.=3ABS
He's rolling (cf. a cigaretie).

Both (44) and (45), like the Navajo (41, 43) are morphologically intransitive.
Both Salish and Athabaskan have overt valence markers in the verbal system.
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4. Incorporated prepositions-and their objects. Straits Salish shows only a
single preposition, which serves to mark adjuncts oblique; this particle might
also be considered an oblique case marker. This Salish prepositional phrase
never incorporates. In contrast, Navajo is very rich in postpositions, and in the
incorporation of postpositional phrases.

4.1. Navajo. Willie (1991) divides Navajo postpositions into two primary
classes: "Grammatical" vs. "Lexical".

46) a. Grammatical postpositions appear suffixed to a pronoun;
b. Lexical postpositions appear suffixed to a noun phrase.

Grammatical postpositions (GP) include semantic relations often expressed by
oblique cases across languages: Dative, Benefactive, Malefactive, Comitative,
Comparative, etc. Lexical postpositions (LP) are exclusively locative and
directional in meaning. LP derive oblique adjuncts.

47)  Kinténi-g6d déya
Flagstaff-to I will go
I will go to Flagstaff.

48)  Kintani-ji déya
-up to
I will go as far as Flagstaff.

The GP fall into three morphological classes (Young and Morgan 1992).

49) A. Postpositional phrases that are never incorporated;
B. Postpositional phrases that occur both incorporated and free-
standing in particular verb complexes;
C. Postpositional phrases that always incorporate.

Nothing may interrupt the complex formed by the GP Phrase plus the verb,
whether or not there is phonological incorporation. These complexes are
directly comparable to "verb particle” constructions in English, and represent
a derivational process in the lexicon. In the following examples, postpositions
are underlined. Example of a Type A GP phrase (unincorporated):

50) shich’j yaa+ti’
1s-to  3-spoke
He spoke to me.

Evidence that the GP + Verb complex is a derived verb is provided by the



226

scope of the Direct-Inverse voice alternation. Compare the English "pseudo-
passive” with the gloss for (51b).

51) a. yichj yaa+ti’
3-t0 3-spoke (DIRECT)
He spoke to him. (Agent focus)

b. bich’] yaatti’
3-to 3-spoke (INVERSE)
He was spoken to by him. (Patient focus)

The Inverse voice alternation occurs also with simplex verbs:

52) a. yiztat b. bizta+t
3-3-kicked (DIR) 3-3-kicked (INV)
He kicked him. He was kicked by him.
(Agent focus) (Patient focus)

"Psych verbs" in Navajo contain Experiencer pronominal arguments as GP
objects, comparable to "Dative Subjects” (Belletti and Rizzi, 1988). Type A
examples:

53) shit nizhdni
Is-with  3-nice
I like it. (with me, it is nice)

54) shiyéh hodeeshiz
Is-under 3-twists
I'm "spooked” (suddenly frightened).

Examples of Type B GPs occurring incorporated and unincorporated:

55y  a.yiKiniya
3-at-Perfect-3-arrive (DIR)
He "came across" him/he found him.

b. biK'iniya
3-at-Perfect-3-arrive (INV)
He was found by him.

56) bge idadii'na’
3-with 1p-stood up
We voted on it
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A Type C Grammatical Postposition always incorporates.

57}y shich’ahbbshkeed
1s-P-3-scold
He scolded me ("bawled me out”).

In addition, Young and Morgan analyze some Navajo verbs as containing "null
postpositions™; these are triadic verbs.

58) shiidiitsih
110-30-35-pointed
He pointed it at me.

Navajo also has a large class of adverbial prefixes that mark path and
direction, but do not change the valence of the verb,

59y  a.’a- away
b. 'aha- apart
¢. daa- leave behind

4.2, Straits Salish. There are no prepositions that take either nouns or
pronouns as objects. There is a small set of relational/directional prefixes
comparable to the Navajo prefixes in (52); they do not affect valence.

60) Possessive Relational

a. steniy’=san b. &-steniy’ =sxw
female=1sNOM PSR-femnale=2sNOM
I am a woman. You have a wife (are "wived").

61} Directionals

a. X'ix"otqem=san b. &a-x™otgem=san
to-waterfall=1sNOM from-waterfall=1sg
I [am going}] to Bellingham. 1 [am] from Bellingham.

Ex. (60b) is a simple Possessive sentence. Note that the examples in (60) and
(61} are all intransitive. The single free-standing preposition or oblique case
marker introduces only oblique adjuncts:

62) a. kVanen-t-n=san o c@ ne-men
help-TR-PASS=1sNOM OBL DET 1sPOSS-father
1 was helped by my father. {Oblique agent)
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62) b. gey'las=0 'a ti'a goyas
sad=3ABS OBL DET day
He is sad today. (Temporal adjunct)

‘There are no ditransitive predicates. For the predicate glossed "give”, the goal
argument is Accusative, and the theme is an optional oblique adjunct.

63) ‘ope-t-O=san ca siem '3 co steenax™
give-TR-3ABS=1sNOM DET chief OBL DET fish
I gifted the chief with the fish.

The goal argument is the Passive subject.

64) a. 'ones-t-0=sx" b. *onas-t-n=sx"
give-TR-3ABS=2sNOM give-TR-PASS=2sNOM
You "gifted" him. You were “gifted’.

There are locative and directional "prepositional” predicates that build main
clauses.

65) a. stoq™ to go through
b. Nacaslowat to be underneath
c. ‘nawat to be inside
d. tel to go ashore

66) ’'sstest=san '3 ca sway'qa’
near=1sNOM OBL DET male
I am close to the man.

4.3. Summary on Adposition Incorporation. Salish has no incorporated oblique
arguments and no triadic verbs, while a large class of Navajo verbs have

constituents of this kind. The property which distinguishes Grammatical vs.
Lexical postpositions in Navajo is:

67} a. Grammatical postpositions add an argument in the verb complex.
b. Lexical postpositions add adjuncts to the sentence.

The Grammatical postpositions occur with pronominal objects and the Lexical
postpositions do not, since Navajo is a Pronominal Argument language.

The Navajo Grammatical postpositions constitute a closed class of inflectional
heads. As with light verbs and auxiliaries, they cannot occur without a "main”
verb; they are what Craig and Hale (1988) call "relational preverbs”, that add
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an applicative argument to the sentence. Evidence that this GP object is a
“core” argument in Navajo can be drawn from two sources: 1) the applicative
is the subject in the Inverse (Passive-like) construction, as we saw above in
(51b); and 2) the applicative corresponds to a "Dative Subject” with psych
verbs, as in (53, 54).

In contrast, Straits Salish permits a maximum of two IP arguments. There are
no triadic verbs. Verbs in the "give" class take the goal as direct object, and
this goal is the Passive subject, as in (64b). Note that Salish has no "light"
verbs; no auxiliaries, no copula, no Possessive "have”. The lexicon includes only
predicates and various operators and inflectional items. Therefore, there are
no grammatical prepositions, only the single lexical preposition or case
marker that serves to introduce all oblique adjuncts, as we saw above in (62).

3. Conclusions. 1 have argued that where elements incorporate, they do so
according to the Incorporation Principle:

27) An argument incorporates only in that domain of the sentence that
corresponds to its LF distribution.

That is, arguments may not incorporate in sentential domains where they may
not appear at LF. Since quantified or definite NPs universally appear in
adjoined positions by LF, they cannot incorporate at any level of the sentence.
We see the incorporation of indefinites in the VP across languages, and the
incorporation in IP of definite pronouns corresponding to the core arguments,
in Pronominal Argument languages where DET P are excluded from
argument positions. Defining the domains of incorporation permits us to
recognize the central role of the semantic feature of definiteness and its
distribution in morphological variation across languages.

To say that an element attaches because it is an affix, and a clitic "leans”
because it is a clitic, does not provide us with any new information. Eiements
incorporate because of the kind of movement process they undergo. Head
movement applies to incorporation processes, for indefinites in the VP, and
for definite pronouns in IP. In contrast, NPs may raise to Spec positions in IP
or "scramble"; quantified or definite NPs may not incorporate, since they are
restricted to adjunct positions by LF. The domain of the sentence in which an
element may incorporate is defined in terms of its semantic type, and reflects
the LF distribution of these semantic types. The phenomena of incorporation
across languages provides important empirical evidence on semantic types and
Logical Form as levels of linguistic structure.
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NOTES

* 1 am grateful for the opportunity to speak at WECOL on questions relating
tu the analysis of Native American languages, and I thank the speakers of
Navajo, Salish and Yaqui who have helped me in the study of their languages:
Rex Jim, Nicole Keetso, Lillie Lane, Merton Sandoval, Irene Silentman; Al
Charles, Agatha McCloskey, Ethel and Victor Underwood; Fern and Narciso
Bule, Fernando Escalante. Very special thanks go to Mary Willie. [ also thank
Andy Barss, Molly Diesing, Ken Hale, Simin Karimi, and especially Angelika
Kratzer. None of these is responsible for my errors. I am grateful to Emmon
Bach, Henry Davis, Peggy Speas, and other members of the WECOL audience
at the University of Washington, and to members of the Syntax Reading
Group at the University of Arizona for their comments.

1 Mark Baker {to appear) claims that definite nouns may incorporate in
Mohawk. If Baker’s examples can be identified as instances of "classificatory”
noun incorporation, where there is a definite object pronoun present as well
as the incorporated noun, there would be no conflict with the view of
incorporation domains proposed here.

Z See Partee (1987) for an analysis of the semantic types which may be
associated with noun phrases.

3 Montler (1986) identifies a type of Benefactive construction in Saanich
where the goal argument becomes the direct object, and the theme is either
an ablique adjunct or may be represented in a "lexical” suffix.
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Local vs, Regional Place Naming
Conventions in Alaskan Athabaskan Languages

James Kari
Alaska Native Language Center

0. Introduction

Athabaskan is a large spreading language family, the largest language
family in area of occupation of comparable homogeneity in Native North
America.’ One indication of the impact of the Athabaskans on prehistoric North
America is the distribution of Athabaskan place names in vast, continuous
networks of ecosystems in Alaska, northern Canada, coastal Oregon-California,
and the Southwest. In the past twenty years I have had the privilege of working
with expert speakers of several of the Alaskan Athabaskan languages. I have
been compiling place names lists and researching the lexicon, geography and
territory of a number of the languages.

In a series of papers I have been exploring regional prehistory, especially
in central and western Alaska and in the Cook Inlet area (Kari 1989a, forthcoming
a, forthcoming b; Kalifornsky 1991:xxiii-xxx). Drawing upon a variety of evidence
(analysis of narratives, comparisons of lexical inventories and cultural
characteristics, analysis of regional geography and ecology), 1 have outlined
several interrelated hypotheses: 1) the Tanana River basin, with four smallish
language areas (Lower Tanana, Middle Tanana’, Tanacross, and Upper Tanana)
as well as a portion of Koyukon, has been an ancient center of Northemn
Athabaskan culture; 2) there was gradual territorial expansion by the Athabaskans
into western and south-central Alaska; and 3) that the Dena’ina language of Cook
Inlet Basin has been at the archaic periphery of the Alaskan Athabaskan
expansion.

When 1 first researched Athabaskan ethnogeography (in the Dena’ina and
Ahtna languages) I tried to show how place names inventories represented the
local geography (Kari 1983, Kari and Fall 1987). In recent years the
documentation on the toponomy in the twelve Alaskan Athabaskan languages has
expanded, and the collected corpus has become increasingly interesting. When
Athabaskan place name documentation extends over contiguous language areas,
we find that there are highly interesting ethnoscientific and systemic principles
to Athabaskan geography, some of which are local, and some of which are
regional and even continental in scope. In this paper (and in Kar 1989b and
forthcoming b) I summarize some of the ways in which prehistoric Alaskan
Athabaskan territorialty is reflected in the ethnogeography.
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1. Criteria for evaluation of toponomy and sources on Alaskan Athabaskan
toponomy

My own Alaskan ethnogeographic research has been done sporadically,
usually in settings removed from the areas under investigation. It should be noted
that most Alaska Native place names data have been obtained after the 1971
Alaska Native land claims settlement. There has been no funded research on
Native territory in Alaska on the scale of that taking place in Canada and
Australia prior to their land claims settlements. Currently, there are no place
names surveys as definitive as those being conducted in the Yukon Territory by
the Yukon Native Language Centre (e.g. Ritter 1978, Sydney 1980, Tom 1986).
Certainly formal mapping and analysis of Alaskan Athabaskan place names
inventories would make a significant contribution to the culture history.

In general, I find that people underestimate the complexity of
ethnogeographic research. A place names list that strives to be as complete and
accurate as it can be with speakers who know interlinked networks of traditional
territories requires sustained concentration. Place names data can vary in quality
and in density for a wide range of reasons, e.g. accuracy of transcription and/or
mapping. There can be extremes in field work situations. Some speakers have
detailed first-hand knowledge about three or more band territories, have good
eyesight, and can read and draw maps. For example. working with Andy Frank
of Northway in March of 1992, the Upper Tanana list went in subsequent sessions
from 420 names to 490, 522, 550, 572, 597, 617, and 641 names. As the density
of the place name data increases, the complexity of the research increases.
Depopulated areas (e.g. the Kuskokwim Mountains, the Yukon River between
Circle and Eagle) where only a skeletal system is known, have special problems,
Also there can be problems caused by the perturbation of the English names
{Hunn forthcoming). Typically, we find that basic questions have never been
asked, such as what do the Gwich’in call the Chena River?

Table 1 summarizes some methods and evaluation criteria that might be
applied to ethnogeographic data. In section D these criteria are applied to the
toponymic data sets in the twelve Alaskan Athabaskan languages. The order of
presentation of the languages is east-to-west and downriver. Most of the sources
on Alaskan Athabaskan toponyms are unpublished lists or obscure gray literature
publications. The sources reviewed for theis paper and the total number of place
names per language are presented in Table 2 and Figure 1.

Table 1. Criteria for evaluating documentary records of toponomy
Table 2. Sources and numbers of Alaskan Athabaskan place names
Figure I. Map of totals of place names in Alaskan Athabaskan languages

The total of 8795 includes some duplication in uncollated lists, and
multilingual attestations of mutually known features. However, it does not include
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Table 1. Criteria for evaluating documentary records of toponomy
A. Graded A, B, C. D on the basis of
Density of names coverage: comprehensive-good-fair-sketchy-void
Accuracy of recorded language data
Accuracy of mapping
Status of records (computerized, mapped. GIS capability, published, etc.)
Ancillary methods (e.g. field survey, aerial survey, landscape
photography, hand-drawn maps, GIS analysis)
Incorporation of historic information
Extent, quality of place names texts and folklore
Quality of filing systems
Number of times corpus has been reviewed and refined
B. Status of uncollected information
1 = Hardly begun, basic information needed
2 = Major improvements and expansion possible, intermediate collating
and mapping needed
3 = Fine-tuning. minor technical additions and refinements needed
4 = Can't be improved {1.e. a closed corpus)
C. Urgency
n = None, can’t be improved
m = Moderate, several resource persons available
u = Urgent. one or a very few aged experts available
D. Status of research on Alaskan Athabaskan toponomy
1. Gwich'in (excluding Canadian Gwich'in)
Northern Gwich'in: C+ 1 2m
Yukon Gwich’in: D :: lu
2. Han: C 2 3u
3. Upper Tanana: B : 2m
4. Tanacross: B :: 2m
5. Middle Tanana: B :: 3n
6. Lower Tanana: B :: 3m
7. Koyukon
Upper Koyukon: C :: 2u
Central Yukon Koyukon: B :: 3u
Koyukuk River Koyukon: A- :: 3m
Lower Koyukon: C :: 2u
8. Holikachuk: C iz 3u
9. Ingalik: C :: 3u
10. Upper Kuskokwim: B :: 3m
11. Dena’ina
Inland Dena’ina: A 1 3m
Upper Inlet, Lower Cook Inlet Dena’ina: A- :: 4n
12. Ahtna: A- 1 3m
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Table 2. Sources and numbers of Alaskan Athabaskan place names

Note: Figures in parentheses are subsumed into a single total for thar language.

language  (abbreviation) no, of names
1. Gwich’in (Gw)
Caulfield et al 1983 869 (no Canadian Gwich’in)
2. Hag (Han)
Ritter & Paul 1978 80 (some Candian)
3. Upper Tanana Uun
Kari 1991- 663
4. Tanacross (Tcy
Kari 1983- 465
5. Middle Tanana (MT)
Mischler 1986 (56)
Kari 1993 171
6. Lower Tanana LD
Kari 1990- 715
Andrews et al 1980 (235)
7. Koyukon (Ko, U,C.L. = Upper. Central. Lower)
Jetté 1910 {1200+
Jones 1982- (500+)
Robert 1984 { (125) } 2000+
Nelson et al 1982 (288
Gudgel-Holmes 1990 (125)
8-9. Holikachuk-Ingalik (Hoj (Ing) (many bilingual names)
Kari 1979-
Yukon 285
Kuskokwim Ingalik 120 (some Yupik)
10. Upper Kuskokwim (UK)
Collins 1982- 300+
Stokes 1984 (265
Gudgel-Holmes 1990 20
11. Dena’ina {Dem)
Kari 1980- 1827
P. Kari 1983 (278
Kari and Fall 1987 (711
Kalifornsky 1991 (2523
12. Ahtna (A1)
Kari 1983 plus updates 13004

Total of recorded place names: 8795

on computer?

no

no

yes

yes

noe
noe
no
no
no

noe
ne
no

no
no

yes
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aumerous Athabaskan-origin map names that have not been reelicited.

i. Athabaskan Place Names and Local Geographical Knowledge

‘there are many ways in which geography is the central theme in
Athabaskan culwire history. [ feel that the continuous network of Northern
Athabaskan names from western Alaska to Hudson Bay follows similar rules and
reflects a similar ideology. Athabaskan place names are systematic and
multifunctional because they are actually verbal maps for occupation and travel
over large areas (Kari 1989b). Experts on Athabaskan territory typically know
two, three, and four band territories in considerable detail. The names are learned
and reported in lists along stream drainages and trails. The noted authority on the
Dena’ina country of Upper Cook Inlet, the late Shem Pete, knew about 13,500 sq.
miles of territory based upon his travel experiences on foot and in small boats.
He reported nearly 650 names in this area, and he knew adjacent areas as well
(Kari and Fall 1987). Shem was fond of listing the sequences of names, and he
was entirely consistent in the pronunciation, ordes, and general location of places.
He also consistently stated that he did not know certain places, which is another
measure of the integrity of the data he reported. On a world-wide scale, this is one
of the largest indigenous place names inventories ever recorded from a single
person (Eugene Hunn, p.c.). In fact, many of the well-known Alaskan Athabaskan
elders of our times have territorial knowledge similar to that of the late Shem
Pete.

The sets of place names are generative, predominantly linear, uncluttered
and memorizable over a large area. Multifunctionality and memorizability are
reflected in the lexical and grammatical structure of the place names. Table 3
presents an outline of the geographical lexicon in Lower Tanana® Lower
Tanana geography is typical of the interior of Alaska. being by a major river, with
navigible lake districts and accessible upland hunting areas. I symbolize the
typical range of the geographic terms which can be grouped into regions { }, linear
features|, points ~, and local areaso.

Table 3. Geographical Lexicon in Lower Tanana

Most place names are cither binomial in the form of ‘attributive +
geographic stem’ (B on Table 3) or are nominalized verbs (A on Table 3). The
stream names are the key organizing principle to the local names systems. Stream
names are linear and apply 1o entire drainage systems, i.e. the stream name does
not change in mid-course. Names often occur in clusters where a major stream and
a nearby visible mountain are named for the same attribute. Thus Ziztiana River
near Man:wey is in Koyukon Ch’edzaeye’ No® ‘heart river’ which is named for an



associated mountain named Ch’edzaeye’ or ‘heart’. The Zitziana River can also
be subdivided into districts: the course of the stream, the headwaters, and the
mouth. Thus with a few major stream names one can give general directions and
memorize the name system for a large region.

What makes Athabaskan geography a highly precise verbal mapping
system is the geometric graphing of regions where the place names are transected
by the riverine directional system (D on Table 3) which has the structure of a
scaled-back version of the Athabaskan verb complex (Leer 1989). When
directionals are lexicalized, they contribute to the economy of the name system.
For example, in the lake district north of Old Minto, three lakes have the same
attributive term and are distinguished by two directionals and an areal noun:

Ch’exonidi Nomenhtr’ediftoni ‘upstream lake that we found again’

Ch’extonidredi Nomenhtr’edittoni ‘middle lake that we found again’

Ch’exoxdodi Nomenhtr’ediftoni ‘downstream lake that we found again’.

Several of the regional district names in the Lower Tanana area are a place
name modified by a directional:

Tena Don’a, Ten Don’a Tanana River Valley ‘the upstream trail’

Ninano’ Dontha’ the region west of Nenana River (Teklanika to

Kantishna) ‘out from migration river’.

We also find some systematic patterning within place names inventories
(such as within the 715 names recorded in Lower Tanana) which suggests that
from time to time name sets have been coordinated and planned. One such pattern
is the duplication of attributives for fairly closely situated features. The mountain
by the Zitziana River named Ch’edzaeye’ has a partner mountain of the same
name to the south at Bearpaw, and the Bearpaw River is also called Ch’edzaeye’
No’. Similarly, both the Healy and Chatanika Rivers have the same name, a name
that refers to the round or pinnose whitefish: Ts’eedleey Ndiig (in Tanacross) and
Dradlaya Nik’a (in Lower Tanana). These are the only two Athabaskan languages
with this innovated term for this species of whitefish, and it is probably not
coincidental that these two northerly tributaries of the Tanana have cognate names.
The Volkmar River Ahtaan Ndiig in the Tanana drainage is paralieled by a
stream which has nearby headwaters but which flows to the north into the south
side of the Yukon River, Ahtaani Na’, upper Birch Creek above Circle. These
names both mean ‘inner willow bark river’. In the Tanacross area there is a hill
due north of Mansfield Lake and on the trail system to the upland hunting country
which is called Tseyh TI’iig ‘shiny ochre (or mercury)’. This is also the name for
Mount Harper, about 40 miles to northwest and the largest mountain in the Jocal
range.

On occasion a set of names has a common theme. A conspicuous example
is a group of four ridges north and east of New Minto, all with accessible upland
trails into former caribou country, which are named as for vegetation:

T’egheth Yozra Nilani ‘the baby cottonwood one’

Ts’eba Ttha Dala Nilani ‘the baby spruce one’
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Table 3. Geographical Lexicon in Lower Tanana
Symbols for range of terms: regions { ), linear features |, areas o, points ~
A. Common verb suffixes or enclitics in place names
1. local area: © -xw
2. specific place: ~ -denh
3. *that which is VERB': o, -i
B. Common geographic noun roots in place names
1. Land forms
. land, country: {) nen’, -nens’
mountain: © ddhel, -ddhela’
. hill: ~ teyh, -teya’
rdge: |  seth, -sedha’
. riverbank: | beth
island in stream: | nu, -nu’
. flat, meadow: © chenh, -chena’
2. Water features
. lake: © benh, -bena’
. stream: | -no’; -nik’a
. stream mouth: o -chaget, -dochaget
. headwaters: © -tl"ot
. long straight stream channel: | -toyana’
. slough on stream: | -nunkw
3. Man-made or man-utilised featuces
village: © kayex
b. trail: | -tena
¢. pass: | -teth
d. portage: | -toteth
e. accessible mountain ridge: | ch’oghwna’
C. Some common areal nouns in place names
1. below, beneath: o -t’ox, -t’ogha
2. on, at a place: ~ -k’et
3. on a surface: © -koget
4. in a region, broad arca: { ) -t
5. along the distance of: | -ghoyet
6. at the end, limits of: | -logha, loyet
D. The directional roots
. upstream: -n’a, -nit
. downstream: de’o, det
. lowland, 10 a stream: -tthen’, -tthii
. upland, away from stream: -nga’, -nget
. up. above: -deq, -deget
. down, below: -yeq, -yeget
. across: -non’, -nona’
. out in the open: -'en’, -’o, ‘ogha
. off at a distance. at the perimeter: -ntha’, -nthet
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Ts’etsan’ Nilani ‘the grassy one’

K’iyh Ttha Nilani ‘the baby birch one’.
This is as orderly a naming system as Ist Avenue, 2nd Avenue, 3rd Avenue, but
since it is natural to the landscape it is far more beautiful.
In the Tanacross language area the names for a closely situated group of hills that
afforded good lookout vistas seem to have been thematically planned:

Uk’et Ndaaxk’ee ‘lookout (is) on it’

Uk’iig Ndaaxk’ee ‘lookout (is) on the ridge’

Ndaaxk’ee Gaay ‘little lookout’

Ndaaxk’ee Chox ‘big lookout’ (three hills).
Such patterns tend to be a rather small part of the larger name inventories, and
certainly there has been some elaboration and change in the names over time.
However, a more formal analysis (with GIS mapping and analysis combined with
linguistic analysis) would likely reveal other patterns. For example, the viewsheds
and intervisibility of features with duplicated names might be explored.

3. Some Regional Naming Strategies

In aboriginal Alaska there most certainly was extensive knowledge of
distant extraterratorial geography especially by men in leadership roles or who
participated in trading. Certainly most Alaskan Athabaskans knew the names of
many distant peoples and distant villages. Certain genres of stories contain place
names many of which are hundreds of miles apart. Stories by Katie John in Kari
1986 are situated as far west as the lower Tanana River and as far east as the
Nahani Mountains (at the Yukon Territory-Northwest Territories border). There
is documentation on sacred hills and mountains near the major village sites in
most of the Alaskan Athabaskan language areas, and potlatch oratory regularly
features the names of sacred hills and mountains (see a speech by Chief Fred John
of Mentasta in Kari 1986:13-14). An excellent early historic demonstration of
distant Athabaskan geographic knowledge is the Native-drawn map published by
Wrangell in 1839 (which is analysed in Kari 1986:104-105 and in Kari and Fall
1987:34). This map indicates that a Dena’ina, probably a man from the Kenai
area, knew drainages and village names over 400 miles away and in two different
directions (Batzulnetas at the head of the Copper River and Toklat on the north
side of Mount McKinley).

The most obvious indication of conservatism and inter-regional
coordination in Alaskan Athabaskan place names is at boundary areas between
the Athabaskan languages where several hundred multilingual Athabaskan names
for shared features have been recorded. Mutually known features almost always
have the same name said with regular phonological or lexical adjustment (Kari
1989b). For example, lower Birch Creek on the Yukon River (near Beaver) is
Q’iyh Doltonh No’ in Koyukon and K’ii Dootin Gwinjik in Gwich’in, literally



‘birchbark is placed-river’. This is one of the last upstream bilingual place names
arcund the Koyukon-Gwich’in boundary. Multilingual Athabaskans travelling far
from their home band area continually found names that had been passed on for
generations and that were basically familiar.

The congruence in the place names across Athabaskan language boundaries
is so proto-typical that notable exceptions may have prehistoric significance.
Consider the "*ts’itu’ problem”. The Tanana River is one stream that has two
different names. In four languages on the Tanana River (UT, Tc, MT and LT) the
river is called Tth’itu’ lit. ‘straight water’. (This is one of the only stream names
in Alaska with the hydronym -tw’, < tu ‘water’.) A cognate term appears in
three languages (Han, At, and Upper Inlet Dena’ina) meaning ‘major river’ but
not as a place name. The word *ts’itu’ scems to be absent elsewhere in the
Alaskan languages. The Koyukon and the Gwich’in call the Tanana River, (Ko)
Tene No’ , (Gw) Tananjik apparently ‘trail river’. In several languages the
Tanana River Athabasksan peoples are called ‘trail people’. LT and Ko Ten
Xvt’®nz. Thus it is striking that at the Lower Tanana-Koyukon interface, where
the languages are highly intelligible, the Tanana River has distinct names.

We might also speculate whether far flung and distant duplication or
similarity in place names is prehistorically signifcant or is simply the reflection
of common ideology. It is interesting that these six shallow fishing lakes, all with
ancient village sites, have the same name, *Ben Das Bene’, literally *shallows
lake’: Old Man Lake (near Eureka on the Glenn Highway). Mentasta Lake, Healy
Lake, Cooper Lake (near New Minto), Fish Lake (east of Tanana), and Tundra
lake {near Lime Village). When such great distances involved. the duplication in
names may be coincidental, but then this reiteration should to be kept on file for
future analysis. There seem to be quite number of widely dispersed mountains
named with stems for ‘obisdian’ *bzch”'e and g’0” ‘arrowhead’, and these too
should be mapped out.

Consider these two well-known Athabaskan-origin place names, both of
which use the same verb ‘to be distant™:

Tanacross language: Deg Hit’an/Holikachuk languages:
Dihthaad Xwdidhod
‘nearby place’ ‘distant place’

Mansfield Lake site (Dixthaada) Iditarod River and site.

Is this chance similarity in structure and meaning? Or is it possible that these two
names were given in the same generation by ancient Athabaskan geographical
names committees that carefully coordinated the place naming throughout
Athabaskan territories?

Ethnonyms for other Native peoples have functioned as a kind of index to
the geography of aborignal Alaska. The common word for people koxt’ana in
Lower Tanana or gwich’in in Gwich'in means ‘those who have territory’. Many
of the ethnonyms used for Athabaskans as well as for other Alaskan Natives are
based upon geographic province (or bioregional) names: ‘the downstream people’,
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‘the mountain people’, ‘the small timber people’, ‘the people of the lake district’,
‘the headwaters people’, etc. In addition, there is some duplication in ethnonyms
which may be prehistorically significant. Note that these two high country bands
have cognate names:

Xwtthaayh Xwt'een the Ketchumsuk band (Tanacross),

Hwtsaay Hwt’eene the Western Ahtna, lit. ‘the small tree people’.
Similarly two Dena’ina bands on opposite sides of Cook Inlet have the same
name:

Xtsax T’an the Stony River-Telaguana Dena’ina,

Xtsax T’ana the Kenai Mountains Dena’ina, lit. ‘rocky area people’ or

‘the first people’.
Could it be that some duplicate ethnonyms reflect sequential occupations by the
same band?

We are beginning to detect some of the ways in which Athabaskan place
names have functioned as boundary markers, Two place names at the southern
limits of Dena'ina territory on the west side of Cook Inlet reported by the late
Nick Kolyaha of Lake Iliamna are so overtly ideological that they must have
functioned as boundary declarations (Kari forthcoming a):

Nagq’ezhch’en Big Hill (on Kamishak Bay) lit. ‘on our side’,

Veq’ Ch’ui’egi Big Mountain (on lliamna Lake) lit. ‘the one on which e

make medicine, the one on which we conjure’.

There are indications that one of the directional roots, *nes, sometimes
means ‘perimeter, boundary, edge’. A number of place names with this stem have
been mapped in boundary regions in several of the languages. For example, a
mountain on the Kaltag Portage at the Eskimo-Koyukon boundary is called in
Koyukon Nelts’ene ‘the boundary side’ (where *nes > nel). On the eastern edge
of Koyukon are three mountains near Stevens Village called Lel’one ‘the object
on the boundary’ (where *nes > I) which are near the Koyukon-Gwich’in inteface.
The name for the Lower Susitna River Dena’ina people, dustnay, contains *nes
(reducing to s). This seems to mean ‘people at the edge, at the boundary’ and
suggests that the Lower Sustina band was the first Dena’ina band to reach Cook
Inlet. Furthermore, some of the places named with the stem *nes can be viewed
as superceded perimeters and are indicative of the dynamics of territorial
expansion.

Probably the most striking indication of the geopolitical function of
Athabaskan place names can be seen in abrupt changes in the common stems used
in place names for ‘stream’ and ‘mountain’ (see Kari forthcoming b where I
discuss the evidence in detail). As indicated in Table 4 and in Figure 2, there is
an abrupt shift in the stems used for ‘streamn’ in place names at Athabaskan
language boundaries on the Yukon River (around Beaver village) and the Tanana
River {(around Delta and the Goodpaster River).

Table 4. ‘Stream’ in Alaskan Athabaskan languages
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Figure 2. Map of ‘stream’ and ‘mountain’ isoglosses

Most of the several hundred major streams in Alaskan Athabaskan territory
have recorded Native names. Table 4 summarizes the primary and secondary
stems being used for ‘course of a stream’ in Athabaskan place names, the totals
of the stems in stream names, and the general term for stream. These are listed
upstream to downstream. In Figure 2 we see a change in the terms for ‘stream’
across the Athabaskan language boundaries on the Yukon and Tanana rivers.
Compare the numbers of primary and secondary stems for stream with various
languages that have shared boundaries. We can group the Alaskan languages into
downstream or western Alaskan languages which use -na’ in stream names, and
upstream or eastern Alaskan languages which use -niq’e (or ndiig, niign, njik).

There are some interesting exceptions to the shift in stream names above
and below the lines on the Yukon and the Tanana: eleven streams in the Tanacross
language area use the stem -nda’ (<*-na’); and conversely ten streams in the
Lower Tanana language area, and seven others, mainly in the Kuskokwim
drainage, use -nik’a (<*-nig’e). These streams seem to stand out in the name
inventories as being important, possibly as signs of travel cormridors or even as
signs of original migration routes, precisely because they are exceptions across the
line where the stems for ‘stream’ shift (Kari, forthcoming b).

Furthermore, in  Canadian Athabaskan territory the stems for ‘stream’
group into other regional patterns using stems such as -tu’, ge’, and koh. We
should look more closely at what appear to be Northern Athabaskan hydronymic
districts. Other hydronymic stems, such as ‘river mouth’ and ‘lake’, do not vary
much at all in Northemn Athabaskan. The shifts in the stream stems on the Tanana
and Yukon and elswhere in northern Canada are so arbitrary that they seem to
function as foponymic lines that have been scored along certain streams. Such
lines attest to the prominence of streams in the ethnogeography and must be
indications of ancient agreements about band territories and land use.

Analogous to the change in stems for ‘stream’, in western Alaska four
languages positioned south or west of the Alaska Range (in Figure 2 Ahtna,
Dena’ina, Upper Kuskokwim and Deg Hit’an) use an innovated term for
‘mountain’, *deghilayi, both in place names and in the general lexicon replacing
the widely distributed Athabaskan stem *dzel. This innovation stems from a
Lower Tanana place name for the Alaska Range, Deghiloyi which can be
translated as ‘objects that are suspended’ or ‘objects that extend in a line’. This
seems to be another abrupt and deliberate policy change. This also implies that an
Athabaskan place names conference took place long ago in the Lower Tanana
River Valley. This change in mountain naming probably reflects boundary and
land use agreements as well as the onset of incursions into the mountainous
territories around and within the Alaska Range.

Athabaskan territorial expansion had geopolitical elements that were
continental in scope and place naming was central to this process. The Northern
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Table 4. ‘Stream’ in Alaskan and adjacent Canadian Athabaskan languages
language main stem in p.n. commonly ‘stream’
secondary stem in p.n.
A. *-tu’ languages

Tagish -tiu’e ?
Southern Tutchone -chi, -g&’ tagd’
Northern Tutchone -chd, -td, -gé’, tahgé’, tehgé’

-njik, -nyak (rare)

B. *-nig’e languages

Gwich’in -njik (71), gwinjik
K00 (23)

Han -juu, -ndek (45)(same roor),

tiachoo
-chl’ (1)

Upper Tanana -niign (148), haniign
-tut (D

Tanacross -ndiig (102), hen

-nda’ (13), -tu’(2)

C. *-na’ languages
Middle Tanana -na’ (50}, ch’ena’
-niige (6), both (8)

Lower Tanana -no’ (200), xwn’a, ch'eno’
-nik'a (10}, -tv’ (2}, -k’eddhet(l)

Koyukon -no” (500+), k’eno’, sexno’
-niq’e (4), -q'edlet (10+)

Holikachuk -no’ (40), sexno’
-nigh (1)

Ingalik -no’ (50), srexno’
-nigh (I}

Upper Kuskokwim -no’ (52), STEXNO”, XWIO'
-nik’ (4)

Dena’ina -tnu (500+), k’etnu

-niq’, -naq’ (3), -ti (1}

Ahtna -na’ {480), k’ena’
-tu’ (3)
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Athabaskan place names inventories and directional systems reflect a common
ideology and sense of territoriality. This is seen in the economy and coordination
of the local place name inventories that would facilitate memorization and travel
safety, the general congruence of Athabaskan place names across language
boundaries; the naturalistic naming of bioregions; the commonly known
bioregional ethnonyms; and in the various indications of boundary awareness
(such as the use of *mes as ‘perimeter’ in Western Alaska or the abrupt
replacements for ‘stream’ and *mountain’).

The Northem Athabaskans have been shackled with numerous academic
and social stereotypes both in earlier and in recent times. Some of these
stereotypes are: 1) the Northern Athabaskan environment was submarginal and had
no well defined linguistic and territorial boundaries; 2) ancient Athabaskan
political organization was extremely simple; and 3) Athabaskans were so disrupted
by historic contact that we cannot determine what their traditional culture was
like.* In fact, Athabaskan geography is a vast body of counter-evidence to such
stereotypes.

NOTES

1. I acknowledge with thanks and appreciation some of the speakers of Alaskan
Athabaskan languages with whom I have worked on geographical names: Pete
Bobby. Andy Frank, the late Andrew Isaac, Hester Evan, Fred John, the late Silas
Solomon. the late Abraham Luke, the late Eva Moffit, the late Shem Pete, and
Jake Tansy.

I also thank John Ritter of Whitehorse whose work on ethnogeography is
state-of-the-art. I thank colleagues with whom I have shared data and discussions
on Athabaskan geography: Eliza Jones, Sharon Hargus. Dianne Gudgel-Holmes,
Mike Krauss, Jeff Leer, Siri Tuttle, Elizabeth Andrews, Ray Collins, and Eugene
Hunn.

2. The maps and tables in this paper refer to a recently recognized Athabaskan
language. Middle Tanana. Krauss’™ 1974 map treats the languages of this area as
“Tanana” with three dialects, Minto-Nenana, Chena, and Salcha. However,
materials from the last Salcha speaker, Eva Moffit, collected by Kari and Siri
Tuttle, make it clear that there was a distinct language on a section of the Tanana
River between the Salcha and the Goodpaster rivers.

3. The orthographic conventions used in this paper strive for maximal congruence
while giving some attention to maintaining local spelling conventions. Consonants
follow Athabaskanist practice and employ digraphs and trigraphs, e.g. tth, eic.
Front and back velars are standardized as k, k’, g, g, ¢, gg.

Vowels in reconstructed Proto-Athabaskan (PA) forms are with single
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symbols: i (high front), @ (low front}, u (high back), and a (low back). For
convenience, € is schwa in PA forms and in most of the languages, except for
Upper Tanana, Han and Northern and Southermn Tutchone where schwa is 4, and
in Gwich’in where schwa is i/a. The schwa conventions for three languages have
been reversed. For Upper Kuskokwim, Holikachuk, and ingalik e = schwa and
i = {i, ]. Note that in Lower Tanana and Upper Kuskokwim w is used for {v].
Languages with vowel length distinctions, such as Middle Tanana and Ahtna, have
doubled vowels as long vowels.

In this paper Koyukon has 4 completely overhauled vowel system. All
vowels have a single symbol and follow these conversions: ee = i, aa = @, 00 =
u,buto=o:e=e(schwaj, u=v,anda=u

4. Here are some sources that give a stereotypical characterization of Northern
Athabaskan "simplicty” which, in my view, are not supported by the documentary
evidence on Athabaskan geography.
This 1911 statement on Athabaskan place naming made by the famous
Alaska geologist Alfred H. Brooks.
The Alaska Indian has no fixed geographic nomenclature for the
larger geographic features. A river will have half a dozen names,
depending on the direction from which it is approached. The
cartographers who cover Alaska maps with unpronounceable
names, imagining that these are based on local usage, are often
mislead (Brooks 1911:22).
Eileen Jenness published this popularized summary of the Northern Athabaskans
in 1933:
With neighbors not more than a few hundred mile; away having a
civilzation as rich and bizarre as that of the West Coast tribes,one
marvels at the primitiveness of these northern { Athabaskan) people.
They resembled far more the homely wandering tribes of the
eastern woodlands, but lacked the cheerfulness of the eastern
people, and were even less progressive. No doubt their
backwardness was partly due to the country they inhabited... Where
they did encounter tribes higher in the scale of culture. they quickly
assimilated foreign traits, and their lives took or a more
picturesque aspect (Jenness 1933{1966]:87-89).
A recent summary by achaeologist Donald Clark claims that the Northern
Athabaskans had "vague boundaries” and "rudimentary” political organization:
According to the studies of ethonologists, Subarctic people came
together in various kinds of settlements and social groups... The
loosely structured bands, with fluid membership of probably one
hundred persons, usually visited and intermarried with adjacent
bands that spoke the same dialect. A cluster of bands interacting in
this way might, in a very loose sense, be termed a tribe. But the



249

tribes, too, [emphasis added] had rather vague boundaries, where
different tribes interacted sociailly and intergraded linguistically
and culturally. The composition of tribes was unstable. They split
up, merged or disappeared, and remnants of decimated groups
were absorbed by others. Thus, political organization was
extremely rudimentary in the Subarctic but bands, and even tribes
within a relatively large area, generally shared the same cultural
characteristics {Clark 1991:19).
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Semantic constraints on binding conditions
The French and German Inalienable Possession Construction*

Jean-Pierre Koenig
University of California at Berkelev

Revent cross-linguistic studies of binding constraints have shown that particular
pronouns and anaphors lexically select different values of binding parameters as well
impose different semnantic or syntactic conditions on their antecedents (see Eng, 1989,
Dairvmple, 1993). An important 1ssue raised by such cross-linguistic investigations is
the range of symtactic and semantic conditions that anaphors can impose on their
antecedents. Roughly speaking, two kinds of semantic conditions have been recorded in
the literature: the antecedent must stand in a certain thematic relation to the anaphor
(ypicaliy. higher on the thematic hierarchy. Jackendoff, 1972) or the antecedent must be
the center of perspective in the clause (Sells. 1987, Engdahl, 1990). In this paper, I show
that the kind of semantic conditions anaphors ¢an impose on their antecedents is not
restricted to either of these two notions. In particular, T show that the French and German
tnalicnabie Possession Constructions (or 1#C) involve a reflexive anaphor which
constrains its antecedent to satisfy a semantic predicate of a kind previously not
meationed in the Titerature, This paper thus supports Dalrvmple’s contention that
different binding conditions are lexivally or constructionally attached to anaphors and
pronouns. It also indirectly supports grammatical theories in which syntactic and
semantic information can locally interact (hike construction Grammar, UPSG or Categorial
Grammari, by showing that non-trivial semantic information can be relevant to the
adequate characterization of constraints bearing on syntactic processes like binding.

1. The varietics of Possessor Ascension in French and German
1.1. An overyiew of the 1rc

Sentence (1) 1s an example of the 1PC construction: an NP denoting a body-part
and which does not contain a possessive adjective le pied is understood as belonging to
the denotatam of aiother complement of the verb, Marc. I will speak of a body-part NP
like /e pied as being bound by Marc, meaning simply for now that the POSSESSOR of the
hady-part fe pied is co-referential with Marc. Sentences like (1) raise two questions. (i)
What is the natwre of the relation between the body-part NP le pied and the NP interpreted
as co-referent with its possessor, Marc? (i1) What restrictions (if any) are there on the
types of phrases that can bind the body-part NP? As shown in section 2, recent studies of
the irc have given very different answers to these two questions. All of them, though,
tuke into consideration only a subset of rhe actual contexts in which a body-part NP is
bound to an another NP in the same clause. Before discussing these various proposals. [
therefore begin with a list of all cases where a body-part can be bound by another NP in
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French and German.!

Case 1: The clause denotes a “natural gesture” (Hatcher, 1944):
(hH Marc, a avancé le pied,. “Marc, moved his, foot forward".
(23 Jacques, a froncé les sourcils . ‘Jacques frowned’

Case 2: The body-part is an instrument of the binder:
13 Jean a poussé la balle de 1a main . ‘Jean, pushed the ball with his, hand’

Case 3: The binder and the body-part are affected entities:
(a) The binder is an affected dative
4) Marc lui, a lavé les pieds,. ‘Marc, washed his, feet” (lit. fo him, the feet )
5 Mare, s', est mis I'écharpe autour du cou,. ‘Marc, put the scarf around his, neck’
(h) The binder does not surface:
(61 Cette médecine fait enfler les jambes.
this medecine make PR swell.up.PR the legs
“This medecine makes people’s legs swell up’
{¢) Posscessor Ascension (the binder is a direct object)
(7 T a frappé Marg, sur le nez,. "He hit Mar¢, on the nose,”
Cuse d: The body-pant 15 the semantic argument of a predicate denoting a relation of
mnalicnable possession:
(s} The predicate is expressed by avoir
(%1 Marg, a les veux, bleus. *Marc has blue eyes,”
{b) The predicate is expressed by avec or is understood semantically:
(y Elle érant allongée sur le divan (avec) les yeux, fermés.
*She, was lying down on the sofa, with her, eyes closed’
Cane 5: The body-part is the object of a locative PP which is an argument of a predicate
denoting physical possession, like holding. wearing:
{a} The main predicate is expressed by the verb avoir, porter, tenir:
(1 Mare, avait vingt francs dans la main,. ‘Marc, had 20FF in his, hand’
(b)Y The main predicate is entailed by the main verb, but is not expressed
syntactically:
(1) Mare, a mis 'écharpe autour du cou,. ‘Marc, put the scarf around his, neck’
Case 6: The body-part is the cause of some physical sensation in the referent of the
binder:
(12 Le dos, me, fait mal. ‘My back burts’
the back 18G.DAT cause.PR pain
13y “.les petons, nous, démangent’ (Zola, Son excellence Eugéne Rougon, p.90)
the tootsies 1SGDAT cause.itch.PR ‘Our tootsies itch’

' Due to space considerations, I can only give French examples here. The exact same
set of cases  exists in German. The analysis presented in section 3 also applies to the
corresponding German data. While I go over the various IPC cases, the reader should keep in
mind that my contention will be that all the examples presented in this section are covered by
a single semantic generalization. expressed in (y) and () in section 3.


http:cause.itch.PR
http:cause.pl

Al previous cases where examples of phrases which can bind a body-part np.
There is one important restriction on the class of posssible binders of a body-part Np.

Case 7: An NP playing a proto-agent rele cannot bind a body-part with a proto-patient
role:
didr N, a lave les pieds,. *Marc, washed his feet’

Marc have. PR wash.PPT the feet
vidr o Mare 8T estiavé les pieds,. “Marc, washed his, feet

Marc REFL be.PR wash.PPT the feet

Note that this constraint only applies to the direct binding of the patient body-part
to the agent subject. As (15) shows, the body-part can be bound to an affected dative
reflexive, eventhough the reflexive itself is bound to the subject.

I et me mention briefly two last facts concerning the 1pC. Firgt, more than one of
ihe various types of 1I°C can be combined in a single sentence. In sentence (16}, for
cxample. two different body-parts are bound to two different persons and in sentence
(171 1two different body-parts are bound to the same person.
ii6y Je tui ai mis la main, sur Pépaule . *1 put my hand on his shoulder’
17y e Compagnon, pose la main droite, sur le coeur .

“The Compagnon, puts his, hand on his, heart’

Sccond. the body-part NP is not always c-commanded by its “binder”, contra
Gudron, 1983, as examples (12)-(13) clearly show. In both sentences, the body-part
subject is bound to a ve (or 1} internal clitic.”

1.2. Why the pattern is not merely a pragmatic fact
In view of the wide range of contexts in which a body-part NP is interpreted as
inalienably possessed by the denotatum of another NP. it ts tempting to reduce the 1PC
facts to general pragratic factors. There is good evidence against this hypothesis.
Fiest, the binding must be local and occur within the next predicative phrase up
fi.c. v or predicative uses of AP’s, NP's, or PP’s), as briefly illustrated in (19), where the
baxdy part {u main can be bound to the persuadee, but not the persuader:

(' ac el ai persuadé de lever la main. ‘I persuaded him to raise his hand’
b.*Je 1"ai persuadé de lever la main,. I persuaded him to raise my hand’

There is ne easy account for such a fact within a pragmatic approach. Pragmatically
constrained retrieval of referents, Jike the pragmatic search triggered by the use of a
definite NI or a pronoun is not subject to such locality constraints, as 1s well-known,
Sceond, the binder must obey semantic constraints, as mentioned above and
tlustrated in sentenve (14). From a pragmatic perspective, it is not clear why the
reflexive in (15) makes more sense as an antecedent of the body-pant than the subject
with which it is co-indexed. “Pragmatic sense” is not therefore a sufficient condition for
an NP to be a possible binder of a body-part noun. Third, the same pattern does not occur

> The 0 is not the only cross-linguistically attested example of an anaphor which does
ot need te e c-commanded by its antecedent (see Keenan, 1991).
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i English, as shown in (18) (to be compared to (3)). Such variation in usage must be
learnt (or derived from other properties of the grammars) by native speakers. It is
difficult to see how a pragmatic approach could account for such cross-linguistic
variation, without saying that discursive strategies can be conventional, and thus de facto
making the 1 a grammatical phenomenon.

(181 *Marc, pushed the ball with the hand,.

2. Previous analyses

Having briefly argued that the facts illustrated in (1)-(15) are grammatical in
nature, | now tumn to three recent accounts of the IPC within the Principles and Parameters
approach. As mentioned earlier. none of them covers all the cases mentioned above.

2.1 Guéron 1985

Gudron’s proposal relies on two main hypotheses. First, Guéron suggests that the
hody-pait and its binder form a lexical chain. The head of this chain is the person whose
body-part is mentioned, Marc in (8). and the tail of the chain is the body-part itself, les
veiev in (8), Second, the determiner of the tail of this chain, les, is a PRO element, and not
the usual iota-operator assaciated with definite determiners. The second hypothesis
accounts for the local presence of a binder of the body-pan, since the PRO element
mchuded in it must be controlled within its minimal domain-governing category (see
Manzini, 1983). The first hypothesis partly accounts for the fact that only body-parts can
participate in the C and the fact that (14) is ungrammatical. 1 say partly, because the
explanation requires two amendments to the usual conditions on chain formation. The
two amended conditions on chain formation are given in (&) :

(e} i The head and the tail of a chain cannot be distinct in reference. This condition
constitutes a weaker form of the co-indexing requirement on chain members. It is meant
to account for the fact that the referents of the head and tail of the lexical chain in the IPC
must be in a velation of inalienable possession to each other: only possessors of body-
part nouns obey the non-distincteness condition on lexical chains in the IPC, according
to Guéron.

ii. Chains must receive a single primary theta-role, where primary theta-roles
correspond to lexically-specified arguments, like agent or patient. This condition
constitutes a weaker form of the theta-criterion, as it applies to chains, and accounts for
case 7. 1n sentences like (14). both Marc and les pieds receive two different primary
theta-roles from laver *to wash’, They cannot therefore form a lexical chain, and the
sentence is ungrammatical.

Guéron's analysis is based on semantic intuitions concerning the 1pC which 1
think are partly correct and are reflected in the analysis T give below. But there are
empirical and theoretical reasons to reject Guéron’s specific proposal. First, as is, it only
acenunts for a subset of the 10C cases 1 described in section 1. It covers cases 3a and 3c,
Sa and 7 and can be amended to cover case 2. It cannot account for any of the other
cases, where both the body-part NP and its binder receive primary theta-roles. Case 5b.
is one such example, since in (11) both the subject Marc and the locative PP autour du
cou receive primary theta-roles from mis *put’. The same is true for case 6 and sentence
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(13, since démanger assigns both a primary agent theta-role to its subject les petons ‘the
tootsies’ and a primary experiencer theta-role to its indirect object nous ‘us’. A similar
case can be made for examples (X) and (9) and case 4, despite Guéron’s claim to the
contrary. In (9), for example, both elle ‘she’ and les yeux ‘the eyes’ receive two primary
theta-roles (although from different predicates). Elle is assigned a primary theta-role by
Jermés *closed’, and les yeux is assigned a primary theta-role by bleus’

Finally, Guéron’s analysis cannot account for case 1 and sentences like (1) either,
since gvancer ‘move forward’ assigns primary theta-roles to both the subject and the
object. Guéron mentions case | and suggests that sentences like (1) should be handled
via a process of L¥ reanalysis which absorbs the theta-role borne by le pied, thus
obviating the need for the IPC to achieve the binding of le pied to the subject. Guéron
aives no independent evidence to justify this new process of LF reanalysis. Nor does she
explain exactly how the reanalysis of avancer in (1) as *a pronominal verb’ insures the
body-part is understood as the body-part of the subject’s referent.

Sccond, the two hypotheses on which Guéron's analysis rests are costly. To
justify the claim that the body-part and its binder form a lexical chain, Guéron needs to
wmend the conditions on chain formation in two ways (see («)). Both amendments lead
to difficultics. The assumption that the body-part NP and its binder are not distinct in
reference is problematic semantically. If the body-part and the binder do not differ in
relerence, it is unclear why sentences (19)a. and b. are not synonymous:

(1Y) a. Marg, s°, est lavé le cou,. “Marc, washed his, neck’

b. Marc, s’, est lavé les pieds,. ‘Marc, washed his, feet’

If les picds or le cou are not distinet in reference from the reflexive clitic, they
are not distinct in reference from each other, by transitivity of equality. (19)a and b
should therefore be truth-conditionally equivalent, contrary to fact.

The reference to a single primary theta-role in the definition of chains also
hampers the recoverability of a verb’s semantic arguments from the input string.
According to her new definition of the theta-criterion, there are three possible relations
hetween a chain and a verb’s semantic arguments (or adjuncts): (i) the head of a chain
bears a primary theta-role, and the tail a secondary theta-role; (ii) the head of a chain
bears a sceondary theta-role and the tail a primary theta-role; (iii) the entire chain bears
« single primary theta-role. The simple rule that the tail of a chain is the theta-marked
position cannot anymore be maintained.

Finally, Guéron’s second hypothesis (that body-part NP's in the IPC contain a PRO
determiner) forces us to postulate without any independent evidence that the French
definite article is ambiguous between a determiner and a pronominal. Moreover, there

' Guéron claims 1hat her analysis covers case 4 because gvoir “have' in (8)
subcatcgorizes for a small clause, and assigns a secondary locative theta-role 10 the subject elle.
She presents no independent evidence of the secondary nature of the theta-role assigned to its
subject by avoir. Nor does she explain why in either (8) or (9}. by opposition to all other cases,
the two members of the putative lexical chain are assigned theta-roles by two different
predicates (the predicative adjective bleus, and the verb avoir in (8)). Finally, the same analysis
cannol be generalized to (9), as mentioned in the text.
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are some cases, as mentioned in Authier, 1990, where the determiner of the body-part NP
is not defite. as shown in (2(h.

(201 Pauline lui a arraché quelgues/deux dents (Authier’s (18¢))

"Pautine pulled some/two of his/her teeth’

The ambiguity of the definite article Guéron posits must therefore be generalized either
to the entire set of “article™like French determiners. including a null article in sentences
like (200, if guelques and dewx are treated like cardinal adjectives, or to a denumerably
infinite number of quantifier determiners (since the upper-bound to the number of toes,
limbs and other body-parts 1s not grammatically determined). In both cases, we are lead
to multiplying the number of French determiners without any independent motivation.

2.2, Authier, 1994

Authier’s proposal is that French is a null subject language in the determiner
phrase (Dryas shown in (21);
(20 a e pro - son [ hiveell]

bl progli e [y hveell]
I (2tadthe ¢@-features of the null pro subject are identified with the determiner son. In
¢21by e in the e case, the identifier is a dative clitic or a null A” guantifier included
n the v or 1 the D complemients. The two possible mechanisms of pro identification
that apply in the case of (21b) are summarized in () below {(Authier’s (23)):
452! (1) pror is identified by the agreement features of the closest X” category which

head< an XP in which it is contained

(ii} pro is identified by an unselective operator which c-commands it.
In sentence (4), clause (i) applies and identifies pro to lui ‘to im’. In (6}, clause (ii)
apphes, and pro is identified by a null A’quantifier of a quantificational force equivalent
Wy aften.

Authier’s treatment is more reduced in scope than Guéron's. It only accounts for
cases 34 and band 7. Moreover, his account of cases 3a. and 3b. is seriously flawed,
Its two main shortcomings are apparent in sentences (22) and (23) :

5

(22)  Les livres Jui, sont tombés [, sur [, pro, [ le] | . pied]
(231 Jai luvé les cheveux, a Marie, (Guéron’s (72b))
(24)  a. *Elle en a pensé aux dangers. ‘She thought about the dangers of it’

b. *Elle en a pensé |, aux dangers pro]
Authier’s proposal predicts that in (22) the null pro in SPEC of DP is identified by the

dative chitic /re “to him’ across the boundary of the PP phrase headed by swr. This
lentification of pro violutes the well-known constraint on French clitics that they cannot

* Authier specifically mentions case 1 and case 4a., and claims that both cases should
not be considered nstances of the 1PC. | do not have the space to counter his arguments in detail
here. Let me simply mention that case | is entirely productive within its semantic class, contra
Authier’s claim. In any case, Authier’s proposal does not cover cases 2, 3¢, 4b, §, and 6.
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wentfy a pro element across a PP boundary (see (24a)). Moreover, Authier’s account
predicts that the e pro in the IPC requires a CLITIC identifier in non-generic contexts, a
prediction which (23) contradicts. Both facts strongly argue against the hypothesis that
the 1 is a case of pro identification by a clitic (or an unexpressed generic A’-quantifier),
Final confirmation of this conclusion is found in German. German has the same
e construction as French, as I mentioned above. But in German the pronoun
corresponding to fuf or se in (4) or (15) is demonstrably not a clitic auached to the verb,
as shown by sentence (25) where the dative pronoun is coordinated to a full NP. Clause
(i} of the identification principle, cannot therefore apply to the similar German facts:

(25)  Sie kdmmte sich und den Kindern die Haare
she comb.pST refl.DAT and the children.DAT the hair
‘She combed her hair and that of the children’

2.3 Vergnaud and Zubizarreta, 1992

Vergnaud and Zubizarreta's account of the 1pC is embedded in a comprehensive
theory of noun denotations which I cannot review here. 1 only focus on its consequences
for the analysis of the 1pC. Their account of the IPC does not rely on PRO control and chain
formation, as Guéron’s or pro identification, as Authier’s, but on predication theory.
Their basic claim is that in sentences like (4), the entire body-part DP subcategorizes for
a subject requirement corresponding to the possessor argument. This subject requirement
left unsatisfied within the DP is satisfied via predication, i.e. co-indexing of the DP with
the clitic fur in (4). Vergnaud and Zubizarreta explain the Jocality of the IPC (see section
1.2} by appealing to a general constraint on predication that the predicate and its non-
strucriral “subject” mutually m-command each other at s-structure.” This last constraint
on predication is too strong and severely limits the empirical coverage of their account.

As they note, the mutual m-command condition on predication prevents their
analysis from directly covering case 1, since the subject of (1) is not m-commanded by
the object body-pan predicate. Like Guéron, they propose that (1) undergoes reanalysis.
As I mentioned earlier, such a move is entirely ad hoc. Moreover, reanalysis usually
veeurs at L, whereas the predication relation must hold ex hypothesi at s-structure. It is
unclear how LI reanalysis can help in the satisfaction of a structural condition on
predication that must be checked at s-structure.

Many other cases not mentioned by Vergnaud and Zubizarreta, also violate the
constraint that the predicate and its binder m-command each other at s-structure. Case 2
is an obvious cxample, assuming. as is generally accepted, that instrumental phrases are

“ In fact, 10 cover cases 3a and 3 b, Vergnaud and Zubizarreta must stipulate that
expletive determiners and so-called case-marker prepositions like a do not count when assessing
the m-command relation. Such a stipulation, which is partly semantically based, calls into
question the alleged structural nature of the constraint on the two niembers of the predication
relation.
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eencrated within (or adjoined to) the VP, S0 ares case 4 and 6.° Case 5 is an even more
glaring counterexample to the mutual m-command constraint, since in sentences like (11)
the body-part predicate is the object of a vr-internal P and is bound to the subject of the
clause. Finally, case 3c. is only covered by Vergnaud and Zubizarreta via some added
stipulations which have no application outside the 1PC.

Although. this brief critique of Vergnaud and Zubizarreta's article does not do
justice to some of their claims, notably concerning what they call the necessary
distributivity effect of the 1pC, the previous remarks should make clear that their solution
is seriously flawed too. Note that, as the two other analyses I reviewed in this section,
Vergnaud and Zubizarreta’s account does not treat the relationship between the body-part
and the binder of its possessor as & “strict” anaphoric relation, i.e. as the same kind of
relation instantiated by a reflexive anaphor and its antecedent. By contrast, the analysis
I prapose in the next section assumes that the relation involved in the IPC is of a purely
anaphoric nature. and does not differ in kind from the relation which holds of an ordinary
reflexive anaphor and its antecedent,

3. The 11 as a strictly anaphoric phenomenon

The analysis I propose has two parts, First, I assume body-part nouns in the IpC
contin i anaphiong referential-index which correspond to their possessor argument. In
other words. they specify that the filler of their possessor argument must be co-referent
wilh another Ne. T is not crucial for my present purposes how this anaphoric referential
index is introduced. In the attribute-value grammatical framework within which I work,
G {see Fillmore and Kay, 1993), it results from the combination of body-part nouns
with the construction represented in Figure 1 in the Appendix where subscripts in italics
in front of feature-matrices corresponds to the type of object denoted by the matrix (see
Pollard and Sag. 1994 on typed feature structures). Without going into the technical
details of this attribute-value matrix, the construction depicted in figure 1 introduces an
anaphoric dependency corresponding to the possessor argument in the lexical structure
of body-part nouns. This dependency is indicated by the presence of one element in the
set-value of the TO-BIND aftribute whose reference or INSTANCE value is structure-shared
with the referential index of the possessor argument (see the circled #7 in the diagram).”

“ Note that sentences like (13) do not require the presence of a clitic, as shown in {i).
Iiven if clitics are adjoined to 1 at s-stucture, the mutal m-command requirement on predication
it s-strocture s Therefore violated by case 6:

(1) *Ursule a qui Ia langue démangeait d’avoir & répandre ia nouvelle’ (Balzac). 'Ursule

whao way anxious to divulge the news’

" T cannot detail here the general mechanisms through which binding dependencies
present in lexical entries or introduced by constructions are resolved within CG. Suffice it to say
that the member of the TO-BIND set in Figure | is passed up the constituent-structure tree by a
general convention on binding features (i.e. on members of the TO-BIND set) similar to the slash
percolation convention in GPSG or HPSG. It is then instantiated on the relevant predicate and
identifies one of its argument (i.e. the element of the valence set in figure 1) as the antecedent
of the anaphor which introduced this member of the TO-BIND set.
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The anaphoric dependency would probably be introduced by other means in other
frameworks. It could be the result of a lexical rule applying to body-part nouns, as would
probably be done in UPSG. Or the anaphoric index could be that of an empty category
generated under the N” headed by the body-part noun. In other words, this null possessor
anaphor could be the pure anaphor equivalent of null object pro analyzed in Rizzi. 19%6,
as illustrated in the (simplified) labelled bracketing in (26):

126) s loee l€ [ [ vied] [ e/ +ana; -pronl 1]1]

The important point for e is that body-part NP’s contain such a reflexive-like anaphoric
dependency and that specific binding conditions are attached to it. I call this dependency
the possessor anaphor, to make clear it corresponds to the possessor argument of the
hody-part.

This possessor anaphor selects-~ as Dalryniple’s work shows any anaphoric
dependency does—- a set of specific binding constraints, in patticular, a specific binding
dosnain, 1 briefly mentioned in section 1.2 that the particular domain within which this
reflexive must be bound is the next predicative phrase up, or cquivalently what
Dualrympie calls the Minimal Complete Nucleus domain. This constraint is represented
in the diagram in the value of the DOMAIN attribute (i.e. [PRED +]). As such, the 1pC
possessor reflexive behaves very much like many other cross-linguistically attested
reflexive anaphors, except for its absence of phonological manifestation.

What makes this constructionally introduced anaphor more interesting, though,
is that it also imposes a very specific semantic constraint on its binder. The constraint is
represented in figure 1 in the RESTRICTION attribute of the semantics of the binder (i.e.
of the relevant part of the member of the TO-BIND seti. To model the semantic condition
the antecedent must obey, I make use of the notion of active-zone discussed in
Langacker. 1984. My specific definition of active-zone is given in (v )

v} The active zone of an entity x is that portion of x which is directly involved in

the participant-role x plays in a situation s.

In other words, | define the predicate active-zone as a three place predicate which holds

of an entity x, a part of that entity ¥, and a situation one of whose participant-role is
played by x. Sentences (27)-(29) illustrate the meaning of the active-zone predicate:

(27)  Your dog bit my cat (Langacker’s (5a))
(28)  Roger peeled an orange (Langacker’s (6h))
(20)  Roger blinked {Langacker’s (6a))

In (27). the dog’s active-zone is his mouth; in (28) the active-zone of the orange
is its outer surface, and in (29) Roger’s active-zone is his eyelids. Note that, in
conformity with the definition in (v), the determination of the active zone of the dog in
(27) tits moulh) depends on its role in the event, namely its being the biter. As a bitee,
it active-zone. like that of the cat in (27), would be different. This dependency of the
notion of active-zone on the role the entity plays in a given situation has one important
consequence. To two different participant-roles often correspond two different active-
rones, even when a single individual satisfies the two semantic roles.

Let’s see now how the active-zone predicate applies to some of the sentences
given in section 1.1. In sentence (3, the hand is that part of Jean’s body directly involved



in s pushing the ball. Similarly, if Marc advances his foot (sentence (1)}, the foot is the
part of Marc’s body accomplishing the move forward. Note that in both cases, the body-
part is the active-zone of the referent of the NP which binds the possessor reflexive. My
claim is that the active-zone relation just observed for cases 1 and 2 holds generally for
all potential binders of the possessor reflexive. This condition is expressed as clause (ii)
of (&)

(5) Constraints on the set of possible binders of a body-part np:
An Np, can bind the possessor anaphor contained in a body-part Np, iff:
(i) NP, and NP, belong to the same predicative domain.
(iiy It s true (in all possible worlds) that the body-part is the active-zone of the
referent of NP, with respect to the participant-role of NP, in the situation.

Let’s now consider the other cases mentioned in section 1, and check that the
active-zone constraint properly licenses the binding of the possessor anaphor by the
relevant NP, as well as exclude improper binding of the possessor anaphor, as in (14).
Cases 3a and 7 and sentences (14) and (15) illustrate the importance of referring to a
given pantwipant-role in the definition of the active-zone predicate. In the ungrammatical
{14y the possessor of the patient body-part is bound to the agent subject. The active-zone
constraint rules eut (14) since the body-part, the feet here, is not the body-part used by
Marc as s agent,” In the grammatical (15), on the other hand, the patient body-part is not
hound to the agent subject but to an affected dative reflexive. This kind of dative
vomplement. as is well-known, satisfies an affected-party role in both French and
German (see Barnes, 1985, among others). This time, the active-zone constraint is
satisficd by the binder since the body-part is indeed critical in assessing the affectedness
of the referent of the dative reflexive. Sentence (15) is therefore grammatical.

The contrast between (14) and (15) illustrates the partial second-order nature of
the active-zone predicate. Although the subject and the reflexive marker in (14) and (15)
denote the sume individual. only the dative reflexive is compatible with the active-zone
constraint because it satisfies a different semantic role than the subject.

In that respect, the possessor anaphor is not radically different from other
anaphors. Other cases of second-order semantic conditions on antecedents have been
recorded in the literature. Dalrymple, 1993, for example, argues that the Norwegian
reflexive yep discussed in Hellan, 198%, semantically constrains its binder to bear a
higher theta-role on the thematic hierarchy than the theta-role of the NP it binds. In the
case of Norwegian seg too, the semantic condition the anaphor imposes on its binder
mentions the role its referent plays in the event and not merely its identity. What sets the
Freuch and Gernnan possessor anaphor apart, though, is the fact that the constraint is not
rednceable 10 a simple hierarchical condition on the respective roles of the antecedent and

¥ Note that the ungrammaticality of (i):

(1) *Marc, a lavé les mains,. ‘Mare, washed his hands’
where Marc could be using his hands in washing his hands, is accounted for by the requirement
in clause 1i. of (&) that the active-zone constraint be true in all possible worlds.



the anaphor. The condition is a full-fledged semantic predicate similar to the kind of
sermntics associated with lexical iterns. In fact, the active-zone constraint functions very
much tike a modifier would: it restricts the relation the denotation of the antecedent can
have to both the event it is a participant of and the body-part of which the anaphor is an
arginnent,

The contrast between (14) and (15) also illustrates the fact that the active-zone
consraint often leads to predictions identical to those made by Guéron’s single primary
theta-role condition. When both the body-part and the binder satisfy two primary-roles,
they cannot form a lexical chain. But then, as we have seen with (14), typically, the
body-part is also not critical in defining the participant role played by the binder and the
aclive-zone constraint is not met either, The major exceptions to this generalization are
the “natural gesture” case, and case 6. In the “natural gesture” case, the agent both acts
on the body-part (via its nervous system), and the body-part is the portion of the agent’s
body where its activity wnanifests itself. In case 6, the body-part both causes some
physical-discomfort to the person, and is the locus of this discomfort. In both instances
the body-part is the active-zone of the antecedent, eventhough they satisfy different
pranary theta-roles. The semantically weaker active-zone constraint thus covers cases |
and 6, which Guéron’s revised theta-criterion either leaves unexplained (case 6) or only
cxphitins via un ad Aoc reanalysis process (case 1),

The active-zone constraint also explains case 4. where the body-part and the
aniccedent of the possessor anaphor are assigned theta-roles by two different predicates.
Case 4 illustrates a trivial satisfaction of the active-zone constraint. I assume that (part
of} the semantic representation of sentences like (8) is us in (€), where I use a neo-
Davidsonian representation for conveniznce:

3] inctlienably-possess (5) /A possessor (s, Marc) A pussessed (s, eves) A blue-rin (1)

A blue-object (1, eyes)

i other words, I assume that the use of avour present in (8) exemplifies a lexical entry
whose semantics is that of (inalienable) possession and which subcategorizes for three
complements: a subject and object NP's satisfying the two argument positions of the
possession relation and a secondary predicate predicated of the direct object.”

If these assumptions concerning the lexical semantics of avoir in (8) are correct,
the subject. Marc_ trivially satisfies the active-zone constraint. The possessed body-part
is obviously that portion of Marc’s body critical in assessing whether it satisfies the role
of nalienable-possessor of the body-part. Sentences like (9) are explained along the same

* This assumption, which differs from the usual GB8 azsumption that avoir in (8) is an
existential predicate. is motivated by two facts. First. it relates this use of avoir to other uses of
the same verb where it indisputably denotes a relation of possession Second. we can account
for the fact that in sentences like (8} the direct object NP must denote an object which can be
inai.enably possessed by the denotatun of the subject (body-parts, broadly speaking). Both facts
ara left unexplained by the existential analysis of wvoir.
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fines, i we assume that they semantically involve an (inaneliable) possession predicate.'

Turning now to the remaining cases, the active-zone constraint is clearly satisfied
by the direct object Marc in sentence (7); Marc’s nose is the portion of his body involved
in his being a patient of the hitting event. Case 3b. and sentences (6) is more interesting,
since in this case there is no overt binder of the possessor anaphor. To understand (6),
we must compare it to (4) or (15). In sentences like (4), the dative clitic is an instance of
the general French affected dative hinking pattern, as mentioned above. This complement
is thus an indirect object and designates an entity affected by the event denoted by the
verb, As such, it satisfies both the syntactic and thematic conditions on arbitrary object
proin Romance discussed in Rizzi, 1986. We therefore expect arbitrary object pro to be
able to apply to the affected dative binder of the possessor anaphor exemplified in (4) and
(15), provided the third condition on object pro in Romance is met, namely that the verb
is used in 2 generic context. As noticed already by Authier, this is what happens in (6),
which contrasts with the ungrammatical (30), where the context is not generic:

€3y *Cette longue marche hier a fait enfler les pieds
this long walk yesterday have PR make.PPT swell.up the feet
“This long walk yesterday made my feet swell up’ (intended meaning)

Finally, in sentences (10 and (11) which illustrate case 5, the main verb either
directly denotes a relation of holding or wearing or denotes a relation which entails such
avelwion. Soin (10} avoir could be replaced by tenir ‘to held” without any change in
truth-conditiona) semmantics. In (11), the action of putting entails as an end-state a
sitation where Marc has or wears a scarf around his neck. In both cases, the body-pan
is the portion of Marc’s body involved in his playing the relevant participant-role in the
sitation: it is the hand which holds the cigarette and the neck which holds the scarf.”!
The active-zone constraint is therefore satisfied by the subject.

" Twe facts justity this last assumption. First, the adverbial phrase without any marker
alternatex with the same phrase preceded by gvec ‘with’ (see (i}), a well-known surrogate of
avair in many languages (see MeCawley, 1983):

(1} 11, est parti aveq le visage en larmes. “He left in tears’
hie be.pi leave prF with the face in tears
tii) *S1 on trouve quelqu’un les yeux hagards, on saura que c¢’est lui’ (Valérie10/08/93)

‘1f we find somebody with wild eyes, we'll know it’s him’
Sccond, phrases like la 1éte haute can occur as a secondary predicate or the main predicate of
a small clase complement to verbs like trouver (ii). In this context, they function as a
predicative phrase, and subeategorize for a subject which must be interpreted as the possessor
of the body-part. as the gloss of (i) suggests. In other words, they function exactly like the vp
headed by avoir in (X},

" Note that, as mentioned in the text, the active-zone predicate in case 5b. applies not
1o the relation denoted by the main verb, but to a relation which is entailed by the relation
denoted by the main verb. The statement of the body-part construction diagrammed in Figure
1 st be slightly altered to accomodate such cases. | cannot enter the details of this technical
modification here.
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Counclusion

1 have now answered the iwo questions 1 raised concerning the relation between
Muarc and le pied in (1). (i) Marc binds a possessor anaphor included in the structure
associated with fe pied. (ii) Marc (and more generally binders of possessor anaphors)
mst occur in the next predicative phrase up, as well as satisfy a semantic condition, the
active-zone predicate.

Neither of these specific constraints is qualitatively different from the constraints
selected by other anaphoric elements cross-linguistically. In that sense, I have reduced
the complex and as yet not satisfactorily acounted for IpC facts to a variation on well-
known cross-linguistic themes.

Bur the specific semantic condition at play in the (PC and its interaction with
ordinary binding principles is of a larger theoretical significance. Phenomena like the 1pC
suggest that natural Janguage grammars can impose semantic conditions on syntactic
phenoniena like binding. Semantic information, including complex thematic information,
wiust therefore be available for the statement of such constraints independently of the
projection of a predicate argument-structure onto d-structure, conird the claim made in
Belienti and Rizzi. 1988 or Grimshaw, 1990. Conversely, grammatical frameworks like
G, Hese or Categorial Grammuar, which claim that syntax and semantics are associated
directly and locally and that semantic information is available at any point in building
linguistic strocture receive suppornt from the existence of constructions like the 1pC.
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The Syntax of Predicate Clefts: A Case Study from the
Predicate Cleft Construction in Korean

Rhanghyeyun K. Lee

University of Connecticut

1. Introduction

Koopman (1983) analyzed the predicate cleft (PC) construction in Vata as a case of
a verb movement. An essentially same point was made by Baltin (1991) and
Larson and Lefebvre (1990). However, while the movement possibility for X°
category is generally more restricted than that for XP category. the PC Construction
is known to exhibit an apparently unbound dependency between the initial verb and
its twin, unless a syntactic island intervenes. In this paper, I argue that the PC
Construction can be analyzed as a case of XP movement with XP movement
properties rather than an exceptional case of X° movement with XP movement
properties. The argument is based on the PC Construction in Korean.

2. Properties of the PC Construction

The example (1) shows that in the PC construction of Vv ata. it addition to a verb
in the sentence-initial position. an identical twin of the verb appears in the verb's
normal clausal position.

(1) ngOnU n ka bl ngOnlU a:
sleep you FUT-ASP now sleep Q
‘Are you going to SLEEP now?” (Koopman ¢ 1983, chapter. 6, (1b)))

(2) shows that the initial verb and its twin can be separated by an apparently
unbound distance.

(2 yi O wa na a Yyi
come s/he want NA we come
'S/he wants us to COME"’ (Koopman (1983, chapter. 6. (14d)))

(3) and (4) illustrate that the relationship between the initial verb and its twin
respects syntactic islands.

(3) *taka [ n wa [npfoto, [¢mUmU [gn taka bO aba [ypel;]]l]
show  vou like picture IT-IT  you showed-REL Aba
"You like the picture that you SHOWED to Aba.’

(Koopman (1983, chapter. 6. (15b))) (Complex NP)
(4) *nyE a nl [ zE a  ka-o kofi nye] yi
give we NEG-ASP thing we FUT-ASPREL Kofi give know

"We don't know what to GIVE to Kofi!'
(Koopman (1983, chapter. 6. (192))) (Wh-Island)
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Larson and Lefebvre (1990} discussed the PC construction in Haitian Creole, as
illustrated in (5).

(5) Se kouri Jan s kouri.
It-is  run John  run
It is run that John did (not, e.g. walk).'

The PC construction in this language shares the properties of that in Vata. In
addition, in this language, ambiguity arises when the predicate in the normal
position contains a complement. The sentence in (6) is three ways ambiguous.
Contrast can be understood with respect to a verb as in (a), a whole verb phrase as
in (b}, and a complement as in (c).

(6) Se manje  Jan manje  pen an.
It-is eat John eat bread  Det.

a. Tt is eat that John did with the bread (not. e.g. bake).’
b. 'It is eat the bread that John did (not, e.g. wash the dishes).’
c. 'Tt is the bread that John ate (not, e.g. the apple).’

3. Previous Analyses

Even though the PC construction exhibits island effects, which are characteristics of
movement, a question to ask with respect to this construction is, 'What moves'? A
movement process is usually suspected when an element occurs in a position
distinct from its normal position, and the normal position is phonologically empty.
In this case, however, the focused position and the normal position are both
lexically occupied by the same verb.

Koopman {1983} proposes to decompose movement into copying and deletion.
The copying operation is the operation that is sensitive to island constraints, After
the verb is successive cyclically copied into the spec of each CP, the copied verb in
the spec of each intermediate CP deletes. The initial verb, however, cannot delete
due to the ECP. The initial verb, being a theta-role assignor, is not theta-governed
and thus would have to be antecedent-governed, in order to satisfy the ECP, if
empty. However, antecedent-government from Comp, Koopman (1983} argues, is
not possible in Vata, as evidenced by the fact that wh-movement from a subject
position always requires a resumptive pronoun as in (7).

(7) alO;  Oy*e] vE mO ye la?
who  he-RES/*[e] saw you PART WH
"Who saw you?

The PC construction, in Baltin's {1991) view, 1s akin to the relative clause.
Just as a wh-word must move to a position close enough to the head noun phrase in
a relative clause, Baltin (1991) argues that in the PC construction a sentence-internal
verb moves at LF to a position close enough to the sentence initial verb (which is
base-generated in the spec of CP), namely to a position adjoined to Comp. The
sentence (1) will have D-structure in (8) and LF representation in (9).
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(8) [ [ngOnUl e (1 [npndly [ kal [y [4 bI [y [y ngOnUJIN] [ all]

| [ Tvp | |
n ! U1 VP ngOnU a
ka !

On the other hand, Larson and Lefebvre (1990) argue that, in the PC
construction, at LF the lower predicate replaces the higher one in accord with the
Full Interpretation Principle of Chomsky (1986 b). During this replacement. if only
a lower verb is raised, then we get the reading where the verb is focused (6ay; if a
lower VP is raised, then we get the VP-focus-reading (6b): the object-focus reading
{(6¢) comes when a lower VP is raised and then an object is raised from it as in (10).

(10) Se [pen an}; [manje ¢ ;i Jan ]
4. Head Movement Constraint

So far I briefly reviewed Koopman (1983). Baltin (19913, Larson & Lefebvre
(19903, All of these analyses agree in one point. Namely. the PC construction
involves movemnent of the head level {Verb) category .

However, the movement possibility for the head level category is noted to be
more restricted than that for adjuncts, which is in turn more restricted than that for
arguments. (11) shows that adjuncts can move unboundly.

(11) How do you think that Bill solved the problem 1.?

If heads and adjuncts behave alike with respect to movement possibility, it should
be true that heads also move unboundly. However, adjunct-like unbound
movement of the head level category as in (12) results in an ungrammatical
sentence.

(12) ** Have he thinks that Bill would t solved the problem ?

In fact, Travis (1984 observes that movement of the head level category is much
more bound than that of XP in that the head level category cannot move over
another head levef category. The deviance of (14), in contrast with (13), shows the
effect of the HEAD MOVEMENT CONSTRAINT of Travis (1984) (which is later
subsumed under RELATIVIZED MINIMALITY in Rizzi (1990) and the economy
principle MAKE SHORTEST MOVEMENT in Chomsky (1992)).

{13) a. Has Fred enjoved that ? )
b. [cp [ has;] [ip [np Fred | [y [1 51 lve v ti] [vp [v enjoyed } Inp
that J]]1]
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(14) a*Have Fred would enjoved that ?
b. [CP [C havei] [IP [Np Fred] [I' [3 would ] [VP [V t i] [\;p [V enjoyed ]
[np that 11111

(15) Head Movement Constraint

Movement of a zero-leve] category B is restricted 1o the position of a head
o that governs the maximal projection y of B, where @ theta-governs or L-
marks v if o = Comp. (from Chomsky (1986a, 71))

Noticing this problem. Baltin (1991) proposes (i) that Head Movement
Constraint is reducible to the ECP and (ii) that the LIKE-ATTRACTS-LIKE
CONSTRAINT does not hold at LF.

(16} The Like-Attracts-Like Constraint (LALC)

When they move. phrasal categories adjoin to phrasal categories, and
nonphrasal categories adjoin to nonphrasal categories. (Baltin 1982)

The LALC will prevent iiave from adjoining to VP in the derivation of (14) and so
the barrierhood of VP cannot be voided. Thus. the trace of have cannot be
antecedent-governed. resulting in a violation of the ECP. On the other hand, the
LALC does not hold at LF and so a head ngOnU can adjoin to VP during the LF
derivation of (1) as in (9). Now, there is no barrier between this VP-adjoined
position and Comp. Thus, the trace of ngOnU can be antecedent-governed with the
ECP satisfied and therefore (1) is well-formed.

This is one possible way to explain the unbound dependency in the PC
construction, if the PC construction truly involves the head movement. Another
possible way is to assume with Ian Roberts (1991) that there are two types of head
movement. One is the genuine morphological cases of head-to-head movement
such as noun incorporation and affixation, where excorporation is not possible.
The other is cases like cliticization. where excorporation is possible. The unbound
head movement in the PC construction will belong to the latter cases. On the other
hand. if the PC construction involves XP movement, which looks like head
movement superficially, one way to capture the properties of the PC construction is
to assurmne movement of VP-operator as in Laurent Dekydtspotter (1992). In the
next section. based on the PC construction in Korean. I will suggest another way to
go under the assumption that the PC construction involves XP movement.

5. The PC Construction with XP movement
5.1. The PC Construction in Korean

{17) illustrates the PC Construction in Korean: a verb appears sentence-initially,
with its twin in the verb’s normal position.

{17y ilk-ki-nun John-i chayk-ul  ilk-ess-ta.
read-Ki-fp  John-nom. book-acc. read-ins-SE
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a. 'It is read that John did with a book (not, e.g. sell).’
b. ‘It is read a book that John did (not. e.g. wash the dishes).’
c. 't is a book that John read  (not, e.g. the newspaper).’

The initial verb is followed by a nominalizer -k{ and a focus particle -nun. As the
translation shows, the sentence is three-ways ambiguous as in Haitian languages.
The dependency between the two verbs is unbound as shown in (18) unless a
svotactic island intervenes as in (19) and (20).

(18) ilk-ki-nun Mary-ka John-i chayk-ul ilk-ess-ta-ko  malhavessta.
read-KI-fp M.-nom J.-nom. book-acc. read-tns-SE-Comp said

a. "It is read that Mary said John did with a book.’, b. ... ¢. ...

{19} *ilk-ki-nun Mary-ka [[ John-i e ilk-un ] chavk-ul] chackoissta.
read-Kl-fp M.-nom  J-nom. read-PNE book-acc. is-looking-for

a.'It is read that Mury is looking for a book that John did with.. b. ...,
¢. ... {relative clause)

(20) *ilk-ki-nun, Mary-ka [John-i ku chavk-ul  ilk-ki-ceney]
read-KI-fp M.-noni. J.-nom. that book-acc. read-KI-before
panwhan-ul yokuhayessta.

recalled
a. 'Tt is_read that Mary recalled the book before John did with that book.’,
b. ... ¢. ... (adjunct clause)

Interestingly, there is a variant of (17) as shown in (21). where both of two
verbs occur sentence-internally.

21y John-i ilk-ki-nun chayk-ul  ilk-ess-ta.
John-nom.  read-KI-fp book-acc  read-tns-SE

a. 'Tt is read that John did with a book (not, e.g. sell).’
b. 'Tt is read a book that John did (not. e.g. wash the dishes).’
c. 'Tt is a book that John read (not. e.g. the newspaper).’

This variant is also three-ways ambiguous as shown in the translation. Let us call
{17y type as Type I PC Construction and (21} type as Type II PC Construction.

5.2. XP-movement
One possibility to get the island effects in Type [ PC construction is to derive Type I
PC Construction from Type [I PC construction, by preposing Verb-nominalizer-

focus particle complex to the sentence-initial position as in (22).

[a)) [V-KI-fp] [ .. t V-tense..]
kN |

Now, consider the pair (23) and (24).
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(23) [chayk-ul  ilk-ki-nun] John-i [LGB-lul  ilk]-ess-ta.
book-acc. read-KI-fp John-nom.  LGB-acc. read-tns-SE
‘It is LGB that John read.’

(24) John-i [chayk-ul  ilk-ki-nun] [LGB-lul  ilk]-ess-ta.
John-nom. book-acc. read-Ki-fp LGB-acc. read-tns-SE
‘It is LGB that John read.'

(23) shows that not only a verb but also an object of that verb can appear in the
sentence-initial position. If Type I PC Construction is derived from Type Il PC
construction, the involved movement in deriving (23) from (24) is clearly an
instance of XP movement.

Given this, going back to the pair (17) and (21), I suggest that the involved
movement there can also be XP movement. Saito {1991, class lecture) defined a
resumptive pronoun as in (25).

{25y X can be a resumptive pronoun iff there is Y such that

i) X and Y are coindexed

i1y X does not c-command Y.

ii1) X is not more referential than Y.
iv} X 1s a member of R.

{26} R = the set of "least referential” overt non-anaphoric expressions.

In accord with (25}, chavk 'book’ in (24} can be a resumptive expression. chaxk is
not more referential than LGB: chavk can be a member of R: chayk can be
coindexed with LGB: chavk does not c-command LGB, assuming the structure

(27) for (24).1

(27
VP
/\__ Vv .
.

VP~ (Z) Np " \Y
NSV ki) LB read
ab|ook relad ‘1“
)lé

Now, given that an overt resumptive pronoun can appear in the PC construction, it
is possible to re-represent (21) as in (28) with a covert resumptive pro. (17), then,
is derived from (28) by XP movement as in (29}.

IRefer to Kang (1988) for the assumed structure.
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(28) John-i [ pro ilk-ki-nun ]  {[chayk-ul ilk]-ess-ta.
John-nom. read-KI-fp book-acc read-tns-SE (<--- (21))
(29) [pro ilk-ki-nun | John-i t [ chayk-ul  ilk]-ess-ta.
read-Kl-fp John-nom, book-acc. read-tns-SE

l | (<= (17)

To be more specific about the categorial feature of the XP, I suggest that it is
NP-shell dominating VP. (24), where the verb i/k- assigns an accusative Case to
its own argument chayk, implies that the verb in the verb-nominalizer complex
retains its verbal feature internally.

(24) John-1 [ chayk-ul ilk-ki-nun] [LGB-lul  ilk]-ess-ta.

The contrast between the verb-nominalizer complex in the PC construction and a
lexically nominalized verb? as shown in (30} to (33) also indicates this.

(30) 'V [+stative] -ki' in the PC construction
Mary-ka  yeppu-ki-nun  yeppu-ta
M.-nom.  preuy-KI-fp pretty-SE
‘Mary IS PRETTY"
(31) *lexical nominalization of 'V [+stative] -ki':
*yeppu-ki: pretty-KI: ‘prettiness (?)’
{32) *modifier + 'V-ki' in the PC construction
*Mary-ka pparun ilk-ki-nun chayk-ul ilk-ess-ta.
M -nom. fast read-KI-fp  book-acc. read-tns-SE
‘intended meaning; Mary did READ A BOOK SO FAST!
(33) modifier + lexically nominalized "V-ki':
a. po-ki: see-KI: ‘example’
b. Mary-nun hangsang parun  po-ki-lul sayongha-n-ta.
M.-top.  always right example-acc. use-N-SE
‘Mary always uses a right example.’
(30) shows that in the PC construction -ki can be attached to a [+stative] verb,
while (31) shows that -kf cannot nominalize a [+stative] verb lexically. While a
lexically-nominalized verb can be modified by nominal modifiers such as

adjectives, relative clauses, numerals as in (33), modifying a verb with -ki in the
PC construction, results in an ungrammatical sentence as in (32).

21 borrowed the criteria for a lexically nominalized verb from Yoon (1989).
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On the other hand. the external distribution of the verb-nominalizer complex in
the PC construction, such as occurring in an NP-position and taking nominal
morphologies such as delimiters (focus particles), suggests that the verb-
nominalizer complex in the PC construction acts as a nominal with respect to its
external category. This mixed property of the verb-nominalizer complex in the PC
construction, that is, the internally verbal and externally nominal property can be
captured structurally as in (34}, by adopting the NP-shell structure in the sense of
Kang (1988).

(34)
VP
/""—-...___ V.
Np— T
VP~ TN NP — v
P ! ! |
NP A% ki LGB read
| i
a book read

5.4. Focus operator Movement

So far, I argued that if Type I PC construction is derived from Type II PC
construction. the involved movement can be analyzed as movement of XP with a
(covert resumptive pronoun rather than movement of the head level category.

In this section. I argue that the three-way ambiguity shown in the PC
construction can be captured by the focus operator movement.

It is argued in Yang (1973). Kim (1989). Nishigauchi (1986, 1990}, Watanabe
(1991) that a quantifier in Korean and Japanese consists of an indeterminate
expression and a particle as shown in (35) and that this particle gives a
quantificational force to the whole noun phrase.

(35)
a quantifier an indeterminate a particle
dare-ka 'someone’ <---  dare -ka
dare-mo ‘everyone' <---  dare “mo
nani-mo 'anything’ <---  nam -mo
{Japanese)
nwukwu-nka 'someone’ <---  nwukwu -nka
nwukwu-na ‘everyone’ <---  nwukwu -na
amwu-to 'anybody’ <---  amwu 1o
(Korean)

Based on this, Watanabe (1991}, proposing the internal structure (36) for a
quantifier, argued that the particle as a head of DP determines what kind of an
operator appears in the DP spec and this null operator in the DP spec actually does
the semantic job for a quantifier.



274

(36)
Dp
i |
inderterminate  particle (Watanabe 1991

Extending this analysis to the PC construction, I suggest that a focus particle
gives a quantificational focus force to the whole projection. In the structure (375, a
focus particle as a head of DP will motivate a focus operator in the spec of DP and
this focus operator will do a semantic job.

7
OP —" ——— D.
[-+focus] NP-" T D

™ |
VP N fp

ON

Suppose that the focus operator can be coindexed with a verb, with a whole VP, or
with a resumptive object. In addition. suppose that, for the appropriate
interpretation, this focus operator should be in the spec of a Focus Phrase (FP), or
more generally Polarity Phrase in terms of Culicover (1991). in accord with a

focus-criterion in (3832
(38) The Focus-Criterion ( or The Polarity-Criterion}

A. A focus-operator must be in a spec-head configuration with an X {+focus].
B. An X [+focus] must be in a spec-head configuration with a focus-operator.

Borrowing formats from Larson and Lefebvre (1990). the LF representation of the
sentence (21) will be (3%9a), with its interpretation (39b) and the mapping to focus
and presupposition {39¢).

(21) John-i ilk-ki-nun chayk-ul  ilk-ess-ta.
John-nom.  read-KI-fp book-acc  read-tns-SE

a. Tt is read that John did with a book (not, c.g. selly.
b. It is read a book that John did (not. e.g. wash the dishes).’
<. 'It is a book that John read (not, e.g. the newspaper).’

38ee Rizzi 11991) for THE WH-CRITERION.

4Alternaively, movement of the focus operator is motivated by focus-feature-
checking in terms of the Checking Theory in Chomsky (1992).



(29) a. [Fp Op‘ [.. 4. Q.. ] 1
b. [ X %= Op } { Xi..&i...]
¢c. Op; = Q-RESTRICTION

X .. (for some x;) = Q-SCOPE

i}

FOCUS
PRESUPPOSITION

The reading of (21} will vary from (21a) to (21¢) in accord with the choice of o
which ranges over the set {a verb, a resumptive object, a VP}.

Positing the focus operator and its movement to the spec of the FP to explain
the three-way ambiguity of the PC construction, has another welcome result in
capturing the island effects in Type II PC construction as in (40} and (41), where
nothing moves overtly.

(40) ™*Mary-ka [[ John-i ilk-ki-nun ilk-un ] chayk-ul] chacko-iss-ta.
M.-nom J.-nom. read-Kl-fp read-PNE book-acc. is-looking-for
It is read that Mary is looking for a book that John did with.’
(relative clause)

(41) 7*Mary-ka [John-i ilk-ki-nun chayk-ul ilk-ki-ceney]
M.-nom J.-nom. read-KI-fp book-acc read-ki-before
panwhan-ul yokuhayessta
recalled
‘It is read that Mary recalled the book before John did with that book.’
(adjunct clause)

In fact, the island effects shown in (40} and (41) are more general phenomena
related with clefting without overt movement. Huang (1982) observed that the
clefted element may not occur within a relative clause or a sentential subject as in
(42) and (43).

(42) *[wo xihuan [shi Zhangsan mai de gou]]
I like FM ‘buy DE dog
"*] like dog that it is Z. that bought." (relative clause)

(43) *[[Zhangsan shi mingtian  lai ) mei guanxi]
FM tomorrow come no matter
'*That it is tomorrow that Z. will come does not matter.’ (sentential subject)

(44) and (45) show that the same fact holds in Korean.

(44) 7"Mary-ka [John-i ku chayk-un ilk-ki-ceney] panwhan-u} yokuhayessta
M.-nom J.-nom. that book-fp read-ki-before recalled
‘Mary recalled the book before John read THAT BOOK." (adjunct clause)

(45) 7?Mary-ka [{ John-un ilk-un ] chayk-ul] chacko-iss-ta.
M.-nom J-fp read-PNE book-acc. is-looking-for
‘Mary is looking for a book that JOHN read ' (relative clause)

The ungrammaticality of the sentences (42-45) is due to movement of the focus
operator out of an island.
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Assumning the same sort of the focus operator movement in Type 1 PC
construction t00.5 I suggest that the variation between Type I PC construction and
Type II PC construction comes from the optionality of the condition (46).

{46) A quantificational operator, its associated D head, and an indeterminate
expression all have to be directly (not through a trace) related at SS.
(Watanabe 1991)%

Suppose that the condition is on. After movement of the focus operator at 85, the
rest of DP with the D head and the indeterminate expression (VP with a semantic
variable in it) sheuld then adjoin to the operator at S-structure. This will result in
Type I PC construction with overt movement of DP (dominating VP). On the other
hand, suppose that the condition is off. After movement of the focus operator at
58, the rest of DP will adjoin to the operator at LF. This will result in Type I1 PC
construction with covert movement of DP. Alternatively, the variation between
Type I PC construction and Type I1 PC construction is due to scrambling of DP in
Type [ PC construction, even though this analysis is hard to be extended to the non-
scrambling languages.

6. Summary

In Korean, there are iwo types of PC construction. T argued that the three way
ambiguity of these two types of PC construction can be captured by positing
movement of the focus operator in the spec of DP. I suggested that the variation
between Type I PC construction and Type II PC construction is due to the
optionality of the condition (46) or due to scrambling. In any case. the involved
movement, I argued, can be analyzed as movement of XP with a {c)overt
resuinptive pronoun rather than movement of the head level category. It is an
interesting open question to be worked on whether the PC construction in Vata and
Haitian Creole, which is similar to Type 1 PC construction in Korean, can be
argued to be derived from the structure similar to Type II PC construction in
Korean.
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Event and Control Structures of
the Japanese Light Verb Construction

Tadao Miyamoto
University of Victoria

1. Introduction

The topic of this paper is Japanese suru constructions. There are two types
of suru 'do’ constructions: incorporated and unincorporated forms, as in (1). The
verbal noun (VN) and suru form a morphological word in the incorporated form. In
the unincorporated form, a verbal noun phrase is marked by accusarive, o.

n
a. Incorporated form:
Taroo ga Hanako ni bara © PUREZENTO-suru.
HNOM to rose ACC  present-do
b. Unincorporated form:
Taroo ga Hanako ni [bara no PUREZENTO] 0 suru.
NOM to rose GEN present ACC do
“Taroo presents roses to Hanako.'
This paper concerns the unincorporated form. As in (2), there are three different
ideas concerning the semantic weight of siru in the unincorporated form.
(2)
(i) VN-o sury =heavy (e.g. Terada, 1990)
(i) VN-o surg = light (e.g. Yamamoto, 1992)
(iii) VN-o syry = either light or heavy  (e.g. Grimshaw and Mester, [988)
[ will opt for the first possibility that swru is a heavy verb.

The outline of the paper is as follows. First, I will review Grimshaw and
Mester's (1988) Transfer Hypothesis and point out its problem. Second, 1 will
show that aspect plays a significant role in characterizing the unincorporated suru
construction (which 1 will simply refer to as suru constructions hereafter). Third, I
will provide evidence that the suru construction is a control structure.

1.1. Transfer Hypothesis
O-marking obeys strict locality. Thus, for example, the head of an NP is not

allowed 1o assign a O-role outside its domain, as schematized in (3).
(3) (Grimshaw and Mester, 1988: 206)

{ NP [NIe NP lvp
T 11 2

Japanese has productive instances of what looks like an instance of the 8-marking
in (3).
1C))
Taroo ga murabito ni fookami ga kuru 10 no KEIKOKU] ¢ shi-ta.
NOM villagers to  wolf NOM come COMP GEN warning ACC do-PAST
“Taroo warned the villagers that the wolf was coming.’

in (4), the verb, suru 'do’, somehow lets the head of its direct object 8-mark its
clausal NPs, To account for such a complex predicate formation, Grimshaw and
Mester (1988) posit the Transfer Hypothesis: when a Sino-Japanese nominal is
taken as the head of an Object of suru, some or all of the arguments of the nominal
are transferred into the argument structure of swr, as exemplified in (5).
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(5)
a. KEIKOKU ‘warning’ (Agemt, Goal, Theme)
b. stru ‘do’ ( ) <acc>
¢. KEIKOKU ‘warning' (Theme) + suru (Agent, Goal) <acc>

Grimshaw and Mester (1988) then claim that there are three generalizations or
constraints tmposed on Transfer, as in (6).
(6) (Grimshaw and Mester 1988: 215)
(i) At least one argument apart from the subject must be outside the NP
(il) The subject must always be outside the NP
(iii) For Nouns that take a Theme and a Goal, if the Theme argument is
realized outside NP, the Goal must also be realized outside NP

1.2. Problem of the Transfer Hypothesis
The basic problem of the Transfer Hypothesis is that it has a very limited
application in accounting for suru-constructions: it can account only for those with
ditransitive and some transitive VN's. In other words, the Transfer Hypothesis
does not account for why the suru-construction is incompatible with unaccusatives,
as in (7i), psycho verbal nouns, as in (7ii), and also with certain verbal nouns, such
as (7iii). It does not really explain why a PP cannot be inside the Pred NP, as in
(7iv). It does not account for why when an argument is realized inside the
accusative-marked Pred(icational) NP, the whole NP functions as an Object of
suru, as in (81), while when no argument is realized inside the domain, the NP fails
to function as an Object of suru, as in (8ii). Also, the Transfer Hypothesis does not
explain why the Subject of suru must always be an Agent, as seen from the
ungrammaticality of the sentences in (9); and given this fact, it does not explain
why the external argument of verbal nouns is always phonologically null.
&)
(i) *Kodomo ga [TANJOO] o shi-ta.
child NoM birth ACC do-PAST
“The child was born.’
(i1) *Hanako ga Taroono  kooi ni [KANDOO] o shi-ta.
NOM  GEN kindness to delight ACCdo-PAST
"Hanako was delighted with Taroo's kindness.*
(iii) 7*Nisoo wa ryooseitachi kara |sono zasshi no BOSSHUU] o shi-ta.
nun TOP dorm-students from that magazine GEN confiscation ACC do-PAST
“The nun confiscated the magazine from the students in the dormitory.
(iv) *Taroo ga [Tokyo ¢ no RYOKOO] o shita.
NOM to GEN travel ACC do-PAST
"Taroo made a trip to Tokyo.'
(8) (i) [+Passivization)
Taroo ga murabito ni [ookamiga kuru 10 no KEIKOKUlo  shi-ta.
NOM villagers 1o wolf NOM come COMP GEN waming ACC do-PAST
(1) [-Passivization]
Taroo ga murabito ni ookami ga kuru to  [KEIKOKLN o shi-ta.
NOM villagers to wolf NOM come COMP warning ACC do-PAST
"Taroo wamned the villagers that the wolf was coming.’
(9) (Terada, 1990: 108-111)
a. Goal Subject:
*Hironaka hakase wa nooberu shoo no JUSHOO o shi-ta.
docter ToP Nobel  prize GEN receiving ACC do-PAST
'Dr. Hironaka received a Nobel prize.'



b. Insmument Subject:
*Dainamaito ga gunjikichi no BAKUHA o shita,
dynamite NOM  base GEN blasting ACC do-PasT
Dynamite blasted the military base.'
(10
a. VN = *Unaccusatives *Psycho-predicates, and certain (aspectual) types
b. *[ PP VN]
c. NP VN] = OBJ
d [ @ VN] =*0BJ
e. {EC VN]
“exe>
g Agent [ VNJl-osuru
In the rest of the paper, I will attempt to account for all the facts listed in
(10). T will show that suru imposes on the Pred NP an aspectual constrain that its
event type can only be Activity (accounting for (10a,b)). I will then demonstrate
that the suru construction is a Control Structure (accounting for (10e,g)) and that
there are two types of suru control constructions: one is bi-predicational and the
other is mono-predicational (accounting for (10c,d)).

2. Internal Structure of the Pred NP
To demonstrate that aspect plays a significant role in characterizing the suru
constructions, I will examine the internal structure of the Pred NP. Unlike
Grimshaw and Mester (1988) who are concerned with how many arguments can be
realized outside Pred NP, 1 will be concemed with the internal structure of the Pred
NP, which can contain at most one (non-null) argument.! My speculation is that the
Pred NP is sensitive to the situation type of VN's, Based on Pustejovsky’s (1992)
Templetic Sub-event Analysis, I hypothesize that suru imposes an aspectual
constraint on the Pred NP that only Process (Activity) can be its event type. Thus,
the Pred NP is incompatible with States and Transitions (i.e. Accomplishments and
Achievements). In other words, the Pred NP cannot contain any element which
specifies a state or a natural end-point. Thus, as in (11), psycho VN's, whose event
type is State, cannot head Pred NP's.
(1
*Takashi wa Noboruno kooi  ni [KANDOO] o shi-ta.
TOP GEN kindness to delight ACC do-PAST
" Takashi was delighted with Noboru's kindness.'
Also, as seen in (12), the VN's whose event type is Transition cannot head Pred
NP’s.
(12
a.(Achievement)
*Sooridaijin 2a [SHIBOO] o shi-ta.
prime munister NOM death ACC do-PAST
The Prime minister died
b. (Accomplishment)
*Terorisuto ga [daijin  no SATSUGAI] o shi-ta.
terrorist NOM minister GEN  assassin  ACC do-PAST
"Terrorists assassinated a minister.'
However, Transition type VN's could be allowed to head Pred NP's if they do not
bring into the Pred NP's end-points which typically correspond to PP's, as in (13).
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(13)
a. Taroo ga Tokyo ni [RYOKOO] o  shi-ta.
NOM to  travel ACC do-PAST
b. *Taroo ga [Tokyoe no RYOKOO] o shita.
NOM to GEN travel ACC do-PAST
*Taroo made a trip to Tokyo.'
And, as is clear from (14), the VN's whose event type is Process have no problem
in heading Pred NP's.
(14)
Taroo ga [kuruma no UNTEN] o  shi-ta,
NOM car GEN driving ACC do-PAST
"Taroo drove a car.'

2.1. Application of Pustejovsky’s (1992) Templetic Model

In accounting for Event Structure of predicates, phrases, and sentences,
Pustejovsky (1992) postulates a representational model which consists of three
different templates: S(tate)-template, P(rocess)-template, and T(ransition)-template
which consists of a P-node denoting a process and an S-node denoting change of a
state. Examples of these templates are listed from (15) to (17).2
(15) State:

a. The door is closed. (Pustejovsky, 1992: §7)

b. ES:
I
|
LCS" [closed(the-door))
LCS: [closed(the-door}]
(16) Process:

a. Mary pushed the cart. {Pv.xstejovsky, 1992: 59)

b. ES:
€1....€n
LCS:  [act(m, the-cart) & move(the-cart)]?
LCS: cause(fact(m, the-cart}], [move(the-cart)])

(17) Transition (Accomplishment):
a. Mary built a house. (Pustejovsky, 1992: 60)
b. ES:

LCS": {act{m, y) & —house(y)] [house(]*
LCS:  cause([act{m, y)], become(house(y}))

2.1.1. Non-Problematic Cases

Examples from (18) to (20) show how Pustejovsky's templetic approach
can be applied to accounting for the Event Structure of the Pred NP. 1 will provide
no explanation for those non-problematic cases.> What is essentially shown by



these examples is that the Pred NP is compatible with a P-template but not with an
§- or T-template.
(18) Swate:
a. * Hanako; ga [EC; Taroo no KENOJo suru.
NOM GEN hate AcC do
‘Hanako hates Taroo.'
b. [EC; Taroo no KENO]
EC: S
|

€

|
1L.CS": {hate(h, )]

(19) Transition (Accomplishment):
a. *Terorisuto; ga [EC; daijin no SATSUGAI] o shi-ta.
terrorist NOM  minister GEN assassin ACC do-PAST
"Terrorists assassinated a minister,
b. {EC; daijin no SATSUGAI]

EC: 1” S

f
LCS': [act(r, m) & —~dead(m] [dead(m)]
(20} Frocess:
a. Taroo; ga [EC; kurumano UNTEN] o shi-ta.
NOM car GEN driving ACC do-PAST
'Tarco drove a car.’
b. [EC; kurumano UNTEN]

ES: P

LCS" [act(t, the-car) & move(the-car)]

2.1.2. Problematic Cases
A few problematic cases are discussed in this section. First, the event type
of, what I call, RYOKOO(travel)-type VN's can be either Activity or
Accomplishment, depending on whether their arguments which specify directional
end-points are included in the event structure or not. In other words, I assume that
the activity and its associated end-point of these VN's are detachable. As in (21),
this detachability accounts for why TRAVEL-type VN's can head Pred NP's if their
Goal arguments are not realized inside Pred NP's.
Zn
a. Taroo; ga Tokvoni [EC; RYOKOO]o  shi-ta.
NOM to travel ACC do-PasT
"Taroo made a trip to Tokyo.'

b. EC:
\\<P, T>7

|
[EC; R|YOKOO] Tokiyo ni
LCS: [travel(n)] [at(t, Tokyo)]
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Second, although I represent, what I call, AISEKI(1able-sharing)-type VN’s
in the same manner as TRAVEL-type VN's, as in (22), their Commitant arguments
do not specify namral end-points.?

22)
a. Taroo; gaHanakoto [EC; AISEKI] o shi-ta
NOM with  table-sharing acc do-pasT
‘Taroo shared a table with Hanako.'

b. EC: P/\
<P, T>

[EC; AISEKI] Hanako to

LCS’: [table-share(r)] [with(s, Hanako)]

Thus, their event compositions may appear to be irrelevant to aspect.
However, Talmy's (1991} notion of Action Correlating enables me to account for
their event composition in the same manner as TRAVEL-type VN's. Talmy (1991)
claims that there are five types of events all of which have the same single semantic
structure, as exemplified in (23}.9
(23) Motion:

a. The bottle floated into the cave. (Talmy, 1991: 488)

b.[the botle MOVED in to  thecave] DURING WHICH [it floated]

Figure  Activating Path  Ground Supporting Event
Process

Among the five event types, what is relevant to us is Action Correlating, an
example of which is seen in (24).
(24) (Talmy, 1991: 506)

a. I played the melody together with him.

b.[1 ACTed IN-CONCERT-WITH him] CONSTITUTED-BY [l played the melody)

Figure Activating Path Ground Supporting Event

Process

An important thing in (24) is that the second agency, him, can function as a Ground
or an end-point in the same sense as the culminative point, the cave in (23). In other
words, if we follow the spirit of Talmy's (1991) framework, both Commitant and
Goal can be regarded as an end-point. Treating the Cornmitant of AISEKI 'table-
sharing' as an end-point, my P-template hypothesis can account for why the
AISEKI-type verbal noun can head a Pred NP if it does not realize the Commitant PP
inside the Pred NP.

Third, what I call SHUURI(repair)-type VN's may be problematic.!® These
VN's are Accomplishments; thus they should assume a T-template which consists
of a P-node denoting an activity and an S-node denoting change of a state brought
about by such an actvity. Imponantly, these two sub-events are non-detachable
(Smith, 1991). Despite the fact that these VN’s have pairs of non-detachable sub-
events, theys can head Pred NP's, as in (25).

(25)
Taroo ga [kuruma no SHUURIJ o shi-ta.
NOM  car GEN repair ACC do-PAST
"Taroo repaired the car.’
Thus, these VN's seem to constitute counter-evidence for my P-template
hypothesis. However, I argue that they do not because when these VN's head Pred
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NPs, they necessarily assume Process readings instead of Transition readings.
Evidence for this process-reading is Perfective Paradox (e.g. Singh, 1991), which
is exemplified by the semantic congruity of (26b) in contrast with the semantic
incongruity of (26a).
26
a. VN-suru:
* Taroo wa kuruma o SHUURI-shi-ta ga SHUURI deki-nakai-ta.
TOP car ACC repair-do-PAST but repair-can-NEG-PAST
“Taroo repaired the car but (he) could not repair (it).’
b. VN-o suru:
Taroo wa [kuruma no SHUURIJ o  shi-ta ga
TOP car GEN repair ACC do-PAST but
SHUURI-deki-nakat-ta.
repair-can-NEG-PAST

"Taroo repaired the car but (he) could not repair (it).’
The reason why the unincorporated suru form has such Perfective Paradox is
simple. The initial clause in (26b) does not, as part of its meaning, denote the state
of a car having been repaired; rather it denotes the activity which is supposed to
have led to its completion. This activity, however, did not reach its end-point; this
failure was expressed by the second clause. In other words, unincorporated suru is
able to force the Pred NP to assume a P-template reading. Consequently, the VN's,
such as SHUURI 'repair' do not constitute counter-evidence for my P-template
hypaothesis.

3. Summary

The P-template imposed on the Pred NP can provide the suru construction with
an essential characterization. First, being incompatible with {change of} a state, this
P-template must have a syntactically overt Volitional Actor who can carry out the
semantic content of the P-template; and this requirement is imposed as the Agent
requirement for the matrix Subject. Second, because a PP-attachment brings about
an event shift of Transition, the P-template accounts for why a PP cannot stay
inside the Pred NP, a fact which Grimshaw and Mester {1988) hold as following
from the first generalization in (6). Third, because a Theme argument need not incur
an event shift, the P-template accounts for why Theme can be inside the Pred NP,
the very fact which leads Grimshaw and Mester (1988) 1o claim (erroneously) that
the third generalization in {(6) involves the Thematic Role Hierarchy. Fourth, the P-
template accounts for why even Theme cannot be inside the Pred NP when a VN
specifies the event type of Transition.

4. Control

Showing that Grimshaw and Mester's (1988) first and third generalizations
concern not Thematic Role or the Argument Structure of the Pred NP but Aspect or
the Event Structure of the Pred NP, I will demonstrate that the second
generalization in (6) has to do with the fact that the suru construction is a Control
Structure (cf. Matsumoto, 1992). Prerequisites of this Control Hypothesis are (i)
that suru is not thematically empty as Grimshaw and Mester {1988) claim and (ii)
that the external argument of the VN which functions as an embedded predicate is
not lexically suppressed as Grimshaw's (1990} A-adjunct Hypothesis advocates.
To demonstrate that the suru construction is none other than a Control Structure, |
will also examine the properties of the null-subject of the Pred NP and show that
the null-subject has predominantly [+anaphoric] properties.
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4.1, Classification of Suru-Constructions

(27) lists all the suru constructions; both the incorporated form (type 0) and
the unincorporated forms (types 1, 2, and 3). As for type 1, although I do not
provide evidence here, it involves neither result nominals nor complex event
nominals but simple event nominals, which are non-predicational (cf. Grimshaw,
1990). As for type 2 and type 3, mono-predicational type 3 differs from bi-
predicational type 2 in two respects. First, the Pred NP of type 3 does not realize
any (non-null) argument inside its domain. Second, as seen in (28), the accusative-
marked NP does not behave like a legitimate Object in that it fails to undergo
various syntactic processes. These two facts suggest that the Pred NP of type 3 is
nzot an independent syntactic constituent but part of a word-formation with suru.
@7
a. Suru-Constructions

{Type 0)
VN-suru VN-o0 suru

Non-Contro! Suru Control Suru
(VN=Non-Predicate) (VN=Predicate)

Bi—Pre(fiicational Mono»P{’mdicational

Type ] Type 2 Type 3
b.

(i) Type O

Ya ga matoni MEICHYUU-suru,

arrow NOM target 1o hit-do

‘An arrow hits a target.’
Gy Type I:

Taroo ga tenisu o suru.

NOM tennis ACC do
"Taroo plays tennis.’

(iil) Type 2:
Taroo; ga [EC; Ainu-go no KENKYUU] o suru.
NOM language GEN research accdo
"Taroo studies the Ainu language.'
(v) Type 3
a. Taroo; ga Tokyoni [EC; RYOKOO] o  shi-ta.
NOM 1o travel ACC do-PAST
"Taroo made a trip to Tokyo.'
(28)
(1) Scrambling:
*[EC; RYOKOO] 0 Taroo, ga Tokyo ni  shi-ta.
travel ACC NOM to do-PasT
‘Taroo made a trip to Tokyo.'
(ii) Passivizaton:
*{EC; RYOKOO] ga Taroo; niyotte Tokyo ni  s-are-ta.
travel NOM by to do-PASS-PAST

‘(lit.)A trip was made by Taroo to Tokyo.’



4.2, Evidence for Control
The main evidence for control has to do with the Projection Principle, as
exemplified in (29).
(29)
a. swu (x ()
Agent Theme
b. KENKYUU 'research’
(x $2))
Agent Theme
¢. Taroo; ga [EC; Ainu-go no KENKYUU] o suru.
NOM language GEN research AcC do
"Taroo studies the Ainu-language.’

First, as for the Argument Structure of suru, we have already seen Terada'’s
(1990) examples in (9) which suggest that suru licenses Agent as an external
argument. Also, the Pred NP of type 2 behaves as a legitimate Object NP, as clear
from (30), indicating thus that the NP is associated with the internal Theme
argument of suru. Hence, suri must be associated with the Argument Structure of
<Agent Theme>.

(30)
{1) Scrambling:
[EC; Ainu-go  no KENKYUU] o Taroo; ga shi-ta.
language GEN research ACC NOM  do-PAST
‘Taroo studied the Ainu languge.’
(ii) Passivization:
[EC; Ainu-go no KENKYUU] ga Taroo; niyotte s-are-ta.
language GEN research NOM by do-PASS-PAST
‘The Ainu language was studied by Taroo.’

Second, VN's are also associated with external arguments. In (31), the VN
1s prefixed by the Subject honorific, go-. The presence of go- indicates that the VN
phrases must have Subjects (which may be pro). The obligatory presence of
Subjects, in turn, suggests that at the level of Argument Structure, VN's are
associated with lexically unsuppressed external arguments.

31

a. Sensei no seito no go-HIHAN.
teacher GEN student GEN HON-blame
"The teacher's blame of the student.’

b. *Seito no sensei no go-HIHAN.
student GEN teacher GEN HON-blame
"The student's blame of the teacher.’

C.pro seito no go-HIHAN.

student GEN HON-blame
'(some honorable)pro's blame of the student.’
d. HIHAN ‘blame’ (x (y)
Agent Theme

The nominal adjunct clauses in (32) are another piece of evidence. When
VN's are suffixed by aspectual markers, such as chuu 'while’, arguments of VN's
can be case-marked verbally. The presence of the nominative-marked external
arguments in (32) suggests that the VN is associated with an external argument at
the level of Argument Structure.
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(32) (cf. Iida, 1987)
Hakase; ga Ainu-go 0 go-KENKYUU-chuu,
NOM  language ACC HON-research-during
ichi-seito  ga kenkyuu o  boogai  shi-ta.
one-student NOM research ACC sabotage do-PAST
'While the scholar had been studying the Ainu language, a student sabotaged
his research.’
Thus, VN's are associated with external arguments and so is suru. The fact that out
of these two external arguments, only on¢ is phonologically realized is an indication
that type 2 is a control structure.

4.3. Anaphoric Null-subject

Showing further that the type 2 construction involves control, I will
examine the binding feature of the controlled null-subject. 1 will employ
coreferential possibility, split antecedent, and sloppy identification as tests. These
tests are listed from (33) to (35), all of which indicate the anaphoric nature of the
controlled null-subject.

4.3.1. In Type 2

First, as for coreferential relationship, the controlled null-subject exhibits a
prototypical characteristic of [+anaphor] in that, as seen in (33), it has the closest
(Subject) argument as a controller while having no possibility of an arbitrary
reading.

(33)
Hanako; wa [Taroo; ga [ECj»jm; Ainu-go no KENKYUU] o suru} to  it-ta.
TOP NOM language GEN research ACC do COMP say-PAST
"Hanako said that Taroo was going to study the Ainu-language.’

Second, a split anteceden: test also indicates that the controlled null-subject
is [+anaphor]. The test I employ is a kycoedoo(joint)-test. The prefixization of
kyoodoo- forces the null-subject of the VN to find a split antecedent. Unlike (34b),
the possibiliry of a split antecedent is ruled out in (34a) where kyoodoo- is prefixed
to the VN which heads a matrix Object; an indication of this is that the controlled
null-subject of the Object Pred NP is an anaphor.

(34)
a. *Hanako; ga Taroo; ni {ECyy; [EC Ainu-go no KENKYUU] no
NOM to language GEN research GEN
kyoodoo,4j -TEIAN] o shi-ta.
joint-proposal ACC do-PAST
‘Hanako made to Taroo a joint-proposal (with Taroo) of studying the Ainu-
language.’
b. Hanako; ga Taroo; ni [EC; [EC; Ainu-go  no kyoodoo;,; -KENKYUU]
NOM to language GEN joint-research
no TEIAN] o shi-ta. ’
GEN proposal ACC do-PAST
'‘Hanako made to Taroo a proposal of a joint-research (with Taroo) on the
Ainu-language.’

The last test for the binding feature of the controlled null-subject is sloppy
identification. As seen in (35), the type 2 suru construction does not allow a strict
reading. That is sore 'that’ in the second clause can refer only to the predicate but
not the proposition of the Pred NP, providing further evidence for the [+anaphoric]
status of the controlled null-subject.
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(35)

a. Taroo; ga [EC; Ainu-go no KENKYUU] o si, Hanako mo sore o shi-ta.
NOM language GEN research Acc do too that ACC do-PAST

"Taroo studied the Ainu-language and so did Hanako.’

b. Taroo; ga murabito ni [EC; ocokamiga kury to o KEIKOKU] o si,
NOM villagers to wolf NOM come COMP GEN warning AccC do

Hanako mo sore o  shi-ta.
too that ACC do-PAST

“Taroo warned the villagers that the wolf was coming and so did Hanako.'

4.3.2. In Type 3
Because of restructuring (Rizzi, 1982; Burzio, 1986), from the morpho-
syntactic point of view the type 3 suru construction can be viewed as mono-
predicational. A question to ask, is whether control is still retained in this type of
suru construction? There are two tests, i.e., double-honorific marking and sloppy
idenzification, which do not clearly indicate the presence of such a control structure
because they are sensitive to word-formation. The other tests, however, suggest the
presence of the control structure even in type 3. I will simply list these tests in (36).
(36)
(i) Projection Principle: An Indication of [+Control]
a. suru (x 2))
Agent Theme
b. RYOKOO ‘traveling’
x )
Agent Goal

(1) Double Dependence (Burzio, 1986: 328-330): An Indication of [+Control]

77?Moodooken; ga Tokyo ni [EC; RYOKOO] o shi-ta.
guide-dog NOM to travel ACC do-PAST
‘A guide-dog made a trip to Tokyo.'

(iii) Double Honorification: Non-applicable
77?Shachoo; ga Tokyo ni [EC; go-RYOKOO] o nas-are-ta.
president NOM 10 HON-travel ACC do-HON-PAST
"The president made a trip to Tokyo.'

(iv) Coreferential Possibilities: An Indication of [+Anaphoric Control]
Hanako; ga [Taroo; ga Tokyo ni [ECj/»ji#¢x RYOKOO] o suru] to  it-ta.
NOM NOM to travel ACC do COMP say-PAST
‘Hanako said that Taroo would make a trip to Tokyo.'

(v) Split Antecedent: An Indication of [+Anaphoric Control]
*Hanako; ga {Taroo; ga Tokyo ni [EC;+; RYOKOO] o suru]to it-ta.
NOM NOM to travel ACC do COMP say-PAST
'(lit.)Hanako said that Taroo would make a trip to Tokyo together.'

(vi) Sloppy Identification: Non-applicable!!
777Taroo; ga Tokyo ni [EC; RYOKOQOQ] o si, Hanako mo sore o shi-ta.
NOM to travel accdo too that ACC do-PAST
"Taroo made a trip to Tokyo, so did Hanako.'
In sum, the controlled null-subject in type 2 and type 3 is an anaphor which
should have the following feature specification.!2
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37
{{+8-marked],[-Case], [+Governed (by surw)], [+Anaphoric])

5. Conclusion

In this paper, after pointing out the problem with Grimshaw and Mester's
(1988) Transfer Hypothesis, I have shown that aspect plays a significant role in
characterizing the unincorporated suru construction. That is, by focusing on the
internal structure of the accusative-marked Predicational NP, I have shown that this
NP cannot contain any element which specifies a state or an end-point. In the
second half of the paper, I have shown that the unincorporated suru construction is
a control structure and that there are two types of control suru constructions: mono-
predicational and bi-predicatonal constructions. Employing several tests, I have
then shown that the controlled null-subjects in these constructions have
predominantly {+anaphoric] properties.!3

Endnotes

! Due 1o the limitation in space, 1 am not able to demonstrate that the internal structure of the
Pred NP is not sensitive 1o Case, Thematic Role, and Grammatical Funciion.

2 In these examples, LCS' is Pustejovsky’s {1992) rendition of lexical conceptual structure and
LCS is Dowty’s (1979).

3 The notation “&" significs the simultaneity of the Iwo co-joined events: Mary’s action on the
cart and the movement of the cart.

41n (17), m{(Mary) acted on y(house) and this action brought about ‘—house(y)' into the state of
‘house(y)'.

5 In these representations, 1 assume that the Pred NP has a conwolled null-subject whose semantic
content is provided by the coindexed matrix Subject.

6 SHUCCHOO business-trip’ and DORAIBU ‘driving’ are other examples of this type.

7 The PP, <P, T> denotes a function from a process (0 a transition {(Pustejovsky, 1992:63).

B KISU kiss', KAIGOO meeting’, and SHOODAN ‘negotiating’ are other examples of this type.
9 Five Event Types (Talmy, 1991: 480):

Motion: e.g. The ball rolled in.'

Change of State: e.g. The candle blew out.'.

Temporal Contouring:  e.g. "They talked on.'

Action Correlating: ¢.g. 'She sang along.

Realization: e.g. "The police hunted the figure down.'

10 KENCHIKU ‘building’ and SEKKEI! 'designing’ are other exmples for this type.

11 The Pred NP is non-referential: hence, sore ‘that’ cannoi refer to the NP.

12 1 assume that this controlied null-subject is PRO, which is base-generated at Spec NP position;
hence it is [+0-marked]. To avoid nominal case, PRO moves to Spec DP; hence it is assigned
neither nominal case nor verbal case (i.e. [-Case]). Although PRO is not governed by an N since it
moved out of the domain of the N; it is govened from outside by suru. Thus PRO is governed.
This PRO always finds the subject of the immediately dominant clause as an antecedenl; hence it
is [+anaphor].

13 Due 1o the limitation in space, 1 am not able to provide formal analyses of type 2 and 3 suru
constructions. The analyses 1 have in mind treat suru as a control verb, which optionally involves
restructuring. Besides restructuring, which is represenied by Abstract Incorporation (Baker, 1988),
my analyses crucially depend on the P{rocess)-template, Double-accusative-Constraint, and VP-
adjunction, accounting for the suru constructions mostly in syntax.
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Temporal Adverbials in Japanese
Yoichi Miyamoto

University of Conuvecticut

1. Intreduction

In this paper, I examine Japanese temporal adverbial clauses, as exemplified
in{ly

(1) Mary-ga [John-ga kuru-mae-ni] kaetta.
-nom -nom come~before left
'Mary left before John came.'

Mivamoto (1993) argues that there is Op-movement involved within temporal
adverbial clauses, parallel to Larson’s (1987, 1990) analvsis of their English
counterparts. A piece of evidence presented there for the Op-movement hy-
pothesis comes from contrasts like the one in (2):

(2)a. John-ga [apy[Mary-ga [Billy-ga kurudaroo-to] yoscositeita]
=nom -nom ~nom come-will-that predicted

-mae-ni] karey-o  New York-de mikaketa.

before him -acc in saw
'John saw Billy in NY [before Mary predicted that he; would
come]

b. John-ga [apy[Mary-ga [np{Billy-ga kurudarco-toyuu]
-nom -nom -nom come-will-that

uwasal-o  kiiteita]-mae-ni] karej~o  New York-de mikaketa.
rumor ~acc¢ heard before him -acc in saw
'John saw Billy in NY [before Mary heard the rumor that he;
would come]

Crucially, (2a), but not (2b}, allows the interpretation that John saw Bill before
his scheduled arrival time, predicted by Mary. Observing the island effects in
{2b), 1 concluded that operator(Op)-movement is involved within temporal
adverbial clauses. For a detailed discussion of this topic, readers are referred to
Mivamoto {1993). Now, I turn to the question of where these clauses are located
structurally in the matrix clause. Hoji (1985} argues that temporal adverbial
clauses are base-generated between the subject and the object. Koizumi (1991)
shows that they adjoin to VP, based on evidence regarding whether or not they
can be within the scope of nepation.
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In this paper, two picces of evidence will be provided to support Koizumi's
claim that temporal adverbial clauses adjoin to VP. The first evidence comes
from what I call “the tense alternation phenomenon” in Japanese which is ex-
emplified in (3):

(3) Mary-ga ?kuru/kits ato-ni Bill-ga kuru(koto-ni
-nom come/fcame after -pnom c¢-ane that

natteiru )
it is planned
"(It is planned that) Bill will come after Mary comes.'

In (3}, although the two events described in the matrix clause and in the temporal
adverbial clause are future events, the tense of the verb in the temporal adverbial
clause can be either ‘past” or ‘non-past’. In contrast, English does not aliow this
alternation, as shown in {4}

(4) Ii. is planned that Bill wiil come aftes Mary comes/*came.

Here, the question is: where does this contrast hetween English and Japanese
come from?

The second picce of evidence | will present to support Koizumi's claim
comes from the contrast exemnplified in (3):

(5)a. Everv.mey left before hey predicted that Mary would arrive.
(Munn, 1991)

b. daremuy-ga [pplepproy [cpMary-ga kurudaroc-to] yosoositeital
everyone-nom ~nom arrive ~that predicted

-mae~ni] kaetta.
before left
'Fveryone left before he predicted that Mary would arrive.'

The interpretation of interest is that for every X; x is a person, X left before
Mary’s scheduled arrival tume, predicted by x. According to Munn (1991}, this
interpretation is absent in English. In contrast, it is available in Japanese. Then,
there is another contrast between English and Japanese temporal adverbial
clauses, which needs an account.

In the following section, the first contrast observed in {3) is discussed,
Section 3 contains discussion on the latter contrast shown in (8). Interestingly,
my accounts for these two contrasts suggest that Japanese temporal adverbal
clauses are adjoining to VP, Considering this, | discuss some consequences of
VP-adjunction of temporal adverbial clauses in Japanese in Secuion 4. Section 5
contains my concluding remarks.
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2. Tense Alternation Phenomenon
2.1. Data to be Examined

The tense alternation phenomenon exemplified in (3) is not alwavs permit-
ted. If the tense of the matrix verb is past, then this phenomenon cannot be
observed, as shown in (6). In this case, the tense of the temporal adverbial clause
must be past.

(6) Mary-ga “**kuru/kita sto-ni Bill-ga kita.
-nom come/came after =nom came
'Bill came after Mary came.’

The contrast between (3} and (6) shows that when the temporal adverbial clause
is headed by aro-de “after’, the matrix tense must be non-past to order 1o observe
the tense alternation in the temporal adverbial clause. In contrast, when the
temporal adverbial clause is headed by mae-ni ‘before’, we observe a difTerent
restriction. Consider {7a,b);

(7)a. John-ga [Mary-ga kuru/?(?)kita mae-ni] (sude-ni) tuiteita.
-nom ~nom come/ came before already arrived
'Before Mary came, John arrived.'

b. John-ga [Mary-ga kuru/**kita mae-ni} tukudaroo.
-nom -nom come/ came before will arrive
'Before Hary comes, John will arrive.'

Here, unlike {3) and (6), the tense of the matrix clause has to be ‘past’ 1o order
to observe the tense alternation in the temporal adverbial clause. Ag seen in (7b),
if the matrix tense is non-past, the tense alternation is not possible. Now, we can
summarize the tensc alternation possibilities as follows:

(8

| matrix tense |

|
r [« -nmmmmee o |
I

|past |non-past]|

|-=mmeee jrrmemmmee s 1

| before | yes | no |

|--=e-- e R B !
| after | no | yes |

- ;-

1 argue that the contrast observed in (8) follows from the analvses of tense put
forth by Abe (1991}, Enc (1985, 1987), Stowell (1993), and Zagona {1988, 1990,
1993}, together with the hypothesis that temporal adverbial clauses can appear
in VP.

2.2, The Analysis of Tense

Although 1 adopt Zagona's analysis of tense in this paper, I assume that
any of the above four predicative analyses of tense can equally account for the
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tense alternation phenomenon. Let me first illustrate the tense system for which
Zagona argues.

(9) JARG C Jrp T [vp ... Ii

Zagona argues that tense i1s a two-place predicate taking the arguments; ARG
and VP. ARG refers to the reference time and VP indicates the event time. T
is realized based on the temporal ordering between the reference time and the
event time. What is crucial here is that depending on the value of ARG, the
value of T varies. If the reference time precedes the event ume, T is realized as
non-past. If the event time precedes the reference time, T is realized as past.
Assuming that this predicative analysis of tense is correct, let me return to the
tense alternation phenomenon.

I claim that the tense alternation phenomencn occurs when ARG of the
temporal adverbial clause is bound by a diflferent tense head, and thus, it refers
to a different reference time. What are the possible T heads of the ARG in the
temporal adverbial clause? The matrix T which denotes the matrix event time,
and the matrix ARG (or the matrix C) which refers to the utterance ume. Then,
in order for ARG of the temporal adverbial clause to be bound by the matrix T
or the matrix ARG (or the matrix C}, there must be two positions available for
the temporal adverbial clause to appear; namely, VP-adjunction and
TP-adjunction. 1f the temporal adverbial clause is adjoining to VP, its ARG is
bound by the matrix T. In this case, the temporal erder is determined between
the matrix event time and the event time of the temporal adverbial clause. On
the other hand, if the temporal adverbial clause is adjoinmng to TP, its ARG is
bound by the matrix ARG (or the matrix C). Then, the temporal ordering is
determined between the utterance time and the event time ol the temporal
adverbial clause.

Let us examine temporal adverbial clauses headed by nue-ni as an illus-
tration.

(10} Tense of the Temporal Adverbial Clause headed by
mae=ni 'before’

| matrix tense |

|
| |=oemomreeennns |
|

| TP-adjunction |past |non-past|

Jrmenenmnnee |--enn- [---mmeee |
| VP-adjunction |non-past|non-past]

(11)a. {er ARTG lre [aov ARIG ceo Ilye ... 11 C

or

( ] ji )

b. [cp ARG {yvp [vp lanv A?G coe e o0l 11 'g]]
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First, if the temporal adverbial clause is adjoined to TP, the ARG takes the ut-
terance time as the antecedent, as shown in (11a). Thus, suppose that the event
of the temporal adverbial clause happens before the utterance time. Then the T
will be past. If this event takes place after the utterance time, it will be non-past.
In contrast to TP-adjunction, VP-adjunction forces a different realization of
tense.l In this case, the event time of the temporal adverbial clause is compared
with the matrix event time, as illustrated in (11b). Here, the lexical property of
mae-ni ‘before’ requires the matrix event to precede the adverbial event. Then,
with respect to the matrix event time, the adverbial event time is alwavs a future
event. Hence, the adverbial T is realized as non-past. The crucial point is that
whether or not the matrix event happens in the past (in other words, precedes the
utterance time), because of the intrinsic property of mae-ni ‘before’, the T of the
temporal adverbial is necessarily non-past. In the other situation where the ma-
trix tense is non-past, the T of the temporal adverbial is always non-past also.
This is because the event time of the adverbial is non-past, relative to either the
utterance time or the matrix event time. Hence, a contrast arises between ex-
ampiles Like (7a) and (7h).

Because of space limitations, 1 will not discuss examples like (6) which
contain are-de “after’. However, the possibility of the tense alternation again
follows from the adjunction site and the intrinsic property of ato-de, which re-
quires the matrix event to follow the adverbial event.

In sum, 1 have shown that given the analysis of tense incorporating refer-
ence time, in conjunction with VP-and TP-adjunction of the temporal adverbial
clause, the tense alternation phenomenon is nicely accounted for. I take this as
evidence that temporal adverbial clauses can adjoin either to TP or VP. This also
supports the analysis of tense incorporating reference time, put forth by Abe
(1991), Enc (1983, 1987), Stowell (1993), and Zagona (1988, 1990, 1993).

3. Bound Pronouns within the Temporal Adverbial Clause

As shown in Section 1, there is an interesting contrast between English and
Japanese temporal adverbial clauses with respect to the availability of bound
pronouns in the temporal adverbial clause. Consider (5) again.

{5)a. Everyone; left before he; predicted that Mary would arrive.
(Munn, 1991)

b. daremoj~ga |pplcpproy lcpMary-ga kurudaroo-to] yoscositeital
everyone-nom ~nom arrive =-that predicted

-mae-ni] kaetta.
before left
"Everyone left before he predicted that Mary would arrive.’

Munn (1991) argues that the unavailability of the interpretation that for every
X; X is a person, x left before Mary’s scheduled arrival time, predicted by x is due
to a violation of the Path Containment Condition (Pesetsky 1982, May, 1983).
Assuming Larson’s (1987, 1990) Op-movement analysis of the temporal adverbial
clause, there is a chain created by movement of the temporal Op ((i) in (12)). (I
assume that this Op originates in a TP-adjoined position.) 1f we further assume
that a quantifier creates a chain with bound pronouns ((ii) in (12)), then these
two chains cross each other, as iflustrated in (12);
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(12) [ypeveryone;|xp[1pty 1ef(t.]'[)rrbef°1‘e[cropz[xrhellcrtz]]]]]]
11

[ M

{12y is thus correctly excluded by the PCC. Then the question is: why is its
Japanese counterpart grammatical? If it created the same configuration, it
should be wrongly excluded. This strongly suggests that (3b) forms a different
structure. Suppose that Japanese temporal adverbial clauses can adjoin to VP.
Then, the structure would be as follows:

(13) [zpdaremoy[ypti[velper[cPOp2l1pproifeptz]]] mae-ni]
fyp kaetta]]]]

Mayv (1983) shows that if the bound pronoun is A-bound (by the trace of the
quantifier, for instance), it will not be counted as part of a chain relevant for the
PCC. Given this assumption, he accounts for WCO violations.

(14)a.7%[cpWhoy does [1p[nphisy mother] [yplove ty}]]
(i)

| (i) |

b. [cpWhoy [rptiloves hisy mother])
1043 |

In (14a). the two chains (or paths) are ()(N\NP, IP, CP) and (ii)( VP, IP, CP).
These violate the PCC, since each contains a node not contained the other. On
the other hand, in (14b), there is only one chain {or path}, May argues. Since
his is A-bound by the trace of the moved wh-phrase, it does not count as part
of the chain relevant for the PCC. Given this, in {13), the tail of the chain rele-
vant for the PCC is the trace of the moved quantified NP, and bound pro within
the temporal adverbial clause does not count as part of this chain, since it is A-
bound by the trace of the moved quantifier. Hence, two chains do not cross each
other at all, as shown in (15):2

(15) [ypdaremoy[spty[velrplceOp2[1pProi[cetz]]] mae-ni]

1..(id)_|
T (i)___|
{vp kaetta]]]]

Hence, the PCC is irrelevant in (13), and it is grammatical. Therefore, this con-
trast between English and Japanese can be accounted for, given that temporal
adverbial clauses are adjoined to VP. This further supports the claim that
temporal adverbial clauses in Japanese can adjoin to VP.

4. Consequences

In tlus section, [ examine the consequences which follow from the claim
that Japanese temporal adverbial clauses can adjoin to VP.

First, Murasugi (1991, 1992) argues that temporal phrases can appear in a
VP-adjoined position, based on the investigation of rclative clauses in Japanese.
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There is a clear contrast between relative clauses headed by locative/temporal
phrases and those headed by manner,;reason phrases with respect to island ef-
fects, as exemplified in {162a-d).

(16)a. [welzrlwpl1re1r ez mensetsu ~o uketa] gakuseij]-ga
job interview-acc received student ~-nom

minna ukaru] hiz]

all of them pass  day

"the day; that all of the students that received the job
interview t; pass’

b. [wplzpi{nplire1 e, mensetsu ~o  uketa] gakuseij]-ga
job interview-acc received student ~-nom

minna ukaru] kaigisitsup]

all of them pass conference room

"the conference room ; that all of the students that
received the job interview ty pass'

c'*[NP[IP[NP[IPel ey kubi-ni nakka] hito;}-ga minna
fired person-nom all

okotteiru] riyuup]

get angry reason

‘the reason; that all of the person who is fired t; get
angry’

d.*[wpl1p[nplizpe1 ez mondai -0 toita] gakuseij]-ga wminna
problem-acc solved students -nom all

shiken-ni ochiru] hoohooz]
exam fail method
'the method; that all of the students who solved the
problem t; fail the examination’
(Murasugi, 1991}

She argues that locative/temporal phrases are arguments of V or I, adjoining to
VP, and being arguments, they can be replaced by pro. Thus, the resumptive pro
strategy is available to them. On the other hand, manner/reason phrases are
adjuncts, and cannot be replaced by pro. So, the resumptive pro strategy is un-
available 10 these phrases. The present study further supports the claim that
temporal phrases, including temporal adverbial clauses, can appear in VP in
Japanese.

Another consequence is that Japanese may not have AGRoP. Let me stant
with (17):
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(17)*John-ga [otagaiy -ga denwa-sitekuru-mae-ni]
~nom each other-nom telephoned before

Mary-to-Susan;-o  mikaketa.

and ~acc saw
'(lit.) John saw Mary and Susan before each cther
telephoned. '

We have seen that when the tense of the temporal adverbial clause headed by
mae-ni ‘before” is non-past, it is in a VP-adjoined position. Then, the question
arises as to why (17) is ungrammatical. There has been a debate concerning
whether or not AGRoP exists in Japanese. For instance, Fukuhara (1993),
Nemoto (1993} and Tada (1992, 1993) argue that Japanese has AGRoP. Sup-
pose that Japanese has AGRoP. Then the LF representation of (17) would be

(18):

(18) [gpJohn {agroeilary & Susan [yplapv -.each other... |

fve - 1111

This is the ultimate LF representation. whether the object moves to AGRoP
SPEC in svntax or in LF. In this configuration, the anaphor is bound by the
moved object, thus, (18) would be expected to be grammatical. However, this
prediction is not borne out. Apparently, there is a distinction between the object
moving In syntax and the one raised in LF. The former makes the sentence
grammatical, while the latter does not. This is demonstrated by the contrast be-
tween {18) and (19). (19) involves the scrambling of the object in (ront of the
temporal adverbial <lause, and 1s grammatical.

(19) John-ga [{Hary-to-Susan];-o], [otagai; »ga denwa-sitekuru
=nom and -acc each other-nom telephomned

~mae-ni} tp mikaketa.

before saw

'(1it.) John saw Mary and Susan before each other
telephoned.’

Given that Conditnn A is an anvwhere condition, in the sense that it can be
satisfied at anv point of the derivation (Belletti and Rizzi, 1988), it is difficult to
make a distinction between the movement of the object in syntax and the one in
L¥. However, two options seem to be available. One possibility is that in ex-
amples Bike (17), Condition A must be satisfied by S-structure for some inde-
pendent reason. However, this position is at least conceptually undesirable under
the minimalist research program (Chomsky, 1992). The second, and most
promising approach seems to be that the object marker o is not a structural Case,
hence, it is not licensed by SPEC-head agreement in AGRoP. Given this, (158)
is not the correct LF representation for (17), Rather, (17), as it is, is the LF
representation. In this configuration, the anaphor cannot be bound by the ob-
ject, thus, (17) is correctly excluded. In contrast to (17), in (19), the object is
overtly raised to a position structurally igher than the temporal adverbial clause.
Thus, the object can bind the anaphor inside the temporal adverbial clause. {This
analysis must assume that the position in front of the VP-adjoined temporal
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adverbial clause is an A-position, thus it is qualified as an appropriate
antecedent. Leaving aside the technical details, I assume with Saito {1992) and
Tada {1993) that a VP-adjoined position can be considered an A-position.)

This analysis raises another question as to whether or not any contrast can
be observed between the nominative object and the accusative object. Tada
(1992, 19931 argues that the nominative object moves to AGRoP SPEC and is
licensed by SPEC-head agreement. His evidence comes from the foliowing con-
trast:

(20)a. John-ga migime -dake-ga tumu-re-ru. only > can
-nom left eye-only-nom close-can-present

b. John-ga migime ~dake-o  tumu-re-ru. can > only
-nom left eye~only-acc close-can-present
(Tada, 1992)

(20a) means that it is only his left eve that John can close, while (20b) means that
one of the things that John can do is to close only his left eve. In other words,
in (204), the nominative object takes wide scope over the affix re which means
‘can’. In contrast, in (20b), this affix takes wide scope over the accusative object.
Tada argues that there i1s an AGRoP structurally higher than the position of re,
and since the nominative object is licensed in SPEC of this AGRoP, 1ts position
is higher than re in LF.

Takahashi (1992) observes the same contrast in antecedent contained de-
letion {ACD). The following is an example of ACD in Japanese.

(21) [[Mary-ga [ype] yometa] muzukasii hon}-oy John-ga /mo
~nom could read difficult boock-acc ~nom/also

zibun-no kodomo-ni t; yometa.
self-gen child -to could read
'John could read the difficult book that Mary could to
his child.'
(Takahashi, 1992)

Leaving aside the details, he argues that in order to avoid infinite regress, the
phrase containing the variable must be raised by scrambling. However, he finds
that in examples with a nominative object, even without scrambling, the sentence
becomes better. Consider the contrast between (22a) and (22b):

(22)a.*John~ga /mo zibun-no kodomo-ni [[Mary-ga [vee]
-nom/also self-gen child -to -nom

yometa] muzukasii hon}-o  yometa.

could read difficult book-acec could read

‘John could read the difficult book that Mary could to
his child.’
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b.?John-ga /mo zibun-no kodomo-ni [{Mary-ga [ype]
~nom/also self-gen child ~-to -nom

yometa] auzukasii hon]-ga yometa.
could read difficult book-nom could read
'John could read the difficult book that Mary could to
his child.’
(Takahashi, 1992)

According to Takahashi, it is easier to get the sloppy reading in (22b) than in
(22a).
Bearing this contrast in mind, consider {23):

(23)a. *John-ga [otagaiy -ga wovsietekureru-mae-ni]
~nom each other-nom told before

Mary-to-Susanj-o wakatta (koto}).
and -acc recognized (fact)
'(1it.) Joukin could recognize Mary and Susan befcre
sach other told him.'

b.?*John-ga [otagaiy -g4 osiletekureru-mae-ni}
-nom each other-nom told before

Mary-to-Susan;-ga wakatta (kota).

and ~nom recognized (fact)
'(1it.) John could recognize Mary and Susan before
each other told him,’

As far as | can see, there is no clear contrast between (23a) and (23b). If this is
true, then neither the nominative obhject nor the accusative object occupies a
position structurally higher than the anaphor in the temporal adverbial clause.
Hence, the anaphor cannot be bound in LF. This suggests that there may be no
AGROP in Japancse.

This in wirn leads us to reconsider the examples in (20) and (22). It has
been observed since Kuno (1973) that stative predicates assign nominative
case.? In (20a), for instance, the stative potential affix assigns the nominative
case 10 the object. This is shown since if you replace the verb-the potential aflix
complex by the simple verb rumuru, the nominative marker cannot attach to the
object, as shown in (24) (Saito, 1993):¢

(24) John-ga nigime -dake-o /*ga tumuttas
-nom left eye-only-acc/nom closed
*John closed only his left eye.’

Given tlds, we can explain the scopal facts in {19) in the following way. Suppose
that in order for the object to receive nominative case, it has to be located in the
projection of a potential affix. Suppose further that the nominative object is
adjoined to this ¥P to receive nominative case. Then, it is outside the c-
command domain of the potential affix. Hence, it is outside its scope, thus, it
takes wide scope over the affix.
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Also, in (22), it may be the case that the projection of the potential affix is
structurally high enough for the nominative object to avoid infinite regress.
Thus, examples like {20) and {22) show that the nominative object is situated
structurally higher than the accusative object. However, whether this position
is SPEC of AGRoP remains to be seen, since examples like (17) and {23a,b) cast
doubts on the claim that Japanese has AGRoP.

5. Concluding Remarks

I began with two pieces of evidence showing that temporal adverbial clauses
can adjoin to VP in Japanese. The evidence from the tense alternation phe-
nomenon supports the predicative analysis of tense, which is argued for in Abe
(1991). Enc (1985, 1987}, Stowell (1993), and Zagona (1988, 1990, 1993). Also,
1 found an interesting contrast between English and Japanese temporal adverbial
clauses with respect to the possibility of bound pronouns.

Then, 1 discussed two consequences of my proposal. First, this study fur-
ther supports Murasugi’s (1991, 1992) claim that temporal phrases can appear in
VP. Second, | examined examples containing anaphoric binding, and suggested
that the nominative object, as well as the accusative object, is not licensed in
AGRoP by SPEC-head agreement. In addiuon, this supports the claim that
VP-adjoined positions can be considered as A-positions (Saito (1992), Tada
{1993)). not making use of AGRoP.

Notes

*] am indebted to Jun Abe, Hiroto Hoshi, Laure] Laporte-Grimes, Hideki
Maki. Roger Martin, Javier Ormazabal, Asako Uchibori, Hiroyuki Ura, Myriam
Uribe-Etxebarrna, kazuko Yatsushiro, and Karen Zagona for their judgements
and, or discussion. All remaining errors are, of course, my own responsibility.

1 ] assume that the Minimality Condition is operative in determining the
value of the AGR in the temporal adverbial clause. For much relevant dis-
cussion, see Chomsky (1986}, Chomsky and Lasnik (1991}, and Rizzi (1990).

2 For evidence that the temporal Op is involved in the temporal adverbial
construction in Japanese, sec Mivamoro (1993).

3 To be precise, Kuno (1973} argues that this nominative case assignment
takes place under government. For inadequacies of the approach incorporating
government, see Tada {1992, 1993).

4 Saito attributed this example to Murasugi (p.c.}.

References

Abe, Yasuaki (1991) Tense, Conditionals and Arbitrary PRO Interpretation in
Japanese. ms., Nanzan University.

Belletti, Adriana and Luigi Rizzi {1988) Psych-Verbs and Theta-Theory. Natural
Language and Linguistic Theory 6. 291-352.

Chomsky, Noam (1986) Barriers. Cambridge, MA: MIT Press.

Chomsky, Noam (1992) A Mimimalist Program for Linguistic Theory. MIT Oc-
casional Papers in Linguistics 1.

Chomsky, Noam and Howard Lasnik (1991). Principles and Parameters Theory.
Syntax: An International Handbook of Contemporary Research, eds. by J.
Jacobs, A. van Stechow, W. Sternefeld, and T. Vennemann. Berlin: Walter
de Gruyter.



02

Enc, Murvet (1985) Temporal lunterpretation. ms., University of Southemrn
Carifornia.

Enc, Murver (1987} Anchoring Conditions for Tense. Linguistic {nquiry 18
€33.638.

Fukuhaia, Masao (1993) Case Checking in Japanese. ms., Umniversity of
Connecticut, Storrs.

Hoji, Hajime (19835) Logical Form Constraints and Configurational Structure in
Japanese. Ph.D. dissertation, University of Washington.

koizumi, Masatoshi (1991} Svntax of Adjuncts and the Phrase Structure of
Japanese. MA Thesis, Ohio State University.

Kuno, Susumu (1973) The Structure of the Japanese Language. Cambridge, MA:
MIT Press.

Larson, Richard (1987) Extraction and Multiple Selection in PP. MIT Working
Papers in Linguistics 9. 119-136.

Larson, Richard (1990) Extraction and Multiple Selection in PP. The Linguistic
Review 7. 169-182.

May, Robert (1985) Logical Form: Its Structure and Dedvation  Cambridge,
MA: MIT Press.

Miyamoto, Yoichi (1993) The Temporal Construction m Japanese. Japancse
Grammar: The Second Annual Report. Department of Linguistics, Univer-
sitv of Connecticut. 29-44,

Munn, Alan (1991) Clausal Adjuncis and Temporal Ambiguity. Proceedings of
ESCOL 91. 265.276.

Murasugi, Keiko (1991) Noun Phrases in Japanese and English: A Swudy in
Svntax, Leamability and Acquisition. Ph.D. dissertation, University of
Connecticut, Storrs.

Murasugi, Keiko (1992) Locative Temporal vs. Manner'Reason Phrases,
Kinjyoogakuindaigakuronsyuu 33,

Nemoto, Naoko (1993) Chains and Case Positions: A Study from Scrambling in
Japanese. Ph.D. dissertation, University of Connecticut, Storrs.

Pesetsky, David (1982) Paths and Categories. Ph.D. dissertation, MIT.

Rizzi, Luigi (1990) Relativized Minimality. Cambridge, MA: MIT Press.

Saito, Mamoru (1992) Long Distance Scrambling in Japancse. Journal of East
Asian Linguistics 1. 69-118.

Saito, Mamoru (1993) class notes {rom Japanese Syntax 351-01. University of
Connecticut, Storrs.

Stowell, Tim (1993) Syntax of Tense. ms., UCLA.

Tada, Hiroaki (1892) Nominauve Objects in Japanese, Joumnal of Japanese Lin-
guistics 14. 91-108.

Tada, Hiroaki (1993) A/A-Bar Partition in Derivation. Ph.[3. dissertation, MIT.

Takahashi. Daiko (1992) On Antecedent-Contained Deletion. ms., University of
Connecticut, Storrs.

Zapona. Karen (1988) Verb Phrase Svntax. Dordrecht: Reidel,

Zagona, Karen (1990} Times as Temporal Argument Strucvure, The [ime on
l.anguage’ Conference, MIT.

Zagona, Karen (1993) Perfectivity and Temporal Arguments. The 23rd Linguis-
¢ Svmposium on Romance Languages, Northern Tlinois Lniversity.



Preverbal Subjects in VSO Languages
Virginia Motapanyane
University of New Brunswick

1. Introduction

The VSO language discussed in this paper is
Romanian. This language opted for the Null Subject
Parameter and displays a free alternation between SVO/VSO
word order. Current studies on Romanian grammar
{Dobrovie-Sorin 1987, 1991, Motapanyane 1989) agree in
considering VS0 as an unmarked word order obtained
through overt verb movement to inflection: the subject-DP
occuplies its base position, Spec,VP, whereas the verb
moves out of VP, and lands in a functional head. Since
marks of tense and agreement are discernable on the
verbal form, it is assumed that the verb moves cyclically
to T and Agr (Motapanyane 1989} or to the highest
inflectional level (I-head) carrying both [+tense] and
[{+agr] features {Dobrovie~Sorin 19%1).

The same studies disagree in accounting for the
syntactic operations that derive 8VO. Thus:

(i) Dobrovie-~Sorin 1991 claims that SVO follows from
left—-dislocation of the subject to Spec,IP; then, 8psc,IP
has & non-argumental status and is compatible with other
types of constituents undergoing left-dislocation.

{(ii) Motapanyane 1589 presumes that SVO follows from NP-
movement of the subject to Spec,IP, as commonly assumed
for Romance or some Balkan languages (e.g. Greek); then,
Spec,IP is an argumental position, compatible only with
subjects.

This paper will support the second hypothesis. In
order to demonstrate that Spec,IP has an A-status,
diagnostic tests will be applied to all preverbal
positions to which fronting is allowed. It will be shown,
first, that several left~dislocated constituents co~occur
in preverbal positions, and they observe a fixed
hierarchy. Second, it will be shown that unmarked
subjects do not compete with constituents marked as
Focus, that undergc wh~movement to a preverbal position;
the crucial arqument in this sense comes from the fact
that gquantified NPs in subject position co~occur with
quantified NPs marked as Focus. Finally, the A-status of
Spec,IP is confirmed by constructions with raising verbs:
the subject undergoes NP-movement vs. left~dislocation to
matrix Spec,IP, which explains the obligatory subject-
agreement on the matrix verb.



2. Data
2.1. The hierarchy of left-dislocated constituents

Constituents receive different readings according to
their placement in Topic or Focus: Topic carries old
information, and has little stress; Focus brings a new
piece of information, and carries the main sentence
stress. These two positions observe a fixed hierarchy, as
shown in (1):

(1) a. Scrisorile,, oare jeri le,~a primit Ion? (sau

astazi)?

letters-the Q yesterday them~has received John or
today

‘As for the letters, did John receive them
yesterday or today?’

b. Ieri, oare scrisori a primit Ion? (sau colet)
yesterday Q letters has received John or parcel
‘Yesterday, was it letters John has received or a

parcel?’
c.*Ieri, oare scrisori, 1le~a primit Ion? (sau
colet)
yesterday Q letters them-~has received John or
parcel

d. Scrisorile, ieri, oare le-a primit Ion?
letters~the yesterday @ them-has received John
‘As for the letters, yesterday, did John receive

them?’
e.*0are scrisori ieri a primit Ion? (sau colet,
astazi)
Q letters yesterday has received John or parcel
today

Oare, an optional guestion morpheme for root yes/no
interrogatives is placed in C. In relation to gare, Topic
adjoins to CP, whereas Focus lands lower than C: is Focus
adjoined to IP, in Spec,IP, or adjoined to the maximal
projection of a lower functional head? For the time
being, the data in (1) indicates that Topic and Focus in
Romanian induce the syntactic operations defined in
Cingue 1990 for Italian and Romance languages as follows:
(i) A DP in Topic is obligatorily referential, heads an
A’~-chain that includes a resumptive pronoun (l1a), and
yields for multiple adjunction (1d4);

(ii) a DP in Focus can be non-referential (1b), it heads
an A’-chain that disallows resumptive pronouns (1c) and
multiple adijunction (1le).

The contrast between the conditions for chain formation
in (i) and (ii) follows from different syntactic



operations at work: DPs in Topic are base generated in
that position; DPs in Focus move to the respective
position during the derivation. Thus, only DPs in Focus
qualify as structural operators, undergoing wh-movement.
Since (i) and (ii) capture the contrastive behaviour of
DPs in Topic and Focus illustrated in (1), we extend
Cingue’s (1990) typology to Romanian and stress that only
left~dislocation to Focus triggers an Operator-variable
chain in syntax.

2.2. Preverbal subjects

In this section we consider the placement of
preverbal subjects in relation to Topic and Focus.
Unmarked subjects surface between Topic and Focus and
co-occur with both, as shown in (2):

(2) a. Scrisorile, Ion jieri le-a primit. (nu astazi)
letters-the John yesterday them-has received not
today
‘As for the letters, John has received then
yesterday, not today.?

b. leri, Ion gcrisori a primit (nu colet).
yesterday John letters has received not parcel
‘Yesterday, it was letters that John has received,

not a parcel.’

Assuming that unmarked subjects move to Spec,IP, the
landing site for focused DPs in Romanian must be situated
lower. The definition of the exact position for Focus
within IP is beyond the aim of this paper. For the time
being, we presume that Focus adjoins to the projection of
an I-head, lower than Spec,IP, in an analysis where the
I-node is split in functional heads. The grammaticality
of (2) indicates that subject movement to Spec,IP and
left~dislocation to Focus must create chains of different
types, since they coexist.

Note that preverbal subjects can also receive a marked
reading. In (3a), the subject is marked as Topic; in this
configuration, it enters multiple Topic and co-occurs
with Focus. The facts in (3a) follow straightforward from
the conditions on chains headed from Topic, as defined in
Cinque 1990: the constituents in Topic do not qualify as
structural operators, and the chains they head can co-
occur and include resumptive pronouns, since no variables
are involved.

(3) a. Ion, ieri, scrisori a primit, nu colet.
John yesterday letters has received not parcel
‘As for John, yesterday, it was letters he has
received, not a parcel.’



Conversely, when the preverbal subjects 1is marked as
Focus, it can be preceded by Topic, as in (3b), but it
does not enter multiple Focus constructions, as in (3c).
The ungrammaticality of (3c) is expected under the
analysis where dislocation to Focus involves wh-movement:
two constituents in Focus create overlapping Operator-
variable chains. Moreover, even when the fronted
constituent does not entail a contrastive reading, it is
s8till excluded when the marked subject is in Focus, as in
(3d, e); this indicates that left-dislocation through
movement in syntax always triggers an Operator-variable
chain, irrespective of the landing site:

(3) b. Scrisorile,, Ion le~-a primit (nu Ana).
letters~the John them has received not Ann
‘As for the letters, it was John who has received
them, not Ann.’
c.*Scrisorile, Ion jeri le-a primit (nu Ana, astazi)
letters~the John yesterday them has received not
Ann today
d.*Scrisorile, ieri Ion le-a primit (nu Ana)
letters-the yesterday John them has received not
Ann
e.*Scrisorile, Ion ieri le-a primit (nu Ana)
letters~the John yesterday them has received not
Ann

Comparing the conditions for subject placement in (2),
with unmarked reading on the subiject, and (3), where the
subject is marked as Topic or Focus, it seems obvious
that the syntactic operations fronting the subject are
different for (2) and (3). More precisely, placement of
the unmarked subject in Spec,IP allows for a different
configuration than placement of the marked subiject in
Focus: only in the former configuration can the subject
co-occur with all other left-dislocated constituents
(i.e. both Topic and Focus), whereas the latter
configuration restricts this co-occurrence.

2.3. Bare Quantifiers (Q-NP) in subject position

If Spec,IP was an A’-position, Q~NP movement to this
position would create an Operator~-variable chain, given
the intrinsic [+operator] features of this class of
nouns. Conseguently, a concurrent Q-NP in Focus position
should be excluded. Since the data show that the two
positions (i.e. Spec,IP and Focus) co~occur when they are
occupied by Q-NPs, as in (4b), we must conclude that one
of the two positions has an A-status:
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(4) a. Altcineva n-ar invita pe nimeni in aceste
conditii.
someone else not would invite pe-nobody in these
conditions
‘Someone else wouldn’t invite anybody in these
conditions.’
b. Altcineva pe nimeni n-ar invita in aceste
conditii.
someone else pe-nobody not would invite in these
conditions
fThere’s no-one you would invite in these
conditions.’

c.*Cine pe nimeni n-ar invita in aceste conditii?
who pe-nobody not would invite in these
conditions

The word order in (4a) corresponds to the unmarked
reading, where ©both preverbal subject and object
positions are occupied by Q-NPs. In (4b) the object pe
nimeni/’‘no-one’ has been fronted to Focus. The
ungrammaticality of (4c) shows that Q-NP fronting to
Focus disallows other movements of the same type, as, for
example, the wh-movement of the subject cine/’who’ to
Spec,CP. Therefore, altcineva/ ’‘someone else’ in (4b)
must occupy an A-position, that is the only way for this
bare quantifier to avoid the formation of an Operator-
variable chain and compete with the Q~NP pe nimeni/’no-
one’ in Focus, Since bare gquantifiers display
unrestricted alternation with other classes of nouns in
Spec,IP, we draw the conclusion that Spec,IP is always an
A-position.

The tests proposed in this section led to the final
observation that Spec,IP has an A status when occupied by
unmarked subjects. However, this conclusion does not
cover the instances where subjects are marked as Focus,
as illustrated in (3). Do those subjects land in the
lower Focus position or in Spec,IP? In other words, would
Spec, IP change its status according tc the markedness on
the subject? The tests proposed in the next section will
show that this must not be the case, because Spec,IP
enters into a local Spec-~head relation with the
functional head I in all configurations (i.e. whether the
subjects are marked or notj. Accordingly, subject-DPs
marked as Focus must land into the same position,
available to any other type of focused constituent, and
adjoined to an IP level lower than Spec,IP.



3. NP-movement vs. left-dislocation

Constructions with raising verbs show that movement
of the embedded subject to the matrix Spec,IP triggers
obligatory agreement on the matrix verb:

(5} a. Se pare [ ca studentii organizeaza o greva.)
REFL seems-3SG that students-the organize-3PL a
strike '
‘It seems that the students are organizing a
strike.’
b.*Studentii par [ ¢a organizeaza o greva.]
students~the seem-3PL that organize-3PL a strike
the students seem that they organize a strike
¢. Studentii par [ a organiza o greva.]
students~the seem-3PL to corganize-INF a strike
‘The students seem to organize a strike.’
d. Studentii par [ sa organizeze ¢ greva.]
students~the seem-3PL sa-SUBJ.MARKER organize~3PL
a strike
e.*Studentii par [ ¢a sa organizeze o greva.]
students—~-the seem-3PL that sa-SUBJ.MARKER
organize~3PL a strike

In (5a, b, c) NP-movement displays the restrictions known
for the equivalent constructions in English. Thence, we
could already conclude that subjects undergo NP-movement
to the matrix clause and, therefore, matrix Spec,IP is an
A~position. However, the paradigm goes further in
Romanian, showing that NP-movement applies to finite
complements as well, as in (5d), for reasons that must be
independent from <Case assignment; this observation
invalidates the extension of the analysis for English
raising verbs to Romanian. What are the conditions for
subject movement to matrix when the complement contains
a subjunctive verb? As shown in (5e), movement is ruled
out in the presence of a lexical complementizer, that is
usually optional with subjunctive complements in
Romanian. When the complementizer is excluded, the
sentence turns grammatical and NP-movement triggers
double agreement, on the matrix and the embedded verb, as
in (54).

Further tests on movements from finite complements
will show that the movement in (5) creates an A-chain,
that requires strict locality, and thus differs from A‘~
chains, that can cross lexical complementizers:

(6} a. Cine; spuneai [ ca a plecat t,?)
who said-2SG that has-3SG left
who did you say that has left



bB. Cine~ai fi vrut [ ca sa plece t; ?]
who would~2SG be liked that sa~SUBJ.MARKER leave-
3sG
who would you have liked that leave

Romanian behaves like Italian (see Rizzi 1982) in that it
allows for wh-movement of embedded subject across a
lexical complementizer, that can precede either an
indicative (6a) or a subjunctive complement clause (6b).
In Rizzi’s 1982 analysis, this is possible when the
subject is extracted from a postverbal position, and
Romanian is a VSO language. Comparing (5) and (6), it
seems obvious that the ungrammaticality of (5) follows
from the locality condition on A-chain formation, that is
violated in the same configuration where the A’-chains in
(6) are legitimate.

What happens to marked subjects in constructions
with raising verbs? We resort again to tests with the
interrogative yes/no morpheme gare, situated in C, to
establish the level of adjunction for the marked subject:

(7) a. Studentii, oare se pare ca organizeaza o greva?
students~the Q REFL seems~3SG that organize-3PL a
strike
‘As for the students, is it likely that they are
organizing a strike?’
b.*0Oare studentii se pare ca organizeaza o greva?
Q students—-the REFL seems~3SG that organize-3PL a
strike
c. Oare studentii organizeaza o greva?
Q students-the organize-3PL a strike
‘Do the students organize a strike?’

Subjects marked as Topic adjoin to the matrix CP, as in
(7a), and it does not affect the inflection of the
raising verb, that remains impersonal. This is expected,
since A’-chains can cross lexical complementizers and do
not interfere with Spec,IP. Under the same assumption,
left-dislocation of the subject to matrix Spec,IP in
(7b), is excluded: it appears that subject movement must
create an A-chain in a configuration like (7b), but not
in (7a). (7b) is as ungrammatical as (5e), which would
not be expected if Spec,IP could be either A or A’,
according to the intended reading. The unmarked
interrogative in (7c¢) shows that gare does not have [+gu]
properties, since it does not trigger verb-subject
inversion. Therefore, the only reason for the
ungrammaticality of (7b) is the placement of the left-
dislocated subject.

Returning to the examples in (3), we can now say that
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marked subjects land in Focus vs. Spec,IP, compatible
only with unmarked subjects. Spec,IP has always an A-
status and enters into a local relation with I-head,
which renders subject agreement obligatory in a
construction like {(7b).
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Keres Laryngeal Accent

Lynn Nichols
Harvard University

Keres is an isolate, spoken in seven pueblos in north central New
Mexico. The languages of the seven pueblos are closely related, though
they manifest important differences. Certain of these differences allow the
languages to be divided into two dialectal subgroups, east and west
Keresan, east consisting of Cochiti, San Felipe, Santo Domingo, Zia, and
Santa Ana, and west of Acoma and Laguna. The present analysis will
focus on data from Santa Domingo (5D), as representative of the eastern

roup, Acoma (A(C), from the western group, and Santa Ana (SA}, which
though usually grouped with the Eastern dialects can be said to occupy an
intermediate linguistic position between the two groups in certain
respects.

1.0 General Remarks on Keres Accent

In all the dialects word accent is marked by a svstem of pitch-
accent. Accent is manifested not only as tone (high v{(:), fafling 9:) but also
as several laryngeal features, namely glottal accent v' and breathy accent
1.1 Glottal accent consists of a glottal catch following the vowel nucleus
which may be but is not always followed by an echo vowel of same
qualitv as that immediately preceding the catch. Breathy accent is
manifested as a long vocalic nucleus that be§ins voiced and ends
devoiced. Acoma and Santo Domingo have high level tone, falling tone,
and glottal accents while Santa Ana in addition to these types of accent is
the only dialect to exhibit breathy accent. Examples from each dialect
follow

(1) AC SD SA  (Miller and Davis 1963)?
maitama maidana maidana ‘seven’
ha'pani ha'banj habanj ‘oak'
s'1:sé i :sé cise ‘I filled it
#1:d’a &ida ‘kiva®
kusén'isi  kisen'i kisé :n'é *his fur'
?iya:ni ?1:vani ?iva:ni ‘life’

The domain of accent in Keres is the left edge of the word. There
ma}:l be more than one type of accent per word. ese accents occur in
such a distribution as to form a definite contour of the shape~1_ 4 Only

VH. Valiquette(1990, p.c.) also reports a possible addition to this list, a 'glottal pause’.
2Following Davis(1964) a vowel with glottal accent or breathy accent is written without
the length mark : here. Underlined vowels are voiceless. t = voiceless aspirated, d =
voiceless unaspirated d = palatal. The high central vowel is written i for all dialects.
3Hereafter (MDD1963).

4First noted in Valiquette{1990).
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rarely are there found two accents separated by an unaccented syllable.

This contour is defined by the distributional restrictions of the various

accents. For example, in Santa Ana (i) neither glottal nor breathy accent

may be Freceded by an accentless syllable or fal%ing tone (or low fone, see
i

note 2}, {ii) falling tone never precedes high tone, etc.

(2) SA  daw'a‘ca ‘rnoon’ {MD1963)
kuyaiti ‘game animal'
hiva:ni ‘road’

Not every syllable bears contrastive accent, and accentless syllables
at the right edge of the word are subject to a well-defined process of final
devoicing.> The two word edges therefore contrast maximally with regard
to accent, with syllables at the left edge of the word bearing accent while
those at the right edge are subject to this devoicing.

3 SA  &idita ‘star’ (MD1963)
giktmisi eight’
kiicavawa  ‘he is angry’

2.0  Breathy Accent: Zuni Evidence

Miller and Davis(1963) present comparative data for three Keres
dialects, Acoma, Santo Domingo and Santa Ana, listing a total of 441
cognate sets. SA breathy accent corresponds regularly to glottal accent in
Agx‘;nd falling tone in SD¢.

4) AC sD SA (MD1963)
ga'ku ga:ky gdky ‘he bit him'
séizesa séizesu séizesu ‘I dreamed"
dai'ci daici deici ‘pifion pine’

Qut of a total of 50 instances of SA breathy accent in the data, 47
cognate sets show this regularity. There are only three exceptions.” The
uestion at hand is whether breathy accent is a further development in
anta Ana of a previous glottal or tonal accent, or whether the gttal and
falling accents in the Acoma and Santo Domingo cognates iave their
origin in a general Keresan breathy accent.

5There is some possible evidence for a contrastive low tone, however,
6For SD, only on first syllable, since SD has eliminated accent on ali but initial svilable.
7 Exceptions: AC haiskani SD haisgini SA hasgini ‘bone’

dé:t'a ré.da red'a ‘rabbit’

giska gi:sk'a gisk'a ‘he drank’
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Evidence to resolve this question comes not from the Keres
languages themselves but rather from Zunif, a neighboring Pueblo
language, also an isolate, spoken in northwest New Mexico. Zuni has
borrowed several words from Keres that bear on the question of breathy
accent, in one case crucially. Zuni kvassira 9 'fish' has been independent]
identified as a Keres loanword (Shaul 1982), cf. Keres AC sk'asu S X
sk'asi SD k'a:3i 'fish'. I have identified two more Keres loans. Zuni
?uwakya, appears in Newman{1958) only as 'ceremonial relationship’, but
the fuller gloss in Bunzel(1932) ‘great-grandson (religious term)’ allows the
connection to Keres to be made, of. Keres AC ?dwaka SA 7uwaka SD
P:waka ‘baby’. The second example is Zuni pu:la "butterfly’ (Nichols
1992) [appearing in Bunzel(1933) as pu:lakya, see note 14], cf. Keres AC
huraika SD murdika SA bidaraga ‘butterfly'’

Two rules of Zuni phonology are responsible for certain
superficial differences between Zuni kyassital® and the Keres forms. Zuni
Fhonotactics rohibit consonant clusters word initially, hence #sk- > #k- .
n addition, Zuni k and & are automatically palatalized before the vowel a,
therefore k > kv. The geminate ssin the Zuni form vs. single § in the Keres
remains unaccounted for, however. Keres does not allow geminates!},
therefore it is hypothesized here that the Zuni geminate $§in kyadsita must
be the result of the assimilation of two originally distinct items. The three
Keres forms in the Miller and Davis(1963) data provide the possibilities.
The SD form k%3:5] is unlikely to represent the source of the Zuni form,
since no phonological rule of Zuni motivates positing a change * :c -->
vee. As for the AC form sk'a’Su containing glottal accent, the cluster 7Sis

ermitted by Zuni phonotactics, e.g. he?o 'resin’. Had the word for 'fish’

een borrowed witg glottal accent, the Zuni form would have retained the
glottal stop. This leaves SA sk'dédi as the remaining candidate. Here, in
contrast to the AC and SD forms, there is motivation for deriving

eminate $§ in the Zuni form. Keres breathy accent is likely to have been
Eeard by Zuni speakers as a postvocalic consonantal [h], for example Zuni
puhdi 'mushroom’, 7ahpi urinate on’.  An examination of Zuni svllable
structure reveals that nowhere in the lexicon does the cluster **-hs- occur,
however, and leads to the conclusion that the cluster **-hsé- is excluded b
Zuni phonotactics. Because of this synchronic restriction on the cluster**
hs- in Zuni, a rule *-h§- > -$§- can be postulated for the Zuni form of the
Keres word sk'dsi . Possible supporting evidence for this conclusion is the
fact that although in modern Zuni the cluster -hs- is permitted, for
example Puhsi 'that one' (Newman 1958), recent fieldwork shows this

8Zuni fieldwork was supported by grants from the Phillips Fund of the American
Philosophical Society and the Jacobs Fund of the Whatcomb Museum Society, as well as
by the Dept. of Anthropology, University of New Mexico. Special thanks to the Zuni
Tribal Council.

9The final -t2 is as yet unidentified. ( SA -tz plural subject?)

10Devoicing of word-final vowels in Zuni is not marked here.

1INote the reduction in Keres of an underlying geminate -??- formed across a morpheme
boundary: pi- + -2?3:52 > pé:?a:8a (i + a >e by general rule} ‘let him close
it”



cluster as well to be submitting to assimilation: 7uhsi > ?ussi (Nichols
1993a).
The geminate of Kvassita therefore reveals that Zuni borrowed a

Keres word containing breathy accent. Santa Ana is the only dialect that
presently has breathy accent, and moreover is located geographically
within the eastern Keres dialect group whereas Zuni lies entirely west of
the Keres language area.’? From this it can be concluded that either (i)
breathy accent was more widespread among the Keres dialects than at

resent and went through subsequent changes resulting in the glottal and
alling tone accents now observed in AC and SD, or (ii) Zuni may have
borrowed kyasSita before the several dialects split off from the main
language group while it still had breathy accent. Either way, both AC
glottal accent and SD falling tone in the 47 cognate sets mentioned above
can be reconstructed as originating in breathy accent and not the reverse:
*\ - 7 A‘ N -

v »>ACYV ,SDw

The AC *¥ > v’ change may ve explained as the falling together of

the breathy and glottal accents, a change motivated by both accents being
characterized by laryngeal articulations that disrupt voicing. The salient

roperty of breathy accent for AC was therefore its voicelessness. SD,
owever, cued in on the phonetic H-L tone pattern of breathy accent
accompanying the shift frgm voicing to voicelessness. Thus* in SD fell
together with falling tone ¥, *v » V. Evidence for the reality of this H-L
tonal pattern for syllables with breathy accent comes from SA. The stem
7 'go' has breathy accent when followed by a suffix beginning with a
voiceless aspirated consonant. This accent changes to falling tone when
followed by a nasal-initial suffix.

{5) SA a. zirku ‘he went (Davis 1964
b. zi:ne ‘willgoe

The falling tone pattern of the SD cognates is thus accounted for.

21 Other Zuni Data

Before continuing, a brief word is necessary concerning the two
other Zuni words identified here as Keresan in origin, ?uwakya 'great-
grandson (ceremonial term)' and pu:fatkva) ‘butterfly’. Thou l% the
corresponding SA words both have breathy accent, unlike Zu. kyassita
neither of these other two Zuni words shows evidence of this accent. -hk-
is a permitted cluster in Zuni, therefore one would not expect a geminate
but rather that the -h- be retained in these words. Here, however, there
are mor;f;hological and semantic motivations for the elimination of -hk- in
favor of simple -k- in these borrowed words. There are two Zuni

‘ZAcccrding te Walker(1967), cidng Woodbury(1756), Zuni and Acoma communities
were separated by only soine 25 miles from perhaps the early eighth century until the
latter part of the fourteenth century, when the Acomas withdrew eastward to their
present mesa-top and the Zunis moved westward from the El Morro district to the Comn
Mountain-Hawikuh area.’



315

morphemes, -h- ‘conversative causative' and -kva factual’ which occur in

roductive combination. For example, Zu. fak’i-h-kva 'he pulled it out’,
fak’i- 'be inserted’). Furthermore, stative roots may function as either
noun or verb stems in Zuni. Hence a form borrowed as *7uwahkya could
potentially mean in Zuni ‘he changed him from an ?uwa into something
else’ (with Puwa- taken as a new root). Since there is a homophonous
suffix -kya ‘stative nominalizer? {cf. yato-na-kya 'path, bridge' yato- 'go
over-na ‘stative'), the form ?uwakya (and likewise pu:lackva)) can %e
accounted for by positing analogical elimination of the -h-, modeling the
word on Zuni nominalizations In -kva. Such a change would avoid the
confusion of a nominal form that would look to have the morphology of a
conversative causative factual verb form. Zu. 7uwakva and pu:la(kyaj}4 are
therefore not counterexamples to the hypothesis put forth above
regarding the Keres source of Zuni kvassita.

3.0 Origin of Breathy Accent

Language external evidence, namely Zuni borrowings from Keres
has shown that breathy accent was once a more widespread phenomenon
of Keresan than it is in its modern dialects. Language internal evidence
takes the analysis one step further and suggests an origin for breathy
?Cjcent itself, not surprisingly, the laryngeal voiceless fricative consonant
h].

Clues to the origin of breathy accent lie in general Keresan
Ehonotactics. Since of the three dialects discussed here, Ongy SA preserves

reathy accent, a statement of SA phonotactics will be used. SA has long
vowels but not geminate consonants. The only consonant clusters

ermitted in SA are of the form SC where 5 represents one of the fricatives
f)s, 8, s]® and C represents a voiceless, voiceless aspirated, or glottalized
stop or affricate.}® Such clusters occur both word-initially and medially.
Examples of these clusters are given in (6).

6y SA spa?aci ‘mockingbird’ (MD1963)
s&apaka ‘twilight'
Kan'ai'sdu ‘his father’
giw'iskica ‘he scratched

13To dispel any notion that because of this analyzability Puwakva might be Zuni in
origin, it should be noted that there also seems to be 2 -kg noun suffix in Keres found
with a certain subclass of animate nouns {Nichols1993b).

14The longer form pu:lakya is found only in Bunzel(1933) [occurring there as p/uclaki and
p ulakd; 1have normalized her transcription in the text of the paper]. In addition to the
arguments just given, pu.fakya can be dismissed as counterevidence since Bunzel's
transcriptions are extremely faulty, particularly where coda 5,7 or geminates are
concerned, and should not be relied on for phonological detail. The form currently in use
pu:la has apocopated the final syllable and therefore provides no evidence.

15But see note 23 and accompanying text.

16AC, SA and SD vary slightly as to restrictions on C, e.g. restrictions against *s& in AC.
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Although consonant clusters are highly restricted in Keresan, the
fricatives {s, &, s| are allowed in clusters. There is a fourth fricative, h,
though in contrast with the others, h has a much more limited
distribution. h occurs only word initially or, more rarely, intervocalically,
never in a syllable's coda followed immediately by another consonant.

{7 SA  haami&uni  C‘toe’ {(Davis1964, MD1963)
ziuhima ‘he believed him'

- “~ :

Segmental h and breathy accent v are therefore in complementary
distribution since breathy accent only occurs preceding a consonant.
Furthermore, breathy accent only occurs betore a subset of Keres
consonants, those (non-glottalized) consonants which are represented by
C in the formula SC, plus the {non-glottalized) fricatives.}” For example:

&) SA  gipi ‘his forehead’ (MD1963)
?1dawa ‘centipede’
hévasi fog*

If h and V are taken together as a sinéle distribution, they pattern
identically to the other fricatives (s, & s}.1® These distributional facts
suggest that h and V be reconstructed as the same type of element and
more specifically suggest that breathy accent should be reconstructed as
consonantal h in coda position. All the fricatives therefore behaved alike at
one time in being permitted as the first consonant of a medial cluster.

There is additional evidence to support the claim that breathy
accent originated in a segmental [h] in coda position. It was noted above
that the stem zi+ ’'go’ has breathy accent when followed by a suffix
beginning with a voiceless aspirated consonant, (9)a, but falling tone when
followad by a nasal-initial sutfix, (9)b.

(9) SA a zi-ky ‘he went' {Davis 1964)
b. zine ‘will go'

As (9)b shows, the nasal eifects full voicing of the partially voiceless
stem vowel.!? The result of this voicing is a long vowel v: indicating that a
syllable bearing breathy accent is heavy. This is the expected case if the

phonetic {h] in v originated as a segmental consonant filling coda position
of the syllable.

17There is one exception: -wi3ng “go hunting'.

18Except for word-initial clusters of vourse.

19Nasals have a similar effect on voiceless nuclei within the domain of the rule of final

devoicing. Essentially, a nasal (or glide, liquid) in the penultimate syllable will block

devoicing from spreading to that syllable {unless immediately preceded by a high short

tone).

SA kd'duc’dinaca ‘he chewed’ {Miller and Davis 1963)
quirmud wca ‘he killed him'
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This observation concerning the length of vowels bearing breathy
accent carries greater weight when it is further observed that laryngeally
accented syllables are not necessarily long. Unlike syllables with breathy
accent, a glottal accented nucleus is short, as shown when the glottal
accent dissimilates following a glottalized pronominal prefix in SA.

o < + -upe > &lpe (Davis 1964)
2sghort eat ‘eat!

¢ + -upg —> cupg
2sgdub eat ‘maybe vou ate'

4.0  Reanalysis?

Having established the origin of Y in segmental [h], one might well
want to see evidence that a change in the grammatical status of the
voiceless continuant has indeed taken place. For the change from segment
to accent of this voicelessness is simp&' a reanalysis In situ with no
concomitant phonological change. eeded is evidence from the
synchronic grammar that phonetic {h] represents something other than a
segmental consonant in coda position. .

Firstly, there is the distributional fact that v occurs within the
accent contour described earlier. There is preliminary evidence that
breathy accent is a primary word accent which will condition the spread
of high tone onto preceding syllables that are underlyingly unaccented
(Nichols 1993b).  Secondly, certain Keres verb stems are preceded by a
thematic adjunct (Davis 1964). All such thematic adjuncts bear a lexical
accent, either ¢(:), V:;, vV or V.

(1) SA  -4-3é ‘be white’ {Davis 1964)
-a:-mucu ‘(have a) toe
-a:-ni ‘go, walk'
-a-&imi ‘dance’
-a-ku ‘ery’

Finally, V alternates with tonal and glottal accent in cetain verbal
paradigms.

(12) SA a. sika ‘1 looked’ {(Davis 1964)
ziga ‘he looked"
b. gikata ‘he saw him*
siukala ‘I saw him'
¢. siku ‘I am located"

sa'ku ‘vou are located
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A problem arises, however, in that the above data may not be
evidence of a breathy accent as such?’ since a second interpretation is
possible, namely that the relevant forms contain a vowel with short high
tone accent followed by segmental h . Furthermore, in Santa Ana breathy
accent occurs only where an etymological h occurred?!, and has not been
generalized to other contexts as one might expect to be the case for a
grammaticalized accent. 1t is therefore problematic as to whether breathy
accent is in fact a type of accent at all. Since the evidence in this section
must be excluded because of its ambiguity, we must look elsewhere. The
remaining evidence for reanalysis of segmental h as accent is at best only
of an indirect sort, coming from the synchronic phonotactic restrictions on
coda consonants and consonant clusters in Keres.™2

50  Complex Onsets

The most likely mechanism responsible for bringing about the
speculated change in grammatical status of {h] from segmental to accent is
the reanalysis o% all Keres medial clusters as complex onsets (recall that
the only such clusters permitted in Keres are of the type -5C-}. Thatis, Sin
the syllable coda was reanalyzed as part of the onset of the following
syllable. That S is permitted to form part of a complex onset is

emonstrated by the fact that SC clusters occur word-initially.

(14) SA  stliwcd ‘it is straight' (Davis1964, MD1963)
spinini ‘dwarf com’
s&isa ‘six’
sgaw asi ‘rat’

Furthermore, as described in grammars of Acoma (and Laguna) 5
fricatives assimilate to the following consonant, neutralizing point of
articulation. s appears before labial or palatal consonants followed by {a u
i}, otherwise § occurs.?? This automatic assimilation suggests S is part of
the following onset.

(15 AC épinini{ ‘dwarf com' (Miller 1965)
st'i'ci ‘it is straight’
va'sba ‘dough’
?iska ‘one’

20Thanks to Bill Poser for helpful comments that have been incorporated here.

21with one possible exception. In the verb stem -w’ang 'go hunting’ breathy accent
occurs in an unexpected context, namely preceding a nasal consonant.

2]t inight be possible to add to this the fact that SA Keres also has sequences of the type
VSC, where breathy accent is followed by a consonant cluster. if coda [h] does not
instantiate a tvpe of accent, it is then difficult to explain this singular instance in Keres of
a tri-consonant cluster.

23Davis(1964) lacks a similar statement for Santa Ana. Only s appears in such clusters,
though it is uncertain whether he is following the convention in Miller{(1965) where s is
used to denote the assimilating 5.
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Word-initial #5C clusters themselves may have provided the model
for medial -SC- to be reanalyzed as an onset. Indeed, since there are no
other clusters in Keres except 5C clusters, the ;f:ressure for reanalysis
according to #5C is Iikelty to have been enhanced. Furthermore, the heavy
restrictions on types of consonant clusters in Keres may stem from an
ongoing trend toward increasing constraints on coda consonants. The
elimination of 5 from the coda is in keeping with this trend and supports
its reality as a historical process.

e role of this reanalysis in the genesis of a breathy accent has to
do with the fact that although {h, s, 5, s} together make up the class of
Keres fricatives, h differs radically in point of articulation from the three
other fricatives. The reanalysis of coda fricatives {s, &, g} as part of the
following onset did not apply to h because of its point of articulation. h
could not remain in coda position, however. Pressure for its removal was
exerted by the increasing constraints against coda consonants posited for
Keres, along with the reanalysis of S fricatives as onsets, the latter
effectively removing the last class of consonants from coda position.

Since h could not be part of a complex onset, the voiceless
consonant with vowel coloring was reanalyzed as an accent that devoiced
the latter part of the vowel nucleus. Reanalysis of the sequence vh as an
accent devoicing the vowel was perhaps abetted by the presence of
voiceless vowels elsewhere in Keres. The devoicing of word-final vowels
is an areal feature of the Southwest. This rule in SA Keres applies to a
well-defined domain at the right edge of the word, (16)a. Certain word-
internal vowels are also devoiced, (16)b.

(16) SA a. ku7p§_ ‘he ate’ {Davis1964, MD1963)
guytim’i ‘his arm*
Sa:wit] ‘parrot’
quNGm 181 ‘eight"
siwacasava T stirred it'
b.  vaw'asti ‘stick'
hicisk'awa ‘willow’

As a result of the movement of S into onset along with the
reanalysis vh -->V, there are no consonants left in coda position anywhere
in the language. Though we do not yet have evidence to reconstruct
consonant clusters other than SC24, the reanalysis discussed here argues
for the reality in Keres of a trend toward the elimination of coda
consonants and the creation of uniformly open syllables.

6.0  Reconstructing a Partial Chronology for Keres Accent
Finally, if reanalysis of [h] as accent did occur (recall from section

4.0 that the status of this phenomenon as accent is problematic), such a
change was possible because glottal accent v already existed as an accent

24Where S now includes h.
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type in Keres. V' provided the model for a second non-tonal accent based
on termination of voicing in the syllable nucleus. Consequently the
postulation of v as a model for the grammaticalization of v provides a
partial chronology for the development of the Keres accentual system.2
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fact *sk@si for fish' and not Greenberg's *sk'aagih . Isuspect that Greenberg has based
this reconstruction partly on Keres data from Swadesh({1967), the latter using final -h
presumably to indicate final devoicing. Swadesh himself indicates a coda fricative in his
reconstruction *skahsih , which Greenberg seems to have ignored. Furthermore, the
final -h notation is inappropriate since (i) there is no evidence for word-final consonants
in Keres, and (ii) final devoicing is an areal feature in the Southwest. For now final
devoicing in Keres should be reconstructed but with the appropriate caution. More
importantly, however, Greenberg chooses a form from Santo Domingo, the meost
radically divergent of the Keres dialects, for comparison with Caddoan. SD has
eliminated all accent except on the initial svllable and has reduced most of its SC clusters
to C. The preceding discussion of Keres breathy accent has shown that such a
comparison with Caddoan is inappropriate and that at least a Proto-Keresan *skahéi
must be reconstructed.
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Against variability in the location of the feature Nasal
Manuela Noske
University of Chicago

1. Introduction

Two issues of recent concern in phonological theory are (i) the nature of a
universally valid, feature geometrical theory, and (ii) the extent to which harmony
processes (vowel harmony, nasal harmony, etc.) are blocked by segments of a
predictable sort, that is, whether there is a theoretical basis to the observation in
such systems that harmony is blocked by segments of some particular type X.

The starting point of this discussion is a recent proposal by Piggott (1992}
that challenges the possibility of a universal feature geometry. Piggott proposes
that the feature Nasal can be dominated either by the Soft Palate node (in
languages such as Sundanese, Warao and Capanahua) or by the "Spontaneous
Voicing” node, in languages such as Southern Barasano (Eastern Tucanoan). This
new node which also figures prominently in works by Rice & Avery (1989) and
Rice (1993) roughly corresponds to the traditional notion of "sonorant” (though
voiced obstruents can be included in this category, on Rice's and Piggott's
account), In this paper I argue thai no such distinction or (quite undesirable)
parametrization in the location of the feature Nasal is necessary, and that a
theoretically simpler approach is both available and preferable.

This alternative involves a challenge to certain recent claims of
underspecification theory, however: 1 will argue that Nasal is a binary feature
which is contrastively specified in the underlying representation. even in segments
whose value for nasality is predictable from a configuration constraint of the form
[+cons, -voice] -> [-nasal]. Under a contrastive approach to underspecification,
blocking results from the constraint on crossing association lines only (Goldsmith
1976), and not from a constraint on the local application of rules (Archangeli &
Pulleyblank 1986). I will argue that the locality constraint needs to be rejected if
we want to ensure the viability of feature geometry as a universal model of feature
organization.

2. Theoretical preliminaries

Two theories of blocking and transparency exist in current phonological
theory, and they operate on different assumptions about the structure of the
underlying representation. These are the contrastive (Steriade 1987, Clements
1988) and the radical (Archangeli & Pulleyblank 1986) approach to
underspecification.

Contrastive underspecification is built on the premise that for every
distinctive feature, hoth values [oF] and [~aF) are specified underlyingly. Under
this assumption, the spreading of a feature value is arrested only by a segment that
has the opposite specification for F. Spreading beyond such a segment 1s blocked
due to the prohibition against crossing association lines:

tiy * [aF] [~oF] (Goldsmith 1976)
><
X1 X2



However, if a segment is unspecified for either value of the feature F, and
unspecifiable because of a configuration constraint, it is transparent to the
spreading of either [oF] or [-aF].

Radical underspecification, on the other hand, holds that only the
unpredictable value [aF] of each feature is present underlyingly, while the
predictable value is filled in by a redundancy rule after (and sometimes even
before) the phonological rules of a language have applied. Since only [oF] is
available underlyingly, spreading of this value cannot be blocked by a segment
bearing [-aF]. The radical solution to blocking is to formulate a configuration
constraint which prevents the association of [aF] with a particular class of
segments. Under the condition that spreading applies only in a local fashion,
these constraints account for the opacity of a segment.

2) a rule can refer only to nodes that are adjacent
{Archangeli & Pulleyblank 1986)

To account for transparency effects, this approach crucially depends on a
geometrical model of feature organization. A segment is transparent to the
spreading of [aF] if it lacks the target node to which [0F] associates; iLe.,
transparent segments are unspecified for F underlyingly, as well as for the class
node which dominates F.

1 assume that the prohibition against crossing association lines is universal,
and that the locality condition is not. I will further assume that an account that
invokes the line crossing constraint must not appeal to locality. Although the two
constraints achieve similar ends, wellformedness is a constraint on
representations, whereas locality is a constraint on rules. Insofar as the goal of
linguistic theory is to explain phonological phenomena in terms of
representations, the locality constraint is unnecessary.

3 The data
3.1 Sundanese

Sundanese distinguishes between voiced, voiceless and nasal stops
underlyingly. as shown in (3). The symbol H represents a laryngeal fricative that
alternates between [+nasal] and [-nasal], and is thus unspecified for nasality
underlyingly. The glottal stop [?] which occurs in Sundanese surface forms is
predictable and therefore not included in the follwing table.

3 P t c k
b d i g
m n ] D
s H
I r
w ]

Vowel nasalization is predictable; any vowel to the right of a nasal
consonant is nasalized, unless a supralaryngeal consonant or the ghdes /w/ and fy/
intervene. Sundanese thus has a rule of rightward Nasal spreading which operates
in a feature-filling fashion. This rule will not be formalized here.

The following examples from Cohn's (1990) analysis of Sundanese are in
broad phonetic transcription.
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(CY] a YV, fatr 'say (active)'
b Vhy mahil ‘expensive’
c Vv mi?asih ‘Tove (active)
d VwV mawur 'spread (active)’
¢ Yy\/ ndjak 'sift (active)'
{ VIV piliar ‘stretch (active)'
g S_?rV marios ‘examine (active)'
h VYCl+voice|V pdbah ‘change (active)’
i VC[-voiCel- patur ‘arrange (active)'
i VCl+cont]V Diser 'displace (active)'

Of particular interesi to this discussion are examples (4b) and (4c¢) which
show that laryngeal consonants are transparent to Nasal spreading. and examples
(4f) through (4i) in which a supralaryngeal consonant blocks the spreading of
nasality. The opaciiy of glides and [+continuant] segments is not central to this
discussion and will not be addressed in this paper.

Essential to Piggott's account of these and similar data from Capanahua
and Warao is the prohibition against crossing association lines. In order to
correlate the opacity of supralaryngeal consonants with the line crossing
constraint, an underlying three-way contrast among segments has to be assumed:
segments can be either [+nasal], or [-nasal], or have no specification for nasality
at all. If Nasal is a direct dependent of the root node. an underlying ternary
contrast is sufficient to account for all the observed regularities. Piggott,
however, proposes a more complex geometrical representation in which Nasal
does not report directly to the root node, but is dominated by the articulator node
"Soft Palate” (SP) which is present in all segments that are also specified for
nasality, as shown in (5). Segments which are unspecified for nasality are also
unspecified for SP. The SP node. like all articulator nodes, is monovalent.

(5) nasal consonants: oral consonants: other segments:
(sl. obstruents & liquids) (vowels & laryngeals)

root root root
| |

SpP SP
| |

[+nasal] {-nasal]

Piggott suggests further that it is the Soft Palate node and not the feature
Nasal which spreads in harmony systems of the Sundanese type. The Soft Palate
node asscciates with all segments that are unspecified for this property (which is
the same class of segments that is also unspecified for nasality), while spreading
is blocked by any segment that is specified for SP.!

1Piggott apparently assumes that only SP nodes with a dependent feature [+nasal] (or [nasal])
spread. Segments which bear an underlying SP node plus [-nasal] specification (or simply an SP
node) would then have no other purpose than to block SP spreading. I follow Piggott's policy in
my summary, although it is not clear to me what his rationale is.
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(6} p at ur -> D at ur {patur]
root node X X X X X X X X X X
| | f 7 |
SP node X X X X X X
| | ] | | i
[+N] [-N]  [-N] [+N]1 [-N1  [-N]

Alternatively, Piggott suggests that Nasal could be considered a
monovalent or privative feature. Under a privative approach, however, we must
allow supralaryngeal consonants and liquids to be specified for a bare articulator
node SP, in order to derive the desired three-way contrast: nasal consonants are
characterized by an SP node and the feature [nasal], oral consonants have an
empty SP node, and segments for which nasality is redundant lack both. This
assumption is by no means uncontroversial; considering that SP dominates only
one terminal feature, it is unlikely that this assumption could ever be falsified.

(7) nasal consonants: oral consonants: other segments:
(sl. obstruents & liquids) (vowels & laryngeals)

root root root
S]P S[P
[nEaSAH
(8) p o b a h -> p o b a h [p&bah]
root node X X X % X X X X X X
SP node :x ; :x ! L
N] N)

If Nasal is a privative feature, spreading must crucially involve the SP
node and not the feature [nasal}]. If [nasal] instead of SP spreads, any consonant
that is unspecified for [nasal] would wrongly receive a specification for this
feature, while vowels and laryngeals (lacking an appropriate landing site for
{nasal]} would be transparent to [nasal] spreading. To insure that spreading is at
the level of the SP node, Piggott proposes a maximal application principle which
requires that "if a rule applies to a F ¢, the rule must apply to the node g
dominating ¢, provided that B is an articulator node" (Piggott 1992: 39)
According to this principle, [nasal] and SP always spread conjointly ([nasal}
riding "piggy-back” on SP), thus raising the question of whether two independent
phonological units SP and [nasal] are motivated.

2This principle probably needs to be modified, since as it stands it would only allow the articulator
node Coronal to spread. instead of the terminal feature [anterior]. However, even if modified, the
maximal application principle seems to go counter the spirit of feature geometry, which is
designed precisely in order to let terminal features spread independently of articulator features -
indeed, one might argue that a terminal feature must spread independently of a class node in order
to be recognized as a separate unit in the model.
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Piggott's main reason for including such a node in the representation of
nasul consonants is to account for the behavior of laryngeal stops. Unlike
laryngeal fricatives, laryngeal stops do not nasalize, but are transparent to Nasal
spreading.? According to Piggott, the laryngeal stop receives a specification for
SP and its dependent feature [nasal] through the regular process of SP spreading.
Laryngeal stops are thus targets in his framework and phonologically nasalized.
Unlike other targets, however, the feature [nasal] cannot be realized on glottal
stops, due 0 a surface level constraint which prevents the combination of this
feature wit the feature [constricted glotiis]. Glottal stops thus have an SP
specification {open velum), but due to the fack of egressive airflow in their
production, [nasal] {nasal airflow) cannot be realized on this type of segment.
Since lowering of the velum is a necessary condition for nasal airflow, the feature
{nasal} depends on the SP articulator, as expressed by the structure in (7).

A careful review of the argument. however, shows that Piggott's account
of laryngeal transparency is based on a mismatch between the phonological and
phonetic levels of representation, rather than on the complex phonological
structure he assumes. The essence of his argument s that laryngeal stops can be
nasulized phonologically, but not phonetically. The transparency of laryngeul
stops is therefore only apparent or surface-true. This type of explunauon.
however, czn also be implemented if Nasal was a direct dependent of the root
node: a laryngeal stop would receive a [+nasal] specification through spreading,
which can however not be realized at the phonetic level, because of the already
mentioued constraint. The behavior of larvngeal stops does therefore not provide
any evidence for the existence of a Soft Palate articulator.

What considerations should ultimately guide the sub-grouping of features
in a hierarchical model is well beyond the scope of this paper. Suffice it to say
that while one might consider adopting the SP model for its commitment to
monocvalency, this goal could also be achieved in a different form: e.g.. by
assuraing two monovalent features {nasal] and [oral] which are dominated by the
root node. As long as a segment can be unspecified for either of these features,
the desired range of contrast could be expressed, even without having to invoke a
maximal application principle. Although it makes sense on phonetic and
physiological grounds to assume a Soft Palate articulator, the case of the feature
Nasal does not provide the most compelling evidence for an articulator-based
model of feature geometry.

3.2 Southern Barasano

Southern Barasano (an Eastern Tucanoan language spoken in Colombia)
differs from Sundanese in that nasality is distinctive in vowels; this is illustrated
by the examples in (9), in which a nasal vowel follows a voiceless obstruent or
fricative. Since nasalization is not predictable in this context, Nasal must be an
underlving vowel feature. Thi data are from Smith & Smith (1971).

3According 1o Cohn (1990: 66), glottal stops in Sundanese oceur prediciably beiween like vowels
and at certain morphological boundaries. Cohn therefore assumes a lexical rule of glottal stop
insertion. If glottal siops are inserted after Nasal spreading. their transparency derives from the
refative ordering of these rules. Whatever the details of Sundanese. it should be noted that glottal
stops are also transparent in languages in which they form part of the underlying consonant
inventory. The following discussion is therefore not particular to Sundanese, but applies to glotal
stops in general,
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9} war ‘demon’ wati ‘going 7'
§ika ‘drink’ yuka ‘vulture'
kamoki ‘rattle’ hikoro ‘tail'
malsa ‘people’ welsika ‘above’

Southern Barasano and Sundanese also differ in their underlying
consonant systems: nasality is distinctive in Sundanese consonants, but not in
Southern Barasano consonants. Nasal stops always occur in the environment of
nasal vowels. Voiced obstruents and liquids, on the other hand, are never found
in this context, but only if surrounded by oral vowels. This distributional pattern
suggests that nasal and oral stops are in complementary distribution in Southern
Barasano.

(1) a AR &610 'mirror’
b. Un¥ mahami ‘go up!’
c. AR
d. VgV aya ‘snake’
e. * VIV
f = v
g * (’C +v01ce V
h. \ou:e]c giika ‘drink’
i. [+cont]V, malsd ‘people’
j. C[+nasa}]V miho ‘none’

1y a \AY koeamy ‘he washes'
b. VhV ahgre ‘to play’
c. VaV kaliwa ‘chief’
d. 'y Ngahedya ‘another stream’
e. VfV kaliwa ‘chief
f. VIV yire 'to say'
g. VC[%'\«'OiCCL'V waba ‘come!’
h. VCl-voicelV yuka "vulture’
i. VCl4cont]V  welsika ‘above'
3 VCl+nasal}V

That nasality is predictable in consonants is further supported by the
alternation patiern of the affixes in (12) and (13); these affixes begin with a nasal
stop after a nasal base, and with an oral stop or liquid after an oral base.

(12 idi-fe 1o drink’ Yano-ne 'to speak’
wa-re 'to walk' hini-fi€ 'to hurt’

(13)  dyi-bi 1 did’ dyi-kea-mi  'Idid completely’
wa-bi ‘Twent’ Ta-mi T saw’

Nasal consonants are thus not underlying segments of Southern Barasano:
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(14, p

w
e g
[k

w Y

Capital letters symbolize segments that alternate between [+nasal] and
[-nasal]. A summary of these alternations is given in (15). /R/ is realized as the
nasal stop [fi] in the environment of nasalized vowels, as (17 or [¥] before the
vowels /i/ and /o/, and as [T] elsewhere. /H/ and the glides /W/ and /Y/ have a
nasal and an oral variant, whereas /B/, /D/, and /G/ each have a nasal, a
prenasalized and an oral variant.

(15)  b/mMb d/n/nd 2/n/Dg
. h/h
F//n
w/ % viy

Before addressing the geometrical structure of Southern Barasano
consonants, I would like to discuss the behavior of voiced obstruents and liquids.
As already mentioned, voiced obstruents and liquids alternate between [+nasal]
and [-nasal], depending on the context in which they occur. This is not surprising
in light of the fact that Nasal is a redundant feature in Southern Barasano
consonants which are thus unspecified for this feature underlyingly. Lacking any
Nasal specification, they simply serve as targets for Nasal spreading. In
Sundanese, by contrast, nasality is distinctive in consonants. Voiced obstruents
and liquids are therefore specified as [-nasal] underlyingly (or SP on Piggott's
account) and hence block Nasal spreading. The different behavior of Sundanese
and Southern Barasano consonants is therefore correlated with the distinctive
versus redundant status of the feature Nasal in these languages.

So far then, nothing stands in the way of transferring Piggott's earlier
suggestion about the organization of nasality features to the Southern Barasano
data:

(16)  nasal vowels: oral vowels: consonan’s:
root root root
SfF S'P
I»nlasal]

Nasal vowels are specified as SP and [nasal], while oral vowels are SP,
and consonants are unspecitied for either of these properties. If spreading is at the
level of the SP node, then all consonants that are unspecified for SP underlyingly
receive such a specification. The representation in (16), however, also entails that
vowels can block SP spreading, since they are specitied for SP. Contrary to
Piggott's assertion, this is indeed the case. Smith & Smith (1971) give a number
of examples in which a nasal vowel is followed by an oral vowel, suggesting that



at least among vowels there is a three-way contrast in nasality: SP and [nasal],
SP. or no specification for either of these 4~

(17) oaky ‘a man’
aldo ‘here’
nilse black’
maha-fia-fo 'place for going up'
$ia-ha ‘buttocks’

Examples of such unspecified vowels are contained in the following
derivations:3

(18) Ba Do -> Ba Do [mana]
root node X X X X X X X X
] A\
SP node X X
| |
[N] IN]
(19) i s i a h a -» i s i a h a [isiaha]
root node X X X X X X X X X X X X
| | |
SP node X X X X
| |
[N] {N]

1 will now turn to the phenomenon that leads Piggott to reject this
geometrical structure for Southern Barasano. As illustrated in (9) and (10h),
voiceless obstruents occur in the environment of nasal vowels, and are thus
transparent to Nasal spreading. Under the assumption that spreading is not lIocal,
these examples have a straightforward account: there is a configuration constraint
in effect which prevents the association of [nasal] with a voiceless segment:
*[-voice, anasal]. Voiceless consonants are lharefore not eligible targets for
Nasal spreading and will be skipped.

Piggott, however, seems to reject such a solution. Presuming locality, the
only possible explanation for the transparency of voiceless stops is that they lack
the structural node to which the spreading feature attaches. Thus, all targets of
Nasal spreading {vowels, sonorants and voiced obstruents) must share some node

4To account for the examples in (17), one might be tempted 1o look for a connection between the
opacity of vowels, on the one hand, and the morphological structure of these words, on the other.
However, at least the first three examples are underived lexical items, which makes an explanation
gn terms of a derived environment effect untenable.

In general, all segments in a morpheme agree in nasality. I assume that Nasal is a morpheme
feature which is floating in the underlying representation. Nasal associates to the leftmost vowel
in a morpheme before spreading rightward. The initial association rule and the spreading rule are
not formalized here. 1 assume that the process of initial association has already taken place in the
following derivations. 1 assume further that there is a constraint which requires all voiced
consonants in the onset of a syllable to agree in nasality with the following vowel. The word-
initial consonant in (18) therefore receives the specification (4nasal] by a bounded process of
leftward spreading. The details of such an approach are laid out in detail in Noske (1993) for
Tucano, another Tucanoan language, and will not be repeated here. 1 refer the reader to the
discussion in that paper.
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X, to the exclusion of voiceless obstruents. If Nasal attaches to this node instead
of the root node, the transparency of voiceless stops follows from their lack of X-
specification. The challenge of the Southern Barasano data lies in identifying this
node. Since vowels, sonorants and voiced obstruents do not form a natural,
phonological class, distinctive feature theory does not hold out a solution.

Piggott therefore suggests that the feature composition of these segments
be modified: he argues that vowels, sonorant consonants and voiced obstruents in
Southern Barasano are specified for the phonological feature “Spontaneous
Voice” (§V). Spontaneously voiced segments have "a vocal tract configuration in
which the vocal cords vibrate in response to the passage of air” (Piggott 1992: 48),
This new feature replaces the traditional feature [sonorant], such that all vowels
and sonorant consonants are SV universally. However, it is not a substitute for
the laryngeal feature [voice]. In fact. Piggott suggests that the underlying
representation of voiced obstruents can vary across languages: they can be either
specified for SV, or for the laryngeal feature [voice]. Finally, to account for the
transparency of voiceless stops, two additional assumptions need to be made: (i)
Spontaneous Voice is a structural node, but not an articulator, and (ii) Nasal
attaches to the SV node in languages in which voiced obstruents are specified for
SVv.

(20)  nasal vowels: voiced obs. & son.:  voiceless obs.:
root root root
SIV S\lf
[n!asai}

Since SV is not an articulator, [nasal] instead of SV can spread, without
violating the maximal application principle. Voiceless stops, being unspecified
for 8V, are ignored by Nasal spreading, as shown in (22).

2n B a Do -> ma n o [mano]
root node X X X X X X X X
[ [
SV node X X X X X X X X
{ A\
[N] [N]
22) Wa 1t i -> woa t i [®art)
root node X X X X X X X X
i | [ |
SV node X X X X X X
l Vi
[N] [N]

The first question that needs to be raised in evaluating Piggott's proposal is
what motivates the assumption that voiced obstruents are SV in Southern
Barasano. There is clearly only a two-way contrast among Southern Barasano
consonants underlyingly. As shown earlier in (14), voiceless stops contrast with
voiced, non-nasal stops of the same place of articulation. This contrast involves
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either the distinctive feature [voice], or [sonorant]. Which of the two features to
specify underlyingly and which to declare redundant is a difficult choice to make.
In the absence of any phonological evidence, the decision might have to be left
open.

Piggott, however, opts for an analysis in terms of sonorancy (SV).
Curiously though, his reasons are purely phonetic and not phonological in nature.
He observes that voiced stops in Southern Barasano are in free variation with
prenasalized stops if surrounded by oral vowels. Prenasalization appears to be
obligatory in word-initial position.

(23) waba ~ wallba ‘come!'
Mpago ~  Mbalgo ‘eater’
Mpedi ~  Mbendj "younger brother’
Ndiro ‘grass hopper'

Since the issue of prenasalization is of considerable importance to
Piggott's argument, it deserves a careful study. Smith & Smith (1971: 82) state
that voiced stops have three variants: a nasal stop, an oral stop with lenis nasal
onset, and an oral stop with optional non-lenis nasal onset. The nasal stop is
found in the context of nasal vowels, while the other two segments are in free
variation elsewhere. Contrary to this description, however, their examples show
an oral stop in free variation with a prenasalized stop.

A survey of the remaining Tucanoan languages shows that free variation
between a plain oral stop and a prenasalized stop is an exception, rather than the
rule. In Northern Barasano (Stolte & Stolte 1971), Tuyuca (Barnes & Takagi
1976), Cubeo (Salser 1971). Tucano (West & Welch 1972), and Siriano (Nagler
& Brandrup 1979), a prenasalized stop occurs between a nasal and an oral vowel,
and sometimes in word-initial position. Prenasalization is therefore predictable
through context, and should be accounted for by a spreading rule. The only
Tucanoan languages in which oral stops are in free variation with prenasalized
stops are Tatuyo (Whisler & Whisler 1976) and Southern Barasano.

Prenasalization in Southern Barasano is not contextually determined and
thus not predictable phonologically. However, it is also not contrastive, Instead,
it is entirely random and should therefore be handled by the phonetic component
of grammar. For Piggott, however, this form of free variation is an instantiation
of an underlying Spontaneous Voice specification in stop consonants. Although
he admits that the phonetics of the feature Spontaneous Voice are complex, an
optional nasal phase on a voiced stop is one of its correlates. In Sundanese, by
contrast, plain oral stops do not vary freely with prenasalized stops. Since voiced
stops in Sundanese are not specified for SV, we would not expect prenasalization
(at least not as a correlate of SV).® Even if we agree with Piggott that optional
prenasalization is correlated with the feature Spontaneous Voice, there seems to
be a step missing in his analysis: we still need phonological evidence for
considering voiced stops in Southern Barasano spontaneously voiced, instead of
simply voiced.

The acoustic and articulatory properties of a segment clearly play a role in
determining its feature composition. For example, there has to be a slight opening
in the vocal tract for a sound to qualify as [+continuant]. Thus, while [f] would

81t is not entirely clear 10 me whether Piggott assumes SV to be a necessary or a sufficient
condition for an oral stop to be in free variation with a prenasalized stop.
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fall into this category, [p] would not. In this respect the phonetics of a segment
inform the phonology. However, it is the phonology that ultimately decides
whether this feature is present in the underlying representation or not. If a
language does not exploit continuancy for phonological contrast, there is no
reason to assume that [continuant] is one of its distinctive features, even if we find
a fricative [f] at the surface. Similarly, if [f] is always in free variation with [p] in
some language, while [p] contrasts with [b], [t] with [d], etc., we would assume an
underlying contrast in the feature [voice]. That there is an instance of free
variation does not affect this assumption; i.e., we would not conclude anything
different about this language, even if the voiceless stop [p] did not vary freely
with a fricative. The underlying representation of a segment is determined only
on the basis of contrast; the exceptionally broad range in the realiztion of voiced
stops in Southern Barasano, however, does not reflect on their underlying
representation. The instances of free varjation in Southern Barasano therefore
cannot play a role in deciding what the feature composition of these segments is.

in conclusion, there is no phonological evidence for considering voiced
stops sonorants or SV in Southern Barasano. However, there is also no evidence
to the contrary., Hence, nothing stands in the way of our accepting Piggott's
proposal.

The second suggestion Piggott makes is that Nasal is a dependent of the
sonorancy feature SV. This assumption is justified by the fact that nasality is only
contrastive in sonorants. Nasal segments are sonorants universally, a fact that has
hitherto been expressed by the universal configuration constraint *[-son, +nasal].
The presence of the feature Nasal thus depends on the presence of the feature
[+sonorant] or SV in a segment. This 1s an important insight about the
phonological patterning of nasal segments, and should be expressed formally;
whether directly by making Nasal a dependent of an SV node, or through a
configuration constraint will be discussed next.

Since Nasal depends universally on the presence of sonorancy, we
certainly do not expect Sundanese to form an exception. We can therefore
transfer the proposal that Nasal depends on the SV node to the case of Sundanese.
Assuming that voiced obstruents in this language are indeed obstruents and not
sonorants or SV, only sonorant consonants and vowels have an SV specification
underlyingly. 1f Nasal is dominated by the SV node, it will spread from SV node
to SV node, as shown in (24). As a result, voiced and voiceless obstruents will be
skipped by the spreading process. Lacking the SV node, they are not appropriate
anchors for association with the feature Nasal.

(24) p o b a h -> D o b a h *[pobih]
root node X X X X X X X X x X
[ | I i
SV node X X X X X X
| | o
[N] [N]

There are two ways of dealing with this problem: (i) we can assume that
SV is contained within the root node (following a suggestion by McCarthy
(1988)), and that Nasal attaches directly to the root node. The dependency
between Nasal and sonorancy would then not be expressed through the
hierarchical organization of these features, but through a configuration constraint
of the form [SV, nasal]. If we assume that spreading is local, voiceless stops and
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voiced stops should block Nasal spreading. This solution is presented in (25). (i1)
Alternatively, we could assume that all obstruents and liquids are specifed as
[-nasal] underlyvingly and block spreading by virtue of the line crossing constraint,
as outlined in (26).

25) SV SV sV SV SV (3%
[ | [ |
D o b a h -> p o b a h [pdbah]
root node X X X X X X X X X X
| b/
[N] {N]
(26) SV 8V SV SV SV sV SV SV
(. o I [
p at ur > D a t ur [patur]
root node X X X X X X X X X X
| | I Frod |
[+N1 N1 O[N] {+N]  [-N] [N}

In summary. to account for the Sundanese data we do not have to give up
the assumption that Nasal depends on the presence of sonorancy or 8V. In fact,
the Sundanese data are quite compatible with this idea, except that SV cannot be a
structural node, but must be contained within the root node.

Let us now turn back to Southern Barasano. If we assume that SV is one
of the defining features of the root node, and if we assume further that voiced
stops are sonorants in this language and thus specified as 8V, they nasalize if
surrounded by nasal vowels, as illustrated in (27). Voiceless stops, however, do
not have an SV specification. Under the assumption that spreading is local, they
block Nasal spreading. This is demonstrated in (28).

27) SV 8§V SV sV SV SV SV SV
| T [ I
Ba Do -> ma n o [mins]
root node X X X X X X X X
| AV b
[N] {N]
(28) SV SV Sv SV 8V SV
b i It |
Wa t i -> wa t i *[witi]
root node X X X X X X X X
| v
{N] {N]

However, if spreading is not local, the voiceless stop would be skipped by
the spreading rule and we would obtain the desired result.

In conclusion, I have shown that both sets of data can be fully accounted
for either under the assumption that Nasal is dominated by the Soft Palate
articulator, or under the assumption that Nasal depends on the feature SV. The
only assumption that we need to give up in order to account for both languages is
that spreading is locally constrained.



‘The organization of Nasal either as a dependent of the SP node or the
feature S8V does not reflect two parameters of Universal Grammar, but two
competing theories of feature organization. In the SP articulator model, the
hierarchical organization of features reflects the phonetic and physiological facts
of speech production. In the SV model, the hierachical organization of features
reflects their phonological patterning. Which of the two models is accurate
canviot be decided based on the data presented in this paper. However, unless we
believe that languages differ in that some organize their features according to the
articulators that are involved in their production, while other languages organize
their features according to phonological criteria, one of the two models should do.
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RELATIVIZING CASE THEORY
JAIRO NUNES
University of Maryiand

1. Introduction®

Two positions have been taken with respect to the status of the Case Filter!
and the Visibility Condition? in Universal Grammar. Some scholars (see Chomsky
and Lasnik (1991), for instance) claim the Case Filter can be reduced to the
Visibility Condition, whereas others (see Raposo and Uriagereka (1990), for
example) argue that these are separate well-formedness conditions in the theory of
grammar. In this paper I will take the latter position and explore some of the
consequences such a hypothesis has with respect to the types of Case available in
Universal Grammar.

If the Case Filter is a PF condition on nominals independent from the (LF)
Visibility Condition on arguments, there are four fogical possibilities as to how a
given Case K is able to make an element interpretable at the relevant level of
representation, as shown in (1)

(H a. K is active at PF and at LF ([+PF,+LF}
b. K is active neither at PF nor at LF ([-PF,-LF})
c. K is active at LF but not at PF ([-PF,+LF])
d. K is active at PF but not at LF ([+PF,-LF})

(1a) refers to the standard instances where nominal arguments are said to be
assigned Case, yielding grammatical outputs, as in (2) below. In (2), both nominal
arguments of the verb see are assigned Case: John receives nominative and the bug,
accusative. Given that (2) is grammatical and, therefore, violates neither the Case
Filter nor the Visibility Condition, we may say that the Cases assigned by the finite
Infl and the verb in (2) are [+PF,+LF] Cases.

2)  John saw the bug.

(1b) is equivalent to lack of Case assignment.. Thus, we can say that in (3)
below, either the passivized verb does not assign Case to its complement (on the
reasons for this, see section 3.2 below?), or that the Case assigned by destroyed to
the citv is able to satisfy neither the Case Filter nor the Visibility Condition (it is a
[-PF,-LF] Case). In both situations an ungrammatical result obtains.

(3) *It was destroyed the city by the enemy.

* Previous versions of this paper were presented at the Universidade Estadual de Campinas
(Brazil), at the University of Maryland, and at the Tercer Coloquio de Gramatica Generativa (in San
Lorenzo de El Escorial, Spain). I am grateful to these audiences for comments and suggestions. |
would like to give special thanks to Norbert Horsntein, Ellen Thompson and Juan Uriagereka for
stimulating criticism acd discussion of various aspects of this paper. Needless to say that they
should not be blamed for the shortcomings siill remaining.

1 "]\ a], where a includes a phonetic matrix, if N has no Case™ (Chomsky (1981:49),
following J -R. Vergnaud).

2 "An element is visible for 8-marking only if it is assigned Case” (Chomsky (1986:94),
following J. Aoun).
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(la) and (1b), therefore, have the same empirical coverage as the "classical”
Case Theory, formulated in Chomsky (1981). If the possibilities (1¢) and {1d) can
be empirically motivated, the hypothesis that the Case Filter and the Visibility
Condition are independent conditions will receive independent support. This is the
line of reasoning [ will pursue here.

The paper is organized as follows. In section 2 | propose that what
Chomsky and Lasnik (1991) call "null Case” is an instantiation of the type of Case
listed in (ic), a [-PF,+LF] Case, and then I discuss wanna-contraction and the
distiibution of PRO under this perspective. The discussion of the [+PF,-LF] type
of Case in section 3 constitutes the bulk of the paper. It will be argued that the
auxiliary kave in English and the participial Agr head in Lithuanian assign a
{+PF,-LF] Case, for they are able to license a participle affix only if it is not
assigned a 8-role. In addition, it will be shown that the crosslinguistic variation with
respect to the presence and distribution of [+PF,-LF] Case-marking auxiliaries in
languages like English, Lithuanian and Italian follows from economy
considerations prohibiting insertion of superfluous features in the course of a
derivation. Finally, it will be claimed that Frisian infinitives provide morphological
evidence for postulating a [+PF -LF] type of Case. Some concluding remarks arc
then presented in section 4.

2. [-PF,+LF] Case
The Visibility Condition of Chomsky (1981:334) includes an undesirable
disjunction. Every 8-chain except the one headed by PRO must be Case-marked:

"Suppose that the position £ is marked with the 8-role R and C = {&ry, ... ,
a,) is a chain. Then C is assigned R by 7 if and only if for some i, a;is in
position Pand C has Case or is headed by PRO." [emphasis added, JMN]

Chomsky and Lasnik (1591:80) proposes that such a disjunction can be
eliminated if PRO also receives Case. But since the Case that presumably licenses
PRO does not license an overt NP, as shown in (4) below, Chomsky and Lasnik
1ake it to be "a Case different from the familiar ones”, referring to it as "null Case”.

4) a. [t's necessary [cp[agp PRO [agr Agr [1p to leave early ]]]]
b. *It's necessary [cp (agp Mary [age Agr [1p 10 leave early J]]]

1 would like to claim that the inventory of types of Case available in UG
proposed in (1) provides us with the means to distinguish Chomsky and Lasnik's
null Case from the more familiar types of Case, such as the ones assigned by finite
Infl or by a transitive verb, for example. If Chomsky and Lasnik's null Case is
taken to be in fact the type of Case listed in (1c) (a [-PF,+LF] Case}, the contrast
between (4a) and (4b) can be easily explained. In (4b), Mary satisfies the Visibility
Condition, as does PRO in (5a). by being assigned a [+LF] Case by the infinitival
Agr. (4b), however, violates the Case Filter, because Mary does not receive a
[+PF] Case. By contrast, PRO in (4a) vacuousty satisfies the Case Filter, if we
assume that it does not have a representation at PF.3

3 Under such an approach, PRO contrasts with pro in that the latter is lexically specified
as having a representation at PF and, therefore, must be assigned a [+PF] Case. Admittedly, until a
betier understanding of the representation of null elements at PF is achieved, such a distinction
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With the four-way distinction of types of Case proposed in (1), therefore,
the Visibility Condition may simply require that a thematic chain be Case-marked
and the appropriate type of Case which this chain should be assigned ([+PF +1.F])
will depend on the morphological nature of its head.

2.1. [-PF,+LF] Case and Wanna-Contraction

This approach also provides a simple explanation for the different behavior
of PRO and variables with respect to wanna-contraction constructions. As is weil
known, variables block wanna-contraction, whereas PRO does not:

(5) a. Whag, do you want PRO to greet ?
b. Who do you wanna greet?

(6) a. Who; do you want g to greet Many?
b. *Who do you wanna t; greet Mary?

In both (5) and (6), the operator-variable chain receives a [+PF,+LF] Case
from the verbs greel and want, respectively, whereas the chain headed by PRO in
(5) is assigned a [-PF,+LF] Case by the infinitival Agr. Assuming that wanna-
contraction is a PF phenomenon, the variable in (6) blocks contraction, because it
receives a [+PF,+LF] Case and, therefore, is "active” at PF. By contrast, since
PRO does not have a representation at PF, it does not interfere with wanna-
contraction or any process that takes place at this level.

2.2. Distribution of PRO

The restricted distribution of PRO in LGB was believed to follow from the
PRO Theorem. In the present analysis, the absence of PRO in what corresponds to
LGB's governed domains follows either from the lack of the relevant Case or from
an "overload” of Case.

Consider a construction like (7) below, for example. Under the assumption
that passive verbs do not assign Case to their object (see section 3.1 below), PRO
in (7) violates the Visibility Condition, for it receives a 8-role, but no [+LF] Case.

(7 *liexprwas greeted PRO by John

Let us now consider constructions where PRO receives a [+LF] Case, but
the resulting sentence is still ruled out, as exemplified by (8) below. Since the Agr
head of fintte clauses assigns a [+PF,+LF] Case (see discussion above), PRO in
(8) satisfies the Visibility Condition and the sentence should be well formed.

(8 *PRO left

1 propose that (8), however, violates the Principle of Full Interpretation
(see Chomsky (1986:98)). 1t was claimed above that PRO has no representation at
PF. If so, when PRO is assigned a [+PF,+LF] Case by the Agr of the finite clause
in (8), there is no nominal element at PF to bear the [+PF] Case feature. Hence,
although Case-assignment to PRO in (8) satisfies the Visibility Condition, it also

between PRO and pro is stipulative. However, it is, at most, as stipulative as current accounts. In
Chomsky and Lasaik's (1991:78-80) theory, for instance, the fact that FRO must receive null
Case, whereas pro must receive "regular” Case, does not follow from anything.
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leaves a [+PF| Case feature stranded at PF. Under the plausible hypothesis that
such a feature can only receive an interpretation when associated 10 a nominal
element, (8) yields a violation of the Principle of Full Interpretation.

If this is right, we predict that if a language has an independent bearer for
the {+PF] feature in sentences analogous to (8), PRO is allowed to receive Case
from the Agr head of a finite clause. This prediction is borne out by "impersonal
silse-constructions” in Romance, as exemplified by the Portuguese sentence in (9):

(9  Aqui se trabalha bastante.
here SE works  hard
Here people work hard.’

Having observed that the semantic resirictions on impersonal se-
constructions are the same as the ones associated with PRO (see Cinque (1988),
among others), Raposo and Uriagereka (1993) propose that these constructions
involve a PRO in the subject position, which is prevented fromn being governed by
the clitic se. Although I will follow Raposo and Uniagereka in assuming a PRO in
these constructions, 1 will depant from them with respect to the role ascribed 1o the
clitic se. Under the perspective of the present analysis, the clitic se of impersonal
constructions is just a [+PF] Case bearer. PRO in (9), for instance, can receive a
[+PF,+LF] Case [rom Agr without giving rise to a violation of the Principle of Full
Interpretation, because the clitic se can bear the [+PF] Case feature In fact, since it
is a nominal clitic, se not only can, but must receive a [+PF] Case in order to
comply with the Case Filter.

Evidence for this approach comes from constructions like (10) below, in
which the clitic se is attached to a transitive verb yielding a slight change in
meaning, which need not concern us here:

(10)  a. Jodo utilizou (*d)aqueles documentos.
b, Jodo se atilizou *(d)aqueles documentos.
Jodo (SE) utilized of -those documents
Jodo used those documenis.’

(10a) shows thai the verb wtilizar licenses its nominal object without resorting to the
dummy preposition de. In the terms adopted here, utilizar assigns a [+PF,+LF]
Case 1o its object. When se is added, the insertion of the dummy case marker
becomes necessary, as shown in (10b). Since the clitic se must receive a [+PF]
Case, when a dummy Case-marker is not inserted in (10b), a Case Filter violation
arises because either the clitic or the object NP does not receive a [+PF] Case 4

The last construction I would like . examine in this section involves
instances where PRO apparently can receive a [-PF,+L.F] Case by the Agr head of

4 Interestingly, some verbs that underwent a historical change that deleted the so-called
"inherent se” came to license their object without the help of a preposition, as illustrated in (1):

i a O rei assinou-se nos docunientos. (Old Portuguese)
the king signed-SE on-the documents
b.Q rei assinou os documentos. (Modem Portuguese)
the king signed the documents
The king signed the documents.
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an infinitival clause, but the result is still ungrammatical, as exemplified in (11):
(11)  *1 consider [4pPRO 10 be intelligent ]

(11) can be accounted for if complement clauses must also satisfy the
Visibility Condition. If so, the infinitival clause of (11) must be Case-marked by
consider in order 1o be visible at LF. Assuming that the infinitival clause of (11) is
an AgrP, the Case assigned by the matrix verb percolates down to the Agr head. By
being in a spec-head configuration, PRO and the Agr head will have 10 agree with
respect to ¢-features. The problem that then arises is that PRO ends up receiving a
[+PF,+LF] Case through spec-head agreement. Since PRO does not have a
representation at PF, the [+PF] Case feature assigned to it does not have a bearer at
PF and, therefore, a violation of the Principle of Full Interpretation will arise.

Other constructions disallowing PRO can be accounted for in similar ways.
But given that their examination requires a more detailed discussion of the internal
structure of non-finite projections and their subcategorization, which would go
beyond the scope of this paper, ] will now move on to the discussion of the
possibility mentioned in (1d): a {+PF.-LF] Case.

3. [+PF,-LF] Case

In order to empirically motivate a [+PF,-LF] Case, we need a test like the
one represented in (12), where a certain Case K is able (o license a nominal element
only if it is not assigned a 8-role:

{12y a | KCase~assigner x([-\’,+N}, - g-role) i
b. *[ KCase-assigner X{[-V‘+N], + e—mle)]

1 claim that such a configuration arises in English (see Nunes (1993a)) and
Lithuanian participle constructions (see Nunes (1994)), as shown below.

3.1. Participle Constructions in English

Baker, Johnson and Roberts (1989) propose that the passive morpheme -en
in English is an argument base-generated as the head of Infl, as represented in (13)
below, where e stands for external 6-role. Based on Roberis's {(1987) proposal
that the "passive” -en, exemplified in (13a), and the "perfective” -en, exemplified in
(14a), are in fact instances of the same morpheme,5 Nunes (1993a) extends Baker,
Johnson and Roberts’s representation for passive sentences to perfective
constructions, as shown in (14b):

(13) a. The car was stolen.

b. [ the car J; was [ip -enge [vp steal- & ]]
(14) a. John had stolen the car.

b. John; had [ip -en [vp t; steal- the car ]]

If this is correct, we have to explain why -en behaves like an argument in

5 As Roberts (1987:40) observes, "the combination of either -en {the "passive™ or the
"perfective” -en, JMN] with a verb-stem triggers exacty the same phonological form in all
instances, including suppletions and lexical gaps”.
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{13), as argued by Baker, Johnson and Roberts, but not in (14}, where it does not
receive 8-role.§ Following a suggestion by Jaeggli (1986, fn. 6), according to
which an element must be N-like to carry Case and 8-role, Nunes (1993) proposes
that the participle morpheme is a [-V,+N] element and, as such, a possible 6-role
bearer.? Evidence for taking the participle affix as [-V,+N] element comes from the
fact that in languages with overt agreement, participial verbal forms may take
nominal agreement markers, as illustrated by the Portuguese sentence in (15) (see
also the Lithuanian sentence in (22) below):

(15) As meninas ndo foram visias
the-fem-pl girl-fem-pl not were-3pl seen-fem-pl
The girls were not seen.’

To say that an eiement must be N-like to receive Case and 8-role, however,
does not entai} that an N-tike element must be a thematic argument. Expletives are a
good example of this. Although they cannot be assigned a 8-role, they must be Case-
marked.8 Based on these considerations, Nunes (1993a) claims that, as opposed to
true referential expressions, which must be associated with a §-role, the participle
affix is assigned a 8-role only when forced to by the 8-Criterion. Thus, -en acts as
an argument in (13b), since there is no element in specifier of VP to bear the
external g-role of the verb, but not in (14b), given that the two 8-roles of steal are
assigned to the chains (John,, ) and (the car).9

Let us now turn to the question of how the participle morpheme satisfies the
Case Filter. Roberts (1987) proposes that in sentences like (13a), -en is Case-
marked by the main verb, which triggers the movement of the object NP, since the
auxiliary be is not a Case-assigner; in sentences like (14a), on the other hand, -en is
Casc-marked by the auxiliary have, which allows the main verb to Case-mark its
object. Nunes (1993a) points out, however, that if this were the whole story, a
sentence like (16) should be ambiguous between the two readings of (17):

6 For Roberts (1987:41), -en 1s a clitic that either forms a 8-chain with a phrase that
moves from subject position to VP in passives, or forms a 8-chain with the subject, lnfl and the
auxiliary have in perfective constructions. As will become clear, the account to be developed here
differs from Roberts's analysis on various points.

7 ‘This proposal shares with Roberts (1987) and Baker, Johnson and Roberts (1989) the
intuition that -en is nominal in some sense. However, it does not commit itself to the poteatially
problematic claim that "-¢n is syntactically a clitic but phonologically an affix" (Baker, Johnson
and Roberts (1989:223)).

8 Another example is provided by the clitic se in Portuguese, as discussed in section 2.2.
Although se must receive a [+PF] Case due to its nominal properties. it may not receive a 8-role.

9 Passive sentences involving an “ageat by-phrase” like (i) below require further
comment. For the purposes of the present discussion, 1 will follow Baker, Johnson and Roberts
(1989) in assuming that when the participle affix receives a 8-role, it may form a kind of “clitic
doubling chain® with the agent by-phrase, represented ia {ib) through the coindexation with the
index 8e. This amounts o saying that even when the agent by-phrase is present, there is no
element in the specifier of VP, which forces VP to assign its external 8-role to -ex:

() a The cake was eaten by Peter.
b. [ the cake ]; was [ip -eng. {vp eat [ by Peter Jg. 1]
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(16) 1t had eaten the meat.
(17)  a Iy had [ip -en [vp { eat- the meat ])
b. ¥ty had [ip ~enge [yp eat- the meat J]

In (17a) the external 8-role is assigned to the referential pronoun it in the
specifier of VP, which raises to the specifier of Infl in order to get Case; therefore,
the participle affix is assigned no 8-role in accordance with the 8-Criterion. On the
other hand, in the absence of an element in the specifier of VP to bear the external 8-
rale in (17b}, the 6-Criterion requires that it be assigned to the participle affix, and
an expletive is then inserted in subject position. This structure would mean
something like ‘the meat had been eaten'.

(17) is in fact an instantiation of the abstract configuration described in (12):
the auxiliary have is a Case-assigner that licenses only nominal elements that are not
¢-marked. From the contrast between (17a) and (17b), Nunes (1993a) concludes
that the auxiliary have assigns a [+PF,-LF] type of Case.10 Thus, the participle
affix in both (17a) and (17b) satisfies the Case Filter by being assigned a [+PF]
Case by have. Since the participle affix of (17a) is not 6-marked, it vacuously
satisfies the Visibility Condition at LF. By contrast, the participie affix of (17b)
violates the Visibility Condition because it receives a 8-role, but no [+LF] Case.

3.2. Participle Constructions in Lithuanian

It has been claimed in the literature (see Timberlake (1982}, Baker, Johnson
and Roberts (1989), among others) that, beside standard passives with transitive
verbs, Lithuanian also has impersonal passives of unergative, unaccusative and
raising verbs, and even impersonal passives of standard passives. Nunes (1994)
argues that such an analysis is mistaken, and that what has been taken to be an
impersonal passive in Lithuanian is much closer to perfective constructions in
English than to real passive constructions.

More specifically, Nunes (1994) claims that the present participle morpheme
-m- and the past participle morpheme -f- in Lithuanian, similarly to -en in English,
are nominal elements that head a projection of TP. By being nominal elements, the
Lithuanian participle morphemes are also possible 8-role bearers. Thus, when there
is no element in the specifier of VP to be assigned the external 8-role, the 8-
Criterion forces the assignment of this 6-role to the participle affix, vielding a
passive construction. In this respect, there is no structural difference between
English and Lithuanian passives. Lithuanian differs from English, however, in that
what corresponds to the "agent by-phrase” in English passives (see fn. 9) does not
require the insertion of a preposition, as shown in (22) (from Timberiake (1982)):

(22)  Knédtolinis sietynas  buvo mano pirk-t-as.
chandelier-nom/m/sg  was I-gen  buy-part-nom/m/sg
The chandelier was bought by me.'

Nunes (1994) accounts for this difference by proposing that Lithuanian
participle morphemes, like regular nouns, assign genitive Case to their specifiers.

10 will leave for future research a discussion of the compatibility of the present analysis
with Freeze's (1992} idea, adopted in kayne (1993), that have should be analyzed as an instance of
be 10 which a preposition has been incorporated.
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Evidence for this proposal is provided by the specific genitive form that certain
pronouns take in participle constructions. According to Timberlake (1982, fn. 2),
Ist person sg., 2nd person sg. and reflexive pronouns distinguish two genitive
forms: one used to express possession, and the other used for complements of
verbs or prepositions. Mano and manés, for example, are the "possessive® and the
"verbal/prepositional” genitive forms of the Ist person sg. pronoun, respectively.
As we can see in (22), it is the possessive genitive that is used to express the agent
of a passive. This is exactly what we should expect if possessive genitive is
assigned by nouns and if the participle affix is a [-V,+N] element. The passive
sentence in (22) is thus be represented as in (23) (irrelevant details omitted):

(23) i
PARN
{knstolinis sietynas); I
I N
1 VP
PN
buve AgrP
| 2N
¢ Ag{‘
N
-as TP
/N
manog, [
AN

g VP

RN
pirk- 1
J

Since there is no element in the specifier of VP in (23) to receive the external
@-role, this 6-role is assigned to the participle morpheme -1- heading TP, which, as a
nominal element, is a possible 8-role bearer. The participle affix forms a type of
clitic doubling chain with the agent phrase mano (see fn. 9) and assigns genitive
Case o it. After the verb raises to the head of TP, it assigns its Case to the participle
affix; the object then moves to matrix subject position, where it receives nominative
Case from the matrix Infl.11

11 The movement of the object to the specifier of AgrP across the specifier of TP in (23)
complies with the Shortest Movement of Chomsky (1992:24). After the verb moves to the head of
TP, and the complex V-T subsequenty moves to the head of AGRP in (23), the minimal domain
(see Chomsky (1992:16)) of the chain ([V-T};, 1) is {spec/AgrP, spec/TP, VP}. Given that the
specifier of AgrP and the specifier of TP are in the same minimal domain, they are equidistant
targets of movement for the object NP. Thus, movement of kristolinis sietynas (the chandelier’)

across mano ('by me') in (23) is a licit operation, rather than constituting an instance of super-
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In this approach, the availability of apparent impersonal passives like (24)
below (from Timberlake (1982)) follows from the participle morphemes' ability to
assign Case to their specifiers. In (24), the verb is unaccusative; therefore, the
participle affix in (24) receives no 8-role, and the object receives no Case in its
position. Vaiko ('the child’) then raises 1o the specifier of TP, where it is assigned
genitive Case by the participle morpheme, as represented in (25):

(24) Vaiko serga-m-a.

child-gen/m/sg be-sick-part-nom/nt/sg

‘(Evidently) the child is sick.' (from Timberlake (1982))
(25 lagr[ag -2 [rp vaiko; [T -m- [yp serga- 4]]]1]

Still to be addressed is the way the participle morpheme is Case-marked in
(25). As a nominal element, the participle affix must receive Case in order to
comply with the Case Filter. Given that the verb sergti is unaccusative, the most
appealing candidate as a source of Case for the participle morpheme in (25) is the
Agr head. Let us then suppose that the participial Agrin Lithuanian is a Case-
assigner. If this is true, we have to explain why the object NP in (23) cannot be
Case-marked in the specifier of the participial Agr, making lurther movement to the
specifier of matrix IP unnecessary. Also, if the participial Agr head were able to
Case-mark the participle affix of (23), the main verb would then be free to assign
accusative 1o its object. However, this is not possible, as shown in (26):12

(26) *Mano pirk-t-a kristolin] sietyra.
I-gen bought-part-nom/ntsg chandelier-acc/m/sg
The chandelier was bought by me.'

Here we have another instance of the configuration in (12). The participial
Agr head is able to Case-mark the participle affix of (25), but not the participle affix
or the object NP of (23). The crucial difference between these nominal elements is
that only the participle affix of (23) is not 8-marked. We may thus say that the
participial Agr in Lithuanian also assigns a [+PF,-LF] Case (see Nunes (1994)).
Although the participle affix in (26) satisfies the Case Filter by being assigned a
[+PF -LF] Case by the participial Apr head (as does the affix of (25)), it violates
the Visibility Condition: it is 8-marked, but does not receive a [+1.F] Case.

3.3. Distribution of [+PF,-LF] Case-Assigners in Participle
Constructions

The approach pursued in sections 3.1 and 3.2 provides a principled account
for the differences among languages like English, Lithuanian and Italian with
respect to the existence and distribution of a have-like auxiliary in participle
constructions. Let us assume that the auxiliaries be and have are tense bearers
inserted in the course of a derivation. Let us further assume that economy
considerations, along the lines of the Principle of Full Interpretation, prevent
insertion of superfluous features in a derivation. If so, all things being equal, be is

raising (see Nuoes (1994), for details).

12 On the reasons why (26) cannot have an "active” reading, with the subject raising from
the specifier of VP to the specifier of TP and the verb assigning accusative to its object, see Nunes
(1994
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preferred over have, since it is the least specified auxiliary. A particular grammar
will resort to a have-like auxiliary only if there is no available PF Case-marker.

A [+PF,-LF] Case-assigning auxiliary is thus blocked in Lithuanian
"impersonal passives" and required in English "perfective constructions”, because
participial Agr is a [+PF,-LF] Case-assigner in Lithuanian, but not in English (by
hypothesis), as illustrated in {27) and (28):

27 a Vaiko serga-m-a.
child-gen/m/sg be-sick-part-nom/nt/sg
'(Evidently} the child is sick.'
b. [ag® [age -8g+pe.LE) [Tp vaiko [T -m- {vp serga- ¢ ]]11]
(28) a. The child has armived.
b. {the child}; hasp,pr 15 [age Agrpr L) [Tp -en [vparmive- 1 ]]]

Even in languages that do have a [+PF,-LF] Case-assigning auxiliary, this
type of auxiliary should be used, according to the economy strategy mentioned
above, only as a last resort device. This is what presumably rules out a passive

sentence like (29) below in English. In (29), -en is assigned a @-role and therefore
it must be visible at LF. It can only be assigned (a [+PF,+LF]) Case by the main
verb, because have does not have a [+LF] Case to assign. Since in (29) have is not
playing any role that could not be played by be, the least specified auxiliary, it is
blocked from appearing, and be is inserted, as shown in (30):

(29) a. *The book had bought.
b. *[ the book |; hadi.pr.Lr [age ARTLPE.LF) [TP -€nge [vp bought
511
(30) a. The book was bought.
b. { the book J; was;.pr..LF] [agrp ARTPE.-LF) [P -€Nge [vp bought
4111

Languages like Italian provide an interesting piece of evidence for the
present analysis. [talian differs from Lithuanian in having a have-like auxiliary, but
also differs from English in requiring a be-like instead of a hgve-like auxiliary in
participle constructions with unaccusative verbs (see Burzio (1986)):

(31) Gianni &*ha amivato.
Gianni 1s/has amived
'Gianni arrived.'

If the four-way distinction of types of Case proposed in (1) is on the right
track, terms like unaccusative (with the meaning 'incapable of assigning Case")
should also be relativized with respect to the Case Filter and the Visibility
Condition. In principle, we could have [-PF,-LF], [+PF,-LF] or [-PF,+LF]
"unaccusative” verbs. Disregarding the last option for the present purposes, let us
suppose that there is a parameter that classifies "unaccusative” verbs of a language
either as [-PF,-LF] or [+PF,-LF] Case-assigners. Let further assume that English
chooses the former setting, whereas Italian chooses the latter.

Thus, since the [-PF,-LF} Case-assigner arrive in English cannot license the
participle affix, a sentence like (28a) above requires the insertion of the {+PF,-LF]
Case-assigning auxiliary have in order to comply with Case Filter, as represented in



(28Db). Since the verb arrivare in ltalian, on the other hand, is a [+PF,-LF] Case-
assigner, it 1s able to license the participle affix in (31). Economy considerations
then block the insertion of the [+PF,-LF] Case-assigning auxiliary avere and the
least specified auxiliary essere (a [-PF,-LF] Case-assigner) is inserted, as shown in
(32) (details omitted):

(32)  Gianni; & pr.Lr) [ip-to- [vpamiva-ppr Lr 4 1)

This proposal predicts that, since be and essere are [-PF,-LF] Case-
assigning auxiliaries, their perfective forms should be associated with the
[+PF,-LF] Case-assigning auxiliaries have and avere, respectively, since be and
essere would not be able to license their own participle morphemes. Although this
prediction is borne out it English, as shown in (33a) and represented in (33b)
{details omitted), it is contradicted by Ilian, as shown in (34) (from Burzio
(1986)):

(33) a. Mary has been accused.

b. Mary; hasi.pr..Lr Lip-en [vp be-(pe..LF [ipenge [vpaccuse- 4111}
(34) Mana ¢ stata accusata.

Mana is been accused

'Maria has been accused.'

However, rather than posing a problem, (34) actually provides an
interesting piece of morphological evidence for the analysis pursued in this section.
Postma (1993) observes thai in languages like [talian, Occitan, Balearic Catalan,
Sardinian, Dutch, German and Swiss French, which allow a sequence analogous to
be been, as exemplified by the Italian sentence in (34), the participial form always
involves a suppletive form of the verb. As we can see in (34}, {or instance, the root
ess- of the verb corresponding to be in Italian is suppleted with the root sta- in the
participial form. This type of allomorphy is straightforward]y accounted for by the
present proposal. Recall that (34) would represent a counterexample for the analysis
developed here only if the two instances of the verb essere had the same properties
in terms of Case-marking. But given Postma's crosslinguistic generalization, we
may take the suppletive form of (34) in Italian (and in the other languages) to be a
[+PF,-LLF] Case-assigning root, as represented in (35):

(35)  Maria; &pr,Lr; [ip-10 [vp sta-(peLF) [ip -tage [vp accusa- t; 111}

In (35), the upper participie affix complies with the Case Filter by being
assigned a [+PF,-LF] Case by the root sta-. Given that insertion of the auxiliary
avere 1o bear the finite inflection in (35) would bring with it a superfluous [+PF]
Casc feature, it is blocked by economy considerations, and the least specified
auxiliary root is inserted.

The allomorphy exemplified by the Italian sentence in (34}, therefore,
provides evidence for the distinction of types of Case proposed in (1), in that it
allows us to distinguish [-PF,-LF] from [+PF,-LF] Case-assigning roots. In the
next section, we examine constructions in which [-PF,-LF] Case-marked nominal
elements are morphologically distinct from their [+PF,-LF] counterparts.



3.4. Frisian Infinitives

Based on the fact that bare infinitives in Romance can only appear in Case-
marked positions, Raposo (1986) proposes that the infinitival morpheme in
Romance is a [-V,+N] element, which needs to be Case-marked in order to satisfy
the Case Filter. Extending Raposo's proposal, Nunes (1992, 1993b) argues that
English has a null infinitival morpheme with the features [-V,+N}]. This nominal
morpheme can satis{y the Case Filter by being assigned Case by a matrix verb or by
the preposition fo, which is taken to be a dummy Case-marker. 1n a sentence with a
perception verb like (36a) below, for instance, the matrix verb assigns its Case 1o
the infinitival TP and the Case percolates down 1o the infinitival head. The
infinitival head can then "share” this Case with the NP in its specifier through spec-
head agreement, as represented in (36b), where ¢ stands for the null infinitival
morpheme (see Nunes (1992, 1993b) for detailed discussion):

(36) a.[saw Mary leave.
b. I'saw [rp Mary; [ 8 [vpt; leave- ]|

As opposed o perception and causative verbs, modals and dummy do can
license the infinitival head but not an NP in its specifier, as shown in (37) below.
Based on contrasts such as the one between (36b) and (37b), Nunes (1992) claims
that modals and dummy do are also [+PF,-LF] Case assigners.

(37 a Mary,may [rpt Iy 0 [vplleave ]]]
b. *There/itesp may frpMary, [0 [vp tleave ]j]

Interesting morphological evidence for this view is provided by Frisian
infinitives. According to Reuland (1981), Frisian has two infinitival forms, one
ending in schwa /n/, which is used as complement of a main verb, and the other
ending in schwa, which is used as complement of an auxiliary verb, as respectively
exemplified in (38) below. Given the discussion above, Nunes (1992) suggests that
if Frisian infinitives are to be analyzed along the lines proposed for English, schwa
may be taken to be the morphological realization of a [+PF,-LF]} Case and schwa
/n/, the morphological realization of a [+LF,+PF] Case:

(38) a.dat er [Gurbe rinnen/*rinne] hearde
that he Gurbe walk heard
'that he heard Gurbe walk'
b, dat Gurbe rinne/*rinnen woe
that Gurbe  walk wanted
'that Gurbe wanted to walk'

4, Conclusion

Case Theory has distinguished elements which assign or are assigned Case
from elements which do not assign or are not assigned Case. In this paper, [ have
tried to show that this binary distinction ([+Case]) should in fact be relativized in
terms of the Case Filter and the Visibility Condition, yielding a four-way distinction
of types of Case: [+PF+LF] Case, [-PF,-LF] Case, [-PF+LF] Case and
[+PF,-LF] Case. I argued that such a relativization is well supported empirically,
lending support for the hypothesis that the Case Filter and the Visibility Condition
are independent well-formedness conditions in the theory of grammar.
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INTENSIONAL VERBS, TENSE STRUCTURE
AND PRONOMINAL REFERENCE

JAIRO NUNES and ELLEN THOMPSON
University of Maryland

i. Introduction®

Homstein (1990:164) notes that interclausal coreference between a pronoun
in arr embedded clause and the subject of an embedding clause depends on the tense
of the matrix and embedded clause. He points out that the sequence past-past
licenses such a coreference relation, but the sequence past-present does not; 1.2

(n a. John; thought that he; was tal.
b. *John, thought that he; is fat.

Interestingly, interclausal coreference also depends on the tyvpe of

* We wish to thank Norbert Hornstein and Juan Uriagereka for their comments and
support while we were writing this paper. Any errors are our own responsibility.

! Hornstein (1990) uses (1) as a counterexample to Eng's (1987) claim that the contrast in
(i) below (Eng's (47)) provides evidence for the her proposal that present tense must get out of the
scope of past tense al LF. He argues that the contrast between (ia) and (ib) cannot be due to
movement of the embedded clause at LF blocking binding, since the conrast in (1) shows that
even coreference is not allowed in this configuration:

(i a. Every child; said that lie; was tough.
b. *Every child, said that he; 1s tough.

2 Adfirst sight, the disjoint reference effect in (1) seems similar to an opacity effect found
in Romance subjunctive clauses, where the subject of an embedded subjunctive clause must be
cisjoint in reference with the matrix subject, as exemplified by the Portugiiese construction in (ia)
below (see Chomsky (1981:142, fu. 43), Raposo (1985}, Kempchimsky (1986}, among others).
By contrast, such a disjointness effect doces not arise if the pronoun of 1the embedded clause is in
object position, as shown by the Portuguese sentence (ib):

& a. *Ana; quer que prop  visite Maria
Ana wants that (she) visit-subj Maria
'Ana wants (o visit Mana'
b. Ana; quer quz Mara g; visite.
Apa wants that Maria her visit-subj
"Ana wants Maria to visit her.

The coreference restriction shown in (1), however, differs from the Romance disjointness
~fTect exerplified by (1) in that it affects both embedded subjects and objects, as illustrated in (ii):

iy a. *John; thought that he;is fat.
b. *John; thought that Mary likes him;.



embedding verb. As can be seen by the contrast between (1) and (2), verbs of
communication like say, as opposed (o epistemic verbs like rthink, allow coreference
regardless of the tense of the embedding and embedded clause:

(2) a. John, said that he; was fat.
b. John; said that he; is fat.

This paper provides an account for the contrast between (1) and (2). In
addition, we offer an analysis which explains the interaction between de se and non-
de se readings (see Castaneda (1966), Lewis (1979}, Chierchia (1950),
Higginbotham (1992)) with the pronominal coreference patterns of (1) and (2).

The paper is organized as follows: in section 2, we present Hornstein's
(1950) analysis of the Sequence of Tense Rule. Section 3 recasts the generalization
about the difference between think- and say-type verbs in terms of the Sequence of
Tense Rule of Homstein. In seclion 4, we note that the contrast between (1a) and
(1b) holds only under the de se reading of the pronoun. In order to account for the
difference between think- and say-type verbs and their interaction with de se and
non-de se readings, we rely on Chierchia's (1992) Dynamic Binding Theory,
which is briefly reviewed in section 5. We present our analysis in section 6,
claiming that the different behavior of these verbs in allowing interclausal
coreference follows from their distinct dynamic representation: THINK takes a
propositional variable outside its scope, whereas SAY takes a propositional varnable
inside its scope. Finally, in section 7, we present evidence for this analysis from the
interpretation of definite descriptions under say- and rhink-type verbs.

2. Hornstein's (1990) Sequence of Tense Rule

Hornstein (1990) develops a neo-Reichenbachian analysis of the tense
structure of a clause, taking it to be the set of relations between temporal points: the
relation between an S point (usually, the utterance time) and an R point (the
reference time), and the relation between the R and an E point (the time of the
event). In Homnstein's system, the structures of the basic tenses of English are as in
(3) below, where the linear order of the S, R and E points reflects their temporal
order. Il two points are separated by a line, the leftmost point is interpreted as
temporally preceding the other point. If two points are separated by a comma, they
are interpreted as conlemporaneous:

(3) S.R,E present
E,R_S past
S_RE future
E_S.R present perfect
E_R_S past perfect
S_ER future perfect

The event described by an embedded complement ¢lause may be temporally
evaluated with respect to the utterance time (henceforth, the independent reading),
as in (4) below, where Peter's sickness takes place at the time of the utterance of the
whole sentence. The event of the embedded clause may also be evaluated with
respect to the event time of the subcategorizing verb (from now on, the Sequence of
Tense, or SOT reading), as in the reading of (5) where the sickness takes place at
the time of saying. The possibility of these two readings is formalized in



Hornstein's theory by means of an optional rule (the Sequence of Tense Rule,
hencefoith SOT Rule) that links the S point of the embedded tense structure to the E
point of the embedding tense structure so that they are interpreted as
contemporaneous. If the rule applies, the SOT reading is derived. If it does not, the
unlinked S-point is identified as the utterance time by default, deriving the
independent reading

(4 John said that Peter is sick.
(5 Jobua said that Peter was sick.

The senterice in (5) 15 in fact temporally ambiguous (see Comrie (1985),
among others). Its embedded clause may be temporally evaluated with respect to the
matrix event (the SOT reading) or with respect to the utterance time (the
independent reading). Hornstein argues that under the SOT reading. the embedded
clause of (5) actually has present iense structure, the same tense structure as the
embedded clause of (4). According to Homstein, the past tense morphology in (5)
is a reflex of the evaiuation of the present tense embedded clause with respect to the
past event in the matrix clause. Thus, the tense structure of (4) is represented as in
(6), and the two readings of (5) as in (7); the SOT reading in {7a) and the
independent reading in (7b):

6 ER.S

S.RE
(h a  ERS b. ER.S
SI,R,E E.R_S

3. Interclausal Coreference and the SOT Rule

The contrast between (1a} and (1b) can now be recast in terms of the SOT
Rule: interclausal pronominal coreference with verbs like think is possible just in
case the embedded clause undergoes SOT. This becomes clearer when we examine
the contrast between (8a) and (8b) below, with the tense structures represented in
{9a) and (9b), respectively. The use of the future tense avoids the ambiguity of the
past-under-past sequence discussed above, for would and will are unambiguously
associated with the SOT and independent readings. respectively.

8) a. John; thought that he; would travel soon.
0. *John; thought that he; will travel scon.

{9 . E.R_S b. ER_E
|
S_RE S_RE

Verbs like say, however, allow coreference regardless of whether or not the
embedded clause undergoes SOT:
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(10)  a. John; said that he; would travel soon.
b. John, said that he; will travel soon.

4. Extending and Qualifying the Data

At this point we want to qualify the contrast between (1) and (2) and
between (8) and (10). Take (1b), for example, repeated below in (11), which was
1aken to be ruled out. To be precise, (11) is only unacceptable if John holds a self-
belief, i.e., if the sentence is taken under a de se reading (see Castaneda (1966),
Lewis {1979), Chierchia (1990), Higginbotham (1992)).3 Suppose, for instance,
that John has lost his memory and so does not recognize himself in a recent picture
that he is looking at. If he thought that the person he saw in the picture was fat, we
may f{elicitously utter (11) 1o describe this situation.

{11) John; thought that he; is fat,

In order to sce this contrast more clearly, consider Higginbotham's
(1992:86-87) case of "the unfortunate man™;

“a certain war hero (...} suffers from amnesia and (...} remembers nothing of his
wartime expenences. Suppose that this unfortunate person (hereafier referred to
as 'the unfortunate’ or "the unfortunate man') reads a book about the war he was
in, and among other things in the book is a detailed account of his own exploits,
which clearly exhibit extraordinary valor. As we learn much about other people
from books, enough at any rate to say in common speech that we have beliefs
about them, so he learns enough about himself to bave beliefs about himself™.

With this situation in mind, let us examine the sentences beiow:

(12)  a. The unfortunate; thought that one day he; would become the
president.
b. The unfortunate; thought that one day he; will become the
president.

(13) a. The unfortunate, said that one day he; would become the
president.
b. The unfortunate; said that one day he; will become the president.

All of the sentences above admit a non-de se reading in the context provided
by Higginbotham. In addition, all but the sentence in (12b) admit a de se reading in
a different context, where the unfortunate does hold a seclf-belief. The
generalizations that arise from this picture are the following: (i) a non-de se reading
1s independent from the type of intensional clause-taking verb and from the
temporal status of the embedded clause; (ii) with verbs like think, a de se reading
for the pronoun is possible only if the embedded clause undergoes SOT, whereas

3 Although the conlrast between the de se and the nop- de se reading for (11), for instance,
1s clear, the sentence is still marginal under the non-de se reading. Since what is relevant for our
purposes is the contrast between the de se and the non-de se readings, we will ignore the
marginality of the non-de se reading here.
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verbs like say allow a de se reading regardless of whether or not the clause
containing the pronoun undergoes SOT.

In the next sections, we will briefly review Chierchia's (1992) Dynamic
Binding Theory, extended in Nunes and Thompson (1993) to encompass
interclausal relations, upon which we will build an account for the generalizations
discussed above.

5. Chierchia's (1992) Dynamic Binding Theory

Based on the analyses of Stalnaker (1979) and Groenendijk and Stokhof
(1991), Chierchia (1992) develops a dynamic version of Discourse Representation
Theory called Dynamic Type Theory, According to this theory, the contribution of
the semantics of a sentence involves placing constraints on stretches of discourse
yet to come. Thus, the context-changing character of a sentence S is conceived of as

[S' A pj, where S'is the truth-conditional content of S and p is a propositional
variable that acts as a place holder for possible continuations of S.

The discourse representation of a sequence of sentences "S; S>", for
example, 1s as in (14) (Chierchia's (46)):

{4) IS apl + S2'a pl= [S1"A p}{S2' A pl = [S," A S2"a p]
[

The meaning of the discourse sequence "S; 52" is computed by replacing the
propositional variable of $; by the dynamic truth conditional representation of S,.

With this apparatus, Chierchia accounts for the different binding behavior of
universal and existential quantifiers in cross-sentential binding, as illustrated in (15)
below, in terms of the position of the propositional variable with respect to the
scope of the quantifier. Simply put, Chierchia proposes that the propositional
vanable is placed inside the scope of existential quantifiers and outside the scope of
universal quantifiers, as represented in (16). The dynamic representations of (15a)
and (15b), for instance, are as in {17) and (18), respectively. At the discourse level,
the pronoun of (15a) can be bound by the quantifier, as shown in (17), since it ends
up within the scope of the quantifier when the clause containing it replaces the
propositional variable. However, when the quantifier is universal, as in (15b), the
following clause will end up outside the scope of the quantifier when it replaces the
propositional variable, as shown in (18):

{15) a. Someong; arrived. He; was/is handsome.
b, *Everyong; arrived. He; was/is handsome .

(19 a I ..rp]
b.V[..]lap

(17)  3x[xisaperson a xarrived A p ] + [ x was/is hoindsome A p ]
t N

= Ix[ xis a person A Xarrived A x was/is handsome A p ]
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(18)  V¥x[xisaperson — x arrived ] A p + [ x was/is handsome 4 p ]

| —

= VX[ x is a person ~» x arrived ] A x was/is handsome A p

£.1. Interclausal Quantifier Binding

Nunes and Thompson (1993) note that quantifier-binding into an embedded
clause is sometimes sensitive to the tense relation holding between the matrix and
embedded clause. Both existential and universal quantifiers atlow quantifier-binding
into SOT embedded clauses. However, they differ with respect to binding into
temporally independent embedded clauses, where they show the same pattern that
they exhibit in cross-sentential binding {(cf. (15)}, as shown below:

{19) Someone; said he, would/will travel soon,
(20) Everyone; said he; would/*will travel soon.

While existential quantifiers allow binding into an embedded clause regardless of
whether the embedded clause has undergone SOT, universal quantifiers require the
embedded clause to undergo SOT in order for binding to take place.

Nunes and Thompson (1993) extend Chierchia's theory to account for the
data in (19} and (20), by proposing the following: (i) a propositional variable is
introduced by an unlinked S point (in Hornstein's (1990) terms, an 8 point which
has not undergone SOT}; (ii) the propositional variable is replaced by a temporally
independent structure, including both independent sentences (as in Chierchia
(1992)) and temporally independent clauses; and (iii) temporally dependent clauses
are generated in the complement position of the subcategorizing verb, whereas
temporally independent clauses are paratactic constructions in an appositive relation
with the null object of the subcategorizing verb (see Torrego and Uriagereka
(1993)).

According to this proposal, the embedded clauses of (19) and (20) with the
would-sequence do not introduce a propositional variable because their S points are
linked to the matrix E point. The SOT sequences of (19) and (20}, therefore, have
only the propositional variable associated with the matrix clause. Given that the
embedded SOT-clauses of (19) and (20) are not temporally independent, they do
not replace the propositional variable associated with the matrix clause, which is
scope-related to the quantifier. Hence, the possibility of binding into an SOT clause
regardiess of the type of quantifier follows from the fact that the SOT-clause
containing the pronoun always remains within the scope of quantifier in the
embedding clause, as shown in {21a) and (21b), which represent the SOT-
sequences of (19) and (20}, respectively:

(21) a. 3x[xisa person A x said that x would travel soon A p ]
b.¥x[ x is a person — x said that x would travel soon] A p

By contrast, temporally independent clauses are associated with a
propositional variable by virtue of having an unlinked S point. They will therefore
replace the propositional variable of the matrix clause, and their own propositional
variable will provide the position for the next sentence in the discourse to fill in for.
Successful binding into a non-SOT embedded clause wili then depend on the
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dynamic binding properties of the quantifier. After the embedded clause fills in for
the propositional variable associated with the matrix clause, the relevant pronoun
will fall inside the scope of an existential quantifier, but outside the scope of a
universal quantifier. The dynamic representations of the non-SOT counterparts of
(19) and (20), therefore, are as in {22) and (23),where ¢ is a constant that stands for

the null object of say, and "=" stands for an identificational predicate:4

22y x| xisaperson s X said e A [ e mthat x will travel socon] a p]
! 1

= Ix[ x is a person A x saide A e = that x will travel soon |

(233) Vx[xisaperson— xsaide s [e=that x will travel soon}] A p
)

= ¥x[ x isa person ~» xsaid ¢ } A e = that x will travel soon

6. Analysis
6.1. The Dynamic Representation of Intensional Verbs

The different behavior of existential and universal quantifiers concerning
interclausal binding which was discussed in the previous section is similar to the
difference between verbs like say and think with respect to allowing a de se reading
for a pronoun in a complement clause, as seen in section 4. Existential quantifiers
and verbs like say allow the relevant interclausal relation regardless of the temporal
status of the embedded clause. On the other hand, universal quantifiers and verbs
like think are more restrictive in that they only allow the relevant interclausal relation
if the embedded clause undergoes SOT.

We propose then that verbs like think and say involve a dynamic
representation paratlel to universal and existential quanufiers, respectively, as
represented in (24):

(24 a THINK[..]lap
b.SAY [.. A p]

The question that now arises is why these verbs should have a dynamic
representation. Let us suppose that, as intensional operators, these verbs may
optionally assign a value to pronouns within their scope. If a pronoun has its value
assigned by an intensional verb, it will be interpreted de se, i.e., the subject of the
verb holds a self-belief regarding the state of affairs ascribed to the pronoun. If a
pronoun does not receive a value from an intensional verb, it receives a (speaker-
controlled) non-de se interpretation by default. With this hypothesis in mind, let us
examine the data presented in section 4.

4 The readings represented in (22) and (23) are paraliel to "somcone; said this: that he, will
travel soon” and "*everyone; said this: that he; will travel soon”, where the direct object position is
filled with a demonstrative.
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6.2. Interclausal Coreference Involving Temporally Independent
Clauses

Let us reconsider the sentences in (12b) and (13by), repeated below in (25),
which have a non-S8OT clause embedded under the verbs think and say,
respectively:

(25)  a. The unfortunate; thought that one day he; will become the
president.
b. The unfortunate; said that one day he; will become the president.

Combining the proposal by Nunes and Thompson (1993) discussed in
section 5.1 with the hypothesis raised in the previous section, the dynamic
representations of (25a} and (25b) are as in (26) and (27):

(26)  the unfortunate; THOUGHT [ e A [ e = that one day he; will become
the president A pliap
! 1
= the unfortunate; THOUGHT( e ] A ¢ = that one day he; will
become the president A p

{27) the unfortunate; SAID] e a [ e = that one day he; will become the
president Ap]apl
! i

= the unfortunate, SAID[ e A ¢ = that one day he; will become the

president A p |

The embedded clauses of {25) are associated with a propositional variable,
given that their S points are unlinked. After the embedded clause replaces the
propositional variable associaled with the matrix clause, the pronoun will fall
outside the scope of THINK and inside the scope of SAY, as represented in {26)
and (27). Thus, only SAY is able to assign a value to the pronoun, since only SAY
has the pronoun within its scope. If it does, (25b) receives a de se reading;
otherwise, a non-de se reading is assigned by default. (25a), on the other hand, can
only have the non-de se reading, because the pronoun is outside the scope of
THINK.

6.3. Interclausal Coreference under SOT

According to the approach outlined above, the dynamic representations of
the sentences in (12a) and (13a), repeated below in (28), are as in (29) and (30),
respectively:

(28)  a. The unfortunate; thought that one day he; would become the
president.
b. The unfortunate; said that one day he; would become the
president.
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(29)  the unfortunate; THOUGHTY that one day he; would become the
president 1 A p

(30)  the unfortunate; SAID( that one day he; would become the president
apl

Since the S points of the embedded clauses of (28) are linked to the E point
of the matrix clause, the embedded clauses are not associated with a propositional
variable. Given that the embedded clauses do not then qualify to fill i for the
propositional variable associated with the matrix clauses, at the discourse level they
remain inside the scope of both THINK and SAY, as represented in (28) and (29).
Both verbs can thus fix the value of the pronoun in their scope. If they do, the
sentences of (28) receive a de se reading; if they do not, the default rule assigns
them a non-de se interpretation.

7. Some Evidence from Definite Descriptions

Additional evidence for the proposal offered here of the distinction between
say-like and rhink-like verbs with respect to interclausal coreference comes from
data involving nominal descriptions controlled by the subject of these verbs or by
the speaker. Let us make the plausible assumption that the assignment of a de se or
a non-de se reading for a pronoun is an instance of the general process of subject-
control versus speaker-control of definite descriptions. If so, we predict that the
tense restrictions governing subject-control and speaker-control of definite
descriptions embedded under verbs like rAink and say are the same as the
restrictions that regulate de se and non-de se readings, respectively.

In order to test this prediction, imagine the following situation. Bill believes
that two particular people are spies, one American and one Russian, and refers to
them as "the American spy” and "the Russian spy". Furthermore, he believes that
the person he thinks is the American spy will meet the person he thinks is the
Russian spy. He tells this to the speaker, who knows that these two people are not
spies; they are in fact her friends John and Mary. The question then is: Which tense
sequences can the speaker use in order to felicitously refer to those two people from
Bill's or her own perspective?

Let us start by considering the sentences in (31):

{31) a. Bill thought that the American spy would meet the Russian spy.
b. Bill thought that John would meet Mary.
c. Bill said that the American spy would meet the Russian spy.
d. Bill said that John would meet Mary.

in (31a) and (31c), Bill is responsible for the descriptive content of the
embedded noun phrases the American spy and the Russian spy, whereas in (31b)
and (31d), the speaker is responsible for the content of the descriptions John and
Mary. All of these sentences are felicitous utterances in this situation, as predicted
by our analysis. Since the embedded clauses of (31) are temporally dependent on
the matrix clauses, they will be within the scope of both THINK and SAY, as
represented in (32)-(35) below. If the intensional operator fixes the value of the
embedded definite descriptions, a subject-controlled reading arises, as in (32) and
(34); otherwise, the default value assignment gives rise to the subject-controlled
reading, as in (33) and (35):
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(32)  Bill THOUGHT] that the American spy would meet the Russian
spy]ap

(33)  Bill THOUGHT] that John would meet Mary ] A p
(34)  Bill SAID| that the American spy would meet the Russian spy A p ]

(35) Bill SAID{ that John would meet Mary A p ]
Consider the sentences in (36), by contrast:

(36)  a. Bill thought that John would meet the Russian spy.
b. Bill thought that the American spy would meet Mary.
c. Bill said that John would meet the Russian spy.
d. Bill said that the American spy would meet Mary.

None of the sentences in (36) are felicitous in the context sketched above.
Nothing that was said so far, however, prevents sentences involving SOT
embedded clauses from having "mixed" readings, where some definite descriptions
are assigned a value by the inlensional operator, and others are assigned the default
value. The sentences in (36) thus lead us to the conclusion that value assignment (o
the definite descriptions in a clause must be uniform, i.e., an intensional operator
either fixes the value of all the definite descriptions in its scope, or it does not fix
any. This entails that if the rule of default (subject-controlled) value assignment is
triggered, it applies to all the definite descriptions of a clause. This conclusion is
corroborated by non-SOT clauses under say-like verbs such as the ones in (37),
which are also not felicitous in the relevant context:

(37)  a. Bill said that John will meet the Russian spy.
b. Bill said that the American spy will meet Mary.

Let us now examine data involving temporally independent embedded
clauses:

(38)  a. Bill thought that the American spv will meet the Russian spy.
b. Bill thought that John will meet Mary.
¢. Bill said that the American spy will meet the Russian spy.
d. Bill said that John will meet Mary.

Let us first consider the constructions involving the verb think. Since the
embedded clauses of (38a) and (38b) are temporally independent, they fill in for the
propositional vaniable associated with the matrix clause, as represented in (39) and
(40), respectively:
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(39) Bill THOUGHT({ e A [ e = that the American spy will meet the
Russianspy apllap
! *

= Bill THOUGHT{ ¢ ] A e = the American spy will meel the Russian

5py AP

(40) Bill THOUGHT[ e A [ e = John will meet the Mary A pJl A p

1 t
= Bill THOUGHT{ e ] A e = John will meet Mary A p

The analysis developed here, therefore, provides a straightforward
explanation for why {(38a) is not felicitous in the relevant context, as opposed to
(38b). Given the context above, the descriptive content of the NPs the American
spy and the Russian spy in (38a) should be controlled by the subject of the matrix
clause and, therefore, should have their values fixed by THINK. However, after
the embedded clause replaces the propositional vanable at the discourse level, it
falls outside the scope of THINK, as shown in (39), and the subject-controlled
reading is not permitted. The definite descriptions of the embedded clause of (38b),
on the hand, are compatible with the fact that, in accordance with the representation
in {40), they only receive a subject-controfled reading.

Finally, let us examine the sentences in (38¢) and (38d), which are both
felicitous in the present context. According to our analysis, this is so because the
embedded clause falls inside the scope of SAY after it replaces the propositional
variable associated with the matrix clause, as represented in (41) and (42),
respectively:

(41y  Bill SAID[ e A [ e = that the American spy will meet the Russian spy
Apiap]
R |
= Bill SAID[ e a e = that the Amenican spy will meet the Russian
spy apl

(42;  Bill SAIDl e A {e=that Johnwill meetMarvapjap]

et
= Bill SAID{ ¢ A e = that John will meet Mary  p |

Since the embedded clauses of (41) and (42) are within the scope of SAY, the
definite descriptions they contain may either have their value fixed by SAY or by
the default rule. This thus enables (38¢) (o be a felicitous utterance under a subject-
controlled interpretation for the definite descriptions in the embedded clause, and
(39d) 1o be a felicitous utterance under the speaker-controlled interpretation.
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8. Conclusion

Think-type and say-type verbs behave differently in that think-type verbs
seem to require lemporal dependency in order for coreference 1o hold between their
matrix subject and a pronoun in their complement clause, while say-type verbs do
not. We have observed that the coreference relation is actually ruled out for think-
type verbs only on the de se reading of the pronoun.

Utilizing Chierchia's (1990) Dynamic Binding Theory as extended in Nunes
and Thompson (1993), we proposed that epistemic verbs like think and
communication verbs like say differ in their dynamic representation: THINK takes a
propositional variable outside its scope and SAY takes a propositional variable
inside its scope. Assuming that a de se reading for the pronoun can only arise if an
intensional operator fixes the value of the pronoun in its scope, a pronoun in a
clause embedded under think-type verbs receives a de se reading just in case the
embedded clause undergoes SOT. If, on the other hand, the embedded clause is
temporally independent, it replaces the propositional variable associated with the
matrix clause, falling outside the scope of THINK and biocking a de se reading.
The pronoun then can only receive a non-de se (speaker-controlied) reading by
default.

Say-type verbs, on the other hand, admit both a de se and a non-de se
reading for an embedded pronoun regardless of the temporal status of the
embedded clause. Whether or not the embedded clause replaces the propositional
variable associated with the matrix clause, it always ends up within the scope of
SAY, aliowing the value of the pronoun to be determined by SAY or by the default
rule.
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Korean
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1. Introduction

Korean has periphrastic or analytical causative constructions, which employ the
causative verb ha ‘do”

(1) Toli-nun Mina-eykey/lul/ka ttena-key ha-ess -ta
~Top -Dat /Acc/Nom leave-Comp do-Perf-Decl
'Toli made Mina leave.'

1t is to be noted in (1) that, unlike in the counterpart constructions in English and
Itahan, in Korean the causee NP can be Nominative or Accusative or Dative.

PC constructions like (1) apparently have a bi-clausal structure in that the
complementizer -key separates the matnix verb and the embedded clause. H-S.
Choe (1988). however, claims that the constructions exhibit mono-clausal proper-
ties as well as bi-clausal properties. Her claim is based on the behavior of negative
polarity items (INPls) in Korean, which require a clausemate negation. Let us look
at (2)

(2) Toli~nun Mina-eykey/lul/ka amwutc wmanna-key haci anihsgessta
~Top -Dat /Acc/Nom snybody meet-Comp do not did
'Toli did not make Mina meet anybody.'

In (2}, the NPl emwuro is in the embedded object position, and the negative
morpheme is in the matrix clause. Although the clausemate requirement for the
NPI seems to be violated, example (2) is grammatical. To account for the
grammaticality of (2), Choe proposes that at covert syntax (Logical Form), the
matrix and the embedded clause in PC constructions are restructured into one
clause. This restructuring operation, Choe claims, makes it possible for the NP!
in {2) to obey the clausemate requirement.

Along the lines of Choe’s research, this paper further investigates into mono-
and bi-clausal properties of PC constructions. In specific, we first demonstrate
that PC constructions are like ‘verb-of-opinion” constructions containing verbs like
mir- believe” in that both constructions are bi-clausal at overt syntax (S-structure).
Then, we provide more evidence for mono-clausal properties of the constructions
other than the NPI related fact above. Raising a problem with Choe’s restruc-
turing analysis, we account for mono-clausal properties of PC constructions by
proposing that at covert syntax, the embedded verb incorporates to the matrix
causative verb and then the matrix causative verb excorporates out of the complex
verb formed.
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2. Bi-clausal properties of PCs in Korean

In this section, we demonstrate that the complement clause of the matrix causative
verb ha- in PC constructions has a "full-clause’ structure, like that of 'verb-of-
opinion’ constructions. That is, the complement clause of PC constructions con-
tains not only a complementizer but also inflections or a sentential negation, which
occur independently of the matrix clause.

First, the matrix and the embedded verb each can have the inflectional
honorific marker si-, which appears when a subject NP refers to a socially re-
spected person, as in {3

(3) sensayngnim-un apenim-kkey/lul/i o -si ~key
teacher ~Top father-Dat /Acc/Nom come-Hor-Comp
ha-si -ess -ta
do-Hor-Perf-Pecl
'Teacher made his father come.'’

Example (3) shows that the embedded verb can be inflected independently of the
matrix verb.

Second, if Nominative Case in Korean is assigned by finite tense features as
argued by M-K. Park (to appear}), the possibility of the causee NP being
Nominative Case marked indicates that besides the matrix clause, the complement
clause of PC constructions can contain a present tense marker, which is nonovert
in Korean. 1)

Third, the matrix and the embedded clause each can have a sentential ne-
gation, as i {4}

(4) Mina-nun | Toli-eykey/lul/ka ttena-ci ani-ha-key]
-Top -Dat /Acc/Nom leave-Nm not do-Comp
haci ani-haessta
do not-did
*Mina did not make Toli not leave.'

We have so far seen that the complement clause of PC constructions has a
‘full-clause’ structure in that it can contain the complementizer, inflections, and
the sentential negation. However, these properties do not necessarily infer that
PC constructions are bi-clausal at overt syntax. This is because we may conjecture
that the embedded verbal complex and the matrix verb in PC constructions, which
are adjacent at overt svntax, have already formed a complex verb after the first's
raising to the latter, and this overt raising might account for mono-clausal prop-
erties of the constructions. The following examples, however, <Jearly indicate that
this conjecture is not nght:

{5)a. Toli~ka Mina-eykeyjlul/ka chayk-ul ilk~key haessta
-Nom -Dat/Acc/Nom book~Ace read-Comp did
'"Toli made Mina read a book.'

b. Hina-eykey/luljka chayk-ul ilk-key Toli-ka [ ] haessta

In (3b), the causee NP and the embedded verb complex are scrambled, leaving the
matrix causative verb behind. The scparability of the embedded verbal complex
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from the matrix causative verb shows that they do not form a complex verb at
overt syntax.

3. Mono-clausal properties of PCs in Korean

We now turn to consider the mono-clausal properties of PCs, which are attested
in the behavior of negative polarity items, additional wh-effects, and scope inter-
action. First, H-S. Choe (1988) observes that WPIs should be licensed by a
clausemate negation. Let us look at the examples in (6):

(6)a. Toli~nun Yenghi-eykey | Mina-ka amwuto mannaci
~Top ~Dat -Nom anyone meet
ani-hass-tako] malhayssta
not-did-Comp  said
'Toli said to Yenghi that Mina didn’'t meet anybedy.’

b. * Toli~nun Yenghi-eykey | Mina-ka amwutc mannass-tako]
~Top -Dat ~Nom anyone met~Comp
malbaci ani-haessta
say not~did
'"Toli didn't say to Yenghi that Mina met anybody.'

In (6a). the NPl amwuro co-occurs with the negative element ani in the same
clause, satisfying the clausemate requirement. In (6b), however, the NPl is in the
embedded clause and the negation is in the matrix clause. (6b) is ungrammatical,
due to a violation of the clausemate requirement for NPis.

As mentioned before, however, PC constructions show different behavior from
‘verb-of-opinion’ constructions with respect to NPls. Consider the examples in
(7). which are taken from H-S. Choe (ibid.):

(7)a. Toli-nun Mina-eykey/lul/ka amwuto mannaci
~Top Mina-Dat /fAcc/Nom anybody meet
ani~ha-key haessta '
not~do~Comp did
'Toli made Mina not meet anybody.'

b. Toli-nun Mina-eykey/lul/ka amwuto manna-key haci anihaessts
«Top Mina-Dat /Acc/Nom anybody meet-Comp do  not did
'Toli did not make Mina meet anybody.'

In {7a). the NP1 amwuto is a clausemate of the negation. In (7b), the clausemate
requirement for NPls appears not to be obeyed, because the NPI and the negation
are in different clauses. The sentence is, however, judged grammatical. This shows
that the matrix and the embedded clause in PC constructions behave like one
clause.

Besides the behavior of NPls, additional wh-efTects further evidence the mono
clausal property of PC constructions. Let us look at the example in (8):

(8) *ne-~nun [[way Toli-ka pro muwes-ul sacwun] salam]-ul chac-ni
you-Top why Toli-Nom what-Acc bought person-Acc look for-Q
'Q you are looking for [a person {for whom Toli bought what why]]
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In (8), the adjunct wh-phrase way "why’ is mside of the relative clause. The covert
movement of this adjunct wh-phrase to the Q morpheme in the matrix clause will
induce an ECP violation, due to the islandhood of the intervening relative clause.
Saito (1992) and Sohn (1993), however, note that in Japanese and Korean, if an
additional wh-phrase occurs in higher position than the adjunct wh-phrase, a sen-
tence improves substantially as in (9). Example (9) is resulted in after the object
wh-phrase within the relative clause in (8) is scrambled within the clause:

(9)7? ae-nun [ mwues-ul; way Toli-ka pro t; sacwun]
you-Top what-Acc why Toli-Nom bought
salam-ul  chac-ni
person~-Acc look for-Q
'Q [you are looking for [ s person [ for whom Toli bought
what why]}]}

To account for such grammatical improvernent, Saito proposes that the adjunct
wh-phrase can move out of the island after adjoining to the higher argument wh-
phrase.

Untlike clause-internpally scrambled wh-phrases as in (9}, however, Saito (1992)
alsv observes that long-distance scrambled wh-phrases cannot save the adjunct
wh-phrase in island contexts. Look at (10):

(10)a. * ne-nun [[way pro Toli-eykey | Mina-ka wmwues-ul

=Top why ~Dat ~Nom what-Acc
sass ~tako] malhan} salam}-ul chac-ni
bought~Comp said person-Acc look for-Q

'Q {you are looking for [ & person [ who said to Toli
[ Mina bought what] why ]1]

b. ?* ne-nun [[mwues~ul; way pro Toli-eykey [ Mina-ka t;
sasstako] malhan] salam}-ul chac-ni

In (10a}, the adjunct wh-phrase within the relative clause cannot be saved by the
fower wh-phrase. What is interesting in view of the facts we have just seen in (9)
is that scrambling of the object wh-phrase before the adjunct wh-phrase in (10b}
does not affect grammaticality. Hence there is a contrast between (9} and (10b).
The difference between them is that in (9), the preposed wh-phrase has undergone
clause-internal scrambling, whereas the wh-phrase in {10b) has undergone clause-
external or long distance scrambling. On the basis of this contrast, Saito (1992)
argues that clause-internally scrambled wh-phrases which are in A-position can
save the adjunct wh-phrase, whereas long distance scrambled wh-phrases which
are in A'-position cannot save it. This amounts to saying that the adjunct wh-
phrase can only adjoin to the wh-phrase in A-position but not to the one in A’-
position, due to the requirement of antecedent government. The trace of the
adjunct wh-phrase can be antecedent governed from an A-adjoined position but
not from an A’-adjoined position. 2}
Given these considerations, let us return to PC constructions in {11).
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(11)a.* ne-nun [ way pro Mina-eykey/lul/ka mwues-ul sa-key
-Top why ~Dat/Acc/Nom what~Acc buy-Comp
han] salam-ul] chac-ni
did person-Acc look for-Q
'Q [you are looking for [ & person [ who made { Mina buy
what] why ]]]

b. ne-pun [[ mwues-uly way pro [ Mina-eykey/lul/ka t; sa-key
han] salam-ul] chac-ni

In (11a), the adjunct wh-phrase within the relative clause cannot be saved by the
lower wh-phrase. When, however, this embedded wh-phrase is scrambiled before
the adjunct wh-phrase, the former can save the latter as in (I11b). The
grammaticality of (11b) indicates that the seemingly long distance scrambied wh-
phrase in PC constructions behaves like a clause-internally scrambled one. This
constitutes evidence for the mono-clausal property of PC constructions.

Scope interaction facts further show that PC constructions have mono-clausal
property. Let us Jook at (12}

(12)a. nwukwunka~ka motun sensayngnim-ul mannassta (some >every)
someone-Nom every teacher-Acc met
'Someone met every teacher.'

b. motun sensayngnim-uly [ nwukwunks~ka t; manna-ess-ta]
(some » < every)

Sentence (12a) is not ambiguous, with the QP in subject position taking scope over
the QP in object position. However, if the object QP is scrambled over the subject
QP, the sentence {12b) gets ambiguous readings. This shows that scrambling in-
duces scope ambiguity (Hojp (1985) among others).

Unlike clause-internal scrambling, however, as observed by Oka (1989) for
Japanese, Jong distance scrambling of an embedded QP over a2 matrix QP does not
cause scope ambiguity in Korean:

(13)a. nwukwunka-ka Yenghi-eykey [Mina-ka motun sensayngnim-ul

someone~Nom -Dat ~Nom every teacher-Acc
mannassta-ko] malhayssta (some > every)
met -Comp said

'Someone said to Yenghi that Mina met every teacher.'

b. motun sensayngnim-uly [ nwukwunka~ks Yenghi-eykey [ Mina~ks
t; mannassta-ko] malhayssta] (some > every)

In (13a). the matrix subject QP takes scope over the embedded object QP. Though
the embedded object QP is scrambled over the matrix subject QP, scope relation
does not change in (13b), unlike in (12b}. On the basis of the contrast between
{12b) and (13b), Murasuki and Saito (1992) argue that only clause-internal
scrambling which can be an instance of A-movement induces scope ambiguity
whereas long distance scrambling which is always A’-movement does not.
Turning to PC constructions, we note that, unlike in ‘verb-of-opinion’ con-
structions, long-distance scrambling of an embedded object QP over a matrix
subject QP in the constructions does change scope relation, as shown in (14):
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(14)a. nwukwunka-ka [Mina-eykey/lul/ka motun sensayngnim-ul
someone~Nom ~Dat/ACC/Nom every teacher-Acc
manna-key)] haessta {some > every)
meet-Comp did
'Someone made Mina meet every teacher.'

b. motun sensayngnimj~ul [ nwukwunka-ka [Mina-eykey/lul/ka t;
manna-key) haessta] (some > g every)

In {i4a}, the existential quantifier takes scope over the universal quantifier. In
{14b}, however, seermingly long-distance sc