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Pseudogapping and Gapping:
The Same, but Different

Brian Agbayani & Ed Zoerner
CSU Dominguez Hills

1 Pseudogapping and Gapping: I ntroduction

This paper introduces a new movement-based analysisof Pseudogapping (PG) that
unifies PG with Gappingand improvesboth conceptual ly and empirically on Lasnik’s
(1995,1999) analysisof PG. Levin (1979186) givesthenamePseudogappingtoforms
that show apparent verbal deletion under identity, with a tensed auxiliary as a left
remnant. Thefollowing providesimpleexamples:

1 a Robin could speak French before Kim could speuk Russian
b. Pat will attend CSU Fresno, and Terry will atterd CSU
Stanislaus

On the other hand, Gapping shows apparent verbal deletion without any remnant
auxiliaries. Thefollowing providesimple cases:

2. a Pat lovesFresno, and Terry loves Clovis
b. Robin ate beans, and Kim &a rice

PG and Gapping sharesomesuperficia similarities: i) anai n verb (at least) deletes
in both; ii) both requireremnantson both sides of the apparentdeletion. Thisaone
suggeststheplausibility of aunified analysisfor thetwo. Morecompe lingmotivation,
however, comesfrom a previously unnoticed implicational universal:

3. If alanguageexhibitsPG, it alsoexhibits Gapping.

We know of no languagethat falsifiesthe abovestatement. Examplelanguagesin
keeping with (3) include (PG in (a), Gappingin (b)):



4. German
a Robin konnte Russiche sprechen bevor Kim Franzoesich konnte
could Russian speak  before  French could
'Robin could speak Russian before Kim could French'
b. Robin verkauft Fisch, und Kim Reis
'Robin sellsfish, and Kim rice

5. Lavian
a Vinavar runat angliski, un ving var italiani
She can speak English, and hecan Italian
b. Vina runat angliski, un vin¥ italiani
She speaksEnglish and heltalian
6. American Sign Language
a | WILL READ BOOK, YOU WILL BE#AE MAGAZINE
b. | PREFERFISH, YOU BREEER CHICKEN

Thereare, however, languagesthat exhibit Gapping but not PG. Spanishgivesone
example:

7. Robin comié los frijoles, y Kim el arroz (Grappimg (K]
'Robin ate beans, and Kim rice'
8. *Robin puede hablar espafiol, y Kim puede inglés (PG bad)

'Robin can speak Spanish, and Kim can English

The above one-way implicational universal in addition to the aforementioned
similaritiesmotivatesusto analyze PG as a marked type of Gapping. Wedo thisbhy
accepting Johnson's (1994) Gapping analysisand extendingitsspirit to cover PG as
well.

2. Johnson's Gapping Analysis

Johnson analyses Gapping as resulting from Across-the-Board verb movementfiom
conjoined VPs:



BLs
Patl |
| VP
loves, e T
VP and VP
e N

ts Fresno to Clovis

Notethat in thisanalysis, Gapping, (contrary to thetraditional deletion analysis) does
not underlyingly consist of two full clauses; we have VP-coordination rather than
conjoined CPs. Theverbs(obligatorily) undergo V-to-1 movementin ATB fashion.
The subject of the first conjunct raises from [Spec, VP to [Spec, I1P]; Johnson
suggests that Case requirements override the Coordinate Structure Constraint
violation. Thesubject of the second conjunct remainsin its[Spec, VP position.

Thisanalysismakessevera correct predictionsthat adel etion-basedandysiscannot

First, Gapping constructionsrequire non-coreferential subjects.

10. *Pat; lovesFresno, and Pat,/she; Clovis

Thisfallsout under binding theory, sincethe subject of thefird conjunct, from its
landing site of [Spec, IP], c-commands the in situ subject of the second conjunct.
Johnson's analysisalso correctly predictsthat Gapping prohibitsan S-adverb onthe
second conjunct, which isactudly a VP rather than CP:
11. *Certainly, Pat |ovesFresno, and [vp probably, [W Terry t Clovis]]

Also, Gapping can show "quirky Case" on the second conjunct:
12. Robin cooked thefish, and him/(?he, therice

The possibility of quirky Case follows from the fact the second subject never

undergoesacheckingrel ationshipwithinIP. These virtuesseemsufficiently strongfor
usto analyze PG in asimilarly-spiritedfashion.

3. The New Pseudogapping Analysis

In our effort to show PG asessentidly amoremarked case of Gapping, we propose:



13. Pseudogapping resultsfrom ATB V-to-I movement from a VP and a
subordinateCP.

We assume that subordinate clauses adjoin to VP. Under the new andysis, the
structurefor (18) becomes:

14, TP
Robin, T
;I' IA_gl_-P
could B T
Agr VP
speaky - e
A% 4 CcP
/\ E i,
4 A before IP
PN
to»  French Kim could t, Russian

Severa key points distinguish this from the traditional deletion analysis. First,
Psuedogapping involvesATB V-to-1 movement, just asdoes Gapping. Second, this
ATB movementis"asymmetric,” since the“conjuncts” arenot of liketype; aVP anda
CP. Third, the ATB movement is purely optional; neither the main clause nor the
subordinatecl ausedependsupon the ATB verb raisingtosurvive. Each oocurrenceof
speak could have smply undergone V-to-l in its own clause, which would have
rendered themorenatural Robin could speak French, and Kim could speak Russian.
PG, then, isastyligticvariant permitted but not required by the grammar.

Thenotionof asymmetric ATB movement, though unusual, has precedent; arguably
Parasitic Gap congtructionsand certain Right-NodeRaising constructions manifest
this(Williams(1990)):

15. a Thisisthe paper which; [1p Kimread t, [cp beforefilingt;]
b. [cP[cPKimread t;, [cp beforeRobinfiled t; ]][this paper],]

Thisanalysisof PG renders several important correct results. First, we have a
correct expectation for the aforementioned implicational universal: PG =# Gapping.
Both resultfrom ATB V-to-l, so that languagesstandardly showing V-to-l will be
candidatesto exhibit Gappingand PG. However, the asymmetric natureof PG makes
it themarked case. Weassumethat UG permits symmetrical ATB “for free,” but that



asymmetric ATB will comeat somecost. So alanguagemightshow Gapping but not
PG (Spanish), but never the other way around.

Second, the new analysis predictsthat any languagewithout V-to-I movement will
have neither PG nor Gapping. Vietnamese, Tha and Mandarin support this
prediction. Consider Vietnamese, in which verbslack inflection totaly, suggesting
that they never raiseto .

16. Kim déc sach
reads/read books

Vietnamese alsofailsal other traditional diagnosticsof verb movement(noinverson
in questions, etc.). And without verbraising, Vietnamesecan show neither Gapping
nor PG:

17. *Kim &n ca, va Robin bo (Gappingbad)
eat fish and beef
'Kim eatsfish, and Robin beef

18. *Kim s muamsit chiec Xxetruée Robinse mét céi nha (PG bad)
will buy one cL car before will onecL house
'Kim will buy acar before Robin will ahouse

Note that a deletion-based analysis Smply has to stipulate that Viethamese-type
languages lack deletion; with a movement-based analyss, though, we have an
explanation based on prior principles.

Third, this analysispredictsGapping will sound lessmarked than PG in languages
that dlow both. In Gapping constructions, CaserequirementswithinIP motivatethe
ATB V-to-l movement. However, in PG the ATB V-to-l standsas truly optional.
Neither themain clausenor thesubordinatecl auseneedsto satisfy Caserequirements.
In addition, the asymmetric nature of the ATE in PG makesit marked.

Fourth, PG actudly sounds more natural with a subordinator than it does with a
coordinator. Thisfalls out under ow analyss, since we say PG crucialy involves
subordination:

19. Robin could speak French (?)and/before Kim could Russian

Were the diagram in (14) to show the word and, it would havetoshow itinaC
position; in this case and would serve asa" defective” subordinator of sorts. Since
before more naturally fillsthe C position, its PG form sounds better. For its part,
Gapping requirespwe coordination.

In addition, the analysispredictsthat PG, unlike Gapping, alowsfor coreferential
subjects. Thisfollows since PG involves a subordinateclause, with the consequent



binding domain (contrast w/(10) for Gapping):
20. Robin,; could spesk French {cp before shey could Russian]

We point thisout primarily becauseLevin givesthe aboveasthe principal argument
for not showing PG and Gapping as reated. We have seen, though, that we can
capturethe similaritiesbetween the two from thefact that they bothinvolve ATB V-
to-1, whilecapturing the important differences with theclaim that the ATH proceeds
from different types of conjuncts.

4, Pseudogapping: NOT a Special Case of VPE

Lasnik (1995,1999) hasofferedan interestinganaysisof PG asaspecid casedf Verb
PhraseEllipsis(VPE). Here, weshow severd problemsfor Lasnik's ideathat thenew
anaysisdoesnot face. Lasnik showsPG asatwo-step process. 1) overtraisingof a
verbal complement to [Spec, Agr-oP), followed by 2) VPE. So asamplederivation
becomes:

21, Robin could speak Frenchand [TP Kim could [AGR-OP Itdlian,
Fvr-speak ]

However, thisforces the prediction that any and al languages with PG must have
VPE aswdl. This prediction smply doesnot bear out:

22, German
a Robin konnte Russichesprechen bevor Kim Franzoesich konnte
could Russian speak  before  French could
'Robin could speak Russian before Kim could French'
b. *Robin konne Fisch essen, und Kimkonne auch (VPEbad)
'Robin can eat fish, and Kim can also'

23 Latvian
a Vinavar runat angliski, un vin% var italiani (PG good)
She can speak English, and he can Itaian
b. *Vina var runat angliski, un vin§ var ari  (VPE bad)

Shecan speak English, and he can also

Our analysis(apparently correctly) connectsPG with Gapping, rather than WE, in
theimplicational universal.

Lasnik’s analysisfacesother empirical problemsaswell. Lasnik relies on [Spec,
Agr-oP] asalanding sitefor the overt movement of the surfaceright remnant. The
followingexamples, though, prove unlikely candidatesfor such overt raising:



24, a You behaved shamefully, but | did kekawe {[ADVP bravely]

b. Thisnew road will lead to Clovis, and that one will lesd
[PP to Fresnol]
c. Robinislikely towin, and Kim is #skedy [1p to losg]
d. Pat may believe now that every cloud hasasilver lining, but she

will tomorrow believe [CP that no good can ever cometo people
in thisevil, evil world]

None of the above bracketed e ements has Case or Agreement features normally
associated with AgrP. 1f oneloosensthe concept of theroleof Agr-oP (L.aznik appeds
to an EPP feature checked there), problemsremain. Adverbs do not make good
subjects, sothe(a) form would not seem to alow raisingto [Spec, Agr-oPl. In(d), we
see an extrgposed clausal complement, which cannot have [Spec, Agr-oP] as its
landing site.

Furthermore, contrary to theexpectationsof Lasnik's analysis, PG and VPE differin
important empirical ways. For instance, PG showsidand effects, whereasW E does
not:

25, a Robin can speak Russian, and | know [a friend [who can speak
Russisn t00)]
b. *Robin can speak Russian, and | know [afriend [who can speak
Italian]]
26. a Robin will fascinatethe children, and | believe[the claim [that
Kim will fasainste the-ehildren too]]
b. ?*Robin will fascinatethe children, and | believe[the claim [that

Kim will faseissie the adults]]

For us, theiliformed PG examplesfall out under generd constraintson movement.
Since VPE doesnot involve movement, no such problemexists.

Also, asLevin (1986:54) notes, VPE readily dlowsfor more than one supporting
auxiliary, while PG does nat. Thefollowing contrast;

27. a. Robin has been playing the oboe, and Kim has been phayang-the
ebee t00
b. ?*Robin has been playing the oboe, and Kim hasbeen
pheving the bassoon
28. a Pat could have been drinking beer, and Kim could have been
seitthiste e tOO
b. * Pat could have been drinking beer, and K mcould have been

drekisg gin



Lasnik equates PG with VPE and hence cannot explain theabovecontrasts. For us,
PG involves V-to-I movement. Wetakel asincluding TP and Agr-sP. Notethat to
amve at the (b) forms above, the ATB Verb movement would have to have asits
landing site a projection below IP (perhapsan Asp head position) The degradation
follows, then, from asuboptimal landing site.

5. Conclusion

Pseudogapping and Gapping are the same, but different. They are the same in that
they both involve ATB V-to-l movement; they are different in that PG shows
asymmetric ATB movement. Our unification of PG as essentially amarked type of
Gapping enables us to make a number of correct predictions, and avoidsthe set of
problemsfacing's Lasnik’s VPE-spirited andysisof PG.
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Consonantal Variation and Root-
Faithfblness in Affixation

Sang-Cheol Ahn
Kyung Hee University

1. TheFaithfulnessfor Root in Optimality Theory

The faithfulnessfor root has been one of the key notions in recent studies in
Optimality Theory. McCarthy & Prince (1995), for example, proposed the uni-
versd ranking of Faith-root >> Faith-affix. For this ranking, they showed that
vowels are distinctive in backness for roots in Turkish, but not for affixes.
Beckman (1997) also discusses the asymmetry between root and affix in terms
of positional faithfulnessfor root. According to thisargument, affixes in general
may avoid clusters, complex onsets, long vowels, or geminate, even when roots
permit them. On the other hand, there are no segment types or configuration that
are only permitted in affixes but barred from roots.

In Ahn (2000b), | also argued that Faith-root constraint playsa crucial role in
the selection of the optimal output in English coN- prefixation. It is a well-
known fact that the featural property of the prefix-final nasal of coN- variesde-
pending on the place property of the root-initial consonant: e.g., com-, con-,
co[p}-, etc. In other words, in coN- prefixation, input segmentsof aroot remain
intact, while prefix-final segments often vary: e.g., cofmJbine, co[njtact,
cofy]gress, co[l]lect, cofr]rect, etc. Therefore, we employ the followingtype of
a general faithfulness constraint (1) showing a general tendency of positional
faithfulness (for aroot) (Beckman 1997).

(1) Faith-root
Identity of root segmentsof the input are to be preserved in the output.

Asfor coN- prefixation, we observe that only one nasd, rather than a geminate
nasal, can appear when we affix the prefix to a nasa-initial root.

(2) [m]: comment, commerce, commit, commune, commute, etc.
[n]:  connate, connatural, connect, connote, connumerate, etc.

If we rely on a rule-based approach deleting an identical nasal, therefore, we



have to face an indeterminacy problem on deciding which nasa to be deleted
(See Ahn (2000c) for details.). In other words, it is not possible to figure out
whether the prefixa nasa or the root-initial one is deleted.

Moreover, we need a different rule if the prefix is attached to a liquid-initial
root. And we get col- /cor-, rather than con-, and there is no geminate liquid in
the following examples.

(3) a cal-: collaborate, collapse, collate, collect, collide, collude, etc.
b. cor-: correct, correspond, corroborate, corrode, corrupt, etc.

These cases show the general phonotactics in English phonology banning a se-
quence of two identical consonants across a morpheme boundary. Therefore,
this is a case of consonantal coalescence in which two distinct segments are
merged asa single segment (e.g., C,C, = C,,).!

4 Input: co I\E____"_'_ m, it

output: co[m], ,it

In the input, /N/ precedes the root-initia /m/ in the input, while both segments
share a correspondent [m] in the output. The following tableau shows how we
get the optimal candidate. Observe that Faith-root plays the crucia role in the
selection of (5d) over (5¢).

Linearity is violated in consonantal coalescence, while al other constraintsin-
cluding * Geminate dominate Linearity. * Geminate requiresthat any sequence of
two identical consonants be prohibited in English phonology.? Share(place) re-
quires that the place property of a nasal be identicd to that of the immediately
following stop. With * Geminate and Share(place), we get only one consonant in
the prefixation of coN- to a root beginning with a nasd: e.g., command
[ko'mand] (*[ko'mmznd]). Moreover, *Geminate isin conflict with a faithful-
ness constraint, Max, in that one of thetwo identical consonantsmay not surface.
Furthermore, Linearity requires that the linear sequence of input segments be
maintained in the output: e.g., combine [kambarn] (*[kebain] or *{komain}).
This constraint, however, is violated in coal escence.

A similar account can be provided for the prefixation of coN- to aliquid-initia



root producing col-1..., cor-r.... Observe the (crucial) role of Faith-root in the
selection of the optimal output for col-lect.

As shown above, we need a new constraint *N+L prohibitinga nasal + liquid
sequence in affixation.® In this tableau, we observe that Share(place) has no
significant role since both /' and // have the same place of articulation, i.e.,
corona. The final candidate is selected in spite of the violation of Linearity,
while (6d) is discarded since the input segment /n' does not have a correspon-
dent in the output, violating MiX. What we need to observe is that Faith-root
takesa crucia rolein the selection of (6€) over (6f).

2. Asymmetry between Class 1 Prefixation and Suffixation

There are, however, numerous cases which seem to show the dominance of
Faith-affix over Faith-root. In arecent study on English suffixation, for example,
Lee (2000) argues against the status of Faith-root as a metaconstraint. Accord-
ing to hisargument, unlike in Class 1 prefixation, there are numerous examples
showing the faithfulnessfor affix in Class 1 suffixation.* For example, Lee ob-
serves voicing assimilation in heteromorphemic words consisting of the root
plus suffixes like -tion, -fure and -tor, as shown below. The underlying voiced
velar stop /g/ in reg- 'to rule’, frag- 'to break’, and ag- 'to do' changesinto the
voicelesscounterpart[K] dueto the followingvoicelessstop /.

Leearguesthat the voiced velar stop /g/ in the roots preservesits voicingwhen it
is followed by vowelsand voiced consonants, as evidenced in (7a, b) showing
that velar stops undergo Vear Softening. By Vdar Softening, the velar stops /k,
¢/ become s, d3] respectively beforea non-low front vowel.)

This type of regressive voicing assimilation also occurs when a root-final con-
sonant is voicelessand an affix-initial consonant is voiced, asexemplifiedin (8).



The voiceless stop /k/ in the roots doc- 'teach’ and sec- 'cut’ assimilates in
voicing to the following voiced segment in the suffixes. The exampledocent in
(8a) undergoesVdar Softening before an underlying non-low front vowel while
dogma undergoes voicing assmilation triggered by the suffix-initial voiced na
sal stop /m/ (Lee 2000). In other words, we retain the voicing property of the
affix segment, while the root-final consonant takesthe voice feature of the affix-
initial consonant. Lee showsthe dominanceof Faith-affix over Faith-root in (9).
Lee also provides similar cases from voicing assimilation and consonant dele-
tion in (10) and (11).

(9}

(11) Consonant deletion

Asdiscussed so far, Lee's argument against the meta-rankingof Faith-root over
Faith-affix seemsto be very persuasive. Note, however, that we till retain the
place property of the root, while the manner property such as voicing or con-
tinuancy may be lost in suffixation. In (9), for example, only the voicing feature
of theroot is subject to change, not the placefeature[dorsal]. Moreover, in (10),
we lose the noncontinuancy and voicing of the root-final consonant /v/ in the
output, producing [p]. Nevertheless, the labiality of /v/ is preserved in the out-
put [p]. Therefore, we may claim that the status of Faith-root as a metacon-
straint may still hold with respect to place properties. Consideringthis, | propose
to decompose Root-faithfulness into two subconstraints, Faith-root(place) and
Faith-root(manner) (or Faith-root(voice)), in that the faithfulnessfor root holds
(and only) for place features. With this refinement, we can reanalyzethe earlier
accounts as follows. Faith-affix(place) and Faith-affix(manner) are represented
asasingle constraint, Faith-affix, for convenience.



Fird, (12a) identica to the input is eliminated due to the fatal violation of
Agree(voice). (12b) is the worst candidate due to the violation of two high-
ranking constraints. (12c) is not acceptable due to the change of the voicing
property of the &ffix, violating Faith-affix(voice). (12d) is worse than (12¢) in
that it violates the higher-ranking (metaconstraint) Faith-root{place). We can
also reanalyze /deceive+tive/ =# deception in {13}.* Note that Faith-root(place)
takesacrucia roleto eliminate(13e).

Nevertheless, we need to examine the data in (11) more closely since
/secceed+tion/ = succe/[Jion should be consideredto be another and a different
case of coalescence.® Lee (2000) regardsthis example as a case against Faith-
root since the stem-final consonant /d seems to be simply deleted. However,
the input form of the suffix should be /tjan/, rather than /fon/ (Jensen 1993).”
Thus, the output segment [{] is neither the stem-final consonant nor the suffix-
initial one. Moreover, there occurs a triple merger since the root-final segment
/i and the affix-initial consonant /&' are merged as a single consonant which is
merged with the following /4/ producing the palatal segment {{] due to the con-
straint *T+j banning a non-palatal corona before /j/. Thus, as shown in (14), the
place property of the root (i.e., stem) is still maintained in this case of triple
merger, while the voice property is lost. Thus, we can show the tableau for suc-
cession in (15). (I will posit /tjan/ as the input form for the suffix, while /sak-
se:d/ astheinput stem form.)

(19 succeedL; :,#; Jan
succe]| jon



The first candidate (15a) forming an unusua consonantal sequence violates the
top congtraint. It also violates Linearity since the output segment [f] corresponds

to the input /tj/ due to coalescence. (15b) violates *T+j due to the existence of
ftj]. It also violates Faith-root(place) and Linearity due to the merger of /d and
. (15¢) violates Faith-affix(voice) since the voice property of the suffix islost.
Moreover, as we get triple merger /d+t+j/ =* [3], it violates Linearity twice.
Finally, (15d) also violating Linearity twice is selected as the optimal output
since Faith-root(voice) is the only other constraint it violates. In other words,
the optimal output maintainsthe place property of theroot (i.e., stem) for giving
up the voice property. Based on the observationsmade so far, it is argued that
Faith-root isstill maintained for place properties.

3. Coalescencein Korean Emphatic Suffixation

The status of Faith-root faces a more serious challenge in the so-caled "em-
phatic" suffixation in Korean (Jun 1994). As shown in (16), certain emphatic
words are made from disyllabic ideophones by adding one of the alternating
allomorphs,i.e., -tak, -tok, -lak, -lok,-cak, -cok.

(16) Base
k'olk'ak ‘gulping down'
c'al .k"ak 'with asnap'
cil.p'ak 'with squishing noises
pal.lag 'falling onto one's back’
t’al.kil 'rattling'
k’u.mul 'moving dowly'
mon.kic 'fingering'
man.cis fingering'

Firdt, the suffix vowel varies between [a] and [d], dependingon vowel harmony.

Thus, there is a correspondence relationship for vowe harmony between input

and output, requiringthe high-rankinginviolableconstraint, Vowd Harmony.

(17) Vowd Harmony: The harmony feature of the emphatic suffix vowel
should agree with that of the stem vowel.



Next, there are three aternations for the suffix-initial segment, i.e., [t, 1, C]
which can be represented as [-cont] and [+cor], based on the assumption that the
Korean /¢/ is an affricate having both [+cont] and [-cont]. However, we use t/
as the input form for the suffix-initial consonant, considering its wider distribu-
tion of /&' than those of the other ones N and /c¢/. Thus, we can posit /tAk/ as the
input form for the emphaticsuffix in which /A/ hastwo variants[a] and [a].

There is, however, a more intriguing fact in emphatic suffixation, i.e., the cor-
respondencerelation between the stem-final consonant and the suffix-initial one.

Note that as /n, 1, ¢/ are [-continuant], the [n, k]-[t], [c]-[c] and [1]-[I] relations
reflect the fact that the coda and the onset must agree in [continuant] feature,
regardless of the sonority difference = = the [s]-[¢] case, however, we need a
little trick, saying that the affricate [c] has both [-continuant] and [+continuant]
features satisfying the coda-onset [continuant] agreement for both [s}-[c] and
[c]-[c] cases. In other words, the [+continuant] part of the root-final /s/ agrees
with the corresponding [+continuant] feature of the affricate /c/ in the output.
Therefore, this is another case of consonantal coalescence in which a suffix-
initial segment is merged with a root-final segment as a single consonant.
Moreover, Faith-root playsan important role even for manner, i.e., voice or con-
tinuancy. The figure (19) showsthe coal escencein Korean emphatic suffixation.

Finally, the addition of asyllable—z4 does not increase the number of the foot.
In other words, asshown in (19), thetwo consonantsare merged as a single con-
sonant but the foot count of the input remains intact in the output. Thisisa gen-
era tendency applying in Korean partial reduplication as well. Thus, we posit
IDENT(Ft), a prosodic constraint between input and output, requiring that the
foot number of the input be preserved in the reduplicated output as well as in
emphatic suffixation (Ahn 2000a). Based on these considerations, therefore, we
can posit our optimality analysis for an emphatic suffixation processin (21).



(20) IDENT(Ft): Thefoot count of the output is identical to that of the input.

Firg, (21a) is the worst option since it violates the two top constraints. Due to
the high-ranking IDENT(Ft), the next two candidates (21b, c) are aso eliminat-
ed from further consideration. On the other hand, the next two candidates(21d,
€) cannot be selected due to the violation of the Faith-root(place-lat) constraint.
Therefore, there are two similar candidates (21f, g) are l€eft for fina evauation
and we take (21f) as the optimal output since it does not violate Max. In other
words, as the place (i.e., lateral) property of the root is preserved in the output,
Faith-root still holds for place in this case of consonantal coal escence.

We now move to a different case such as mancis =* man.ci-cak in which [c]
shows up as the coal esced segment.

The first candidate (22a) violates the Faith-root(place-lat) since the codesced
segment shows up asa liquid absent in the input. (22b) violates Faith-root(cont)
since the root-final consonant is [+cont}, while the coaesced segment /it is [-
cant]. Therefore, the third candidate (22¢) is selected as the optimal output
since the [+cont] property of the root-final segment is shared by the merged
segment /c/ represented as [+cont, -cont]. On the other hand, the last candidate
(22d) is dropped out due to the violation of Max. As we have observed so far,
the emphatic suffixation in Korean does not provide real evidenceagainst Faith-
root with respect to place properties (such as [lateral])at least.

There, however, remains one further problem in which two candidates are tied
in optimality evaluation.



As (23e) and (23f) are tied for al constraints, we need a more refined Faith-
root(place) constraint such as (24) for anteriority.

(24) Faith-root(place-anterior)
The[+anterior] property of the root in the input isto be maintained in the output.

In (25), we can finally choose (25¢) over (25b) due to the role of Faith-
root(place-anterior). Aswe have observed so far, we claim that the faithfulness
of root can be maintained (at least for the place property) in those complicated
cases of the Korean emphatic suffixationas well.

4. Additional Evidence: Reduplication in Indonesian

The preposed prefixation in Indonesian also supports the status of Faith-root in
terms of place. As shown in the following example, moN- is prefixed to a root
before forming reduplication(McCarthy & Prince 1995). Asthe prefix-final /N/
and a root-initial consonant are merged as  a single consonant, it is another good
example of consonantal coalescence. Therefore, we get [n] from /N+t/, [m]
from /N+p/, and [n] from /N+k/.

(26) Root maN-Root maN-Root-RED
tulis manulis mamvulis-palis ‘write
potan mamotog momoton-motoy  'cut’
kira moyira magira-nira 'guess

For andyzing the data properly, we can posit the fallowing phonotactic con-
straint accountingfor coalescence, as suggested in McCarthy & Prince (1995).



(27) *N+C: Any sequence of a nasal and a stop is not permitted in prefixation.

This congtraint requiresthat a sequence of nasd and astop not be alowed across
a morpheme boundary. However, due to the identity constraint for nasal and
Max, we need consonantal coalescence, rather than deleting one of the two con-
sonantsin the output.

In reduplication, on the other hand, the first syllableof aroot is supposed to be
suffixed to the base (i.e., maN-Root) for reduplication. However, the reduplicant
takes the coalesced nasal, not the root-initial consonant as the initial segment.
Thus we get the following forms of reduplication. (The subscipted B is used to
represent a base, while R for areduplicant.)

Observe that the place property of the root-initial segment is preserved not only
in prefixation but in fina reduplication.

Other examples showing the faithfulnessfor root can be found easily in Indo-
nesianinterposed prefixation as well. The only difference between the preposed
and interposed prefixationsis in the status of Ident-BR since even the optimal
output does not show the base-reduplicant correspondence in interposed pre-
fixation.

(29) Interposed prefixation /B-moN-RED/
pukul pukul-mamukul ‘hit (recip.)'
tari tari-manari ‘dance (recip.)'
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5. Other Cases: Tagalog and Chumash

I will add two more cases showing that the place property of the root remains
intact in coalescence. Firgt, Tagalog reduplication shows a case of infixation in
which thefirst CV of theroot is infixed between a prefix and a root.

(31) Tagalog: par-CVggp-putul =* pamu-mutul *pamu-putul

Just as in the case of Indonesian reduplication, the prefix-final nasal is merged
with the infix-initial consonant producing[m]. Then the input segment /p/ of the
root appears as the nasad [m] to meet the base-reduplicant identity (McCarthy &
Prince 1995). Therefore, we can also observethat the place property of the root-
initial segment is preserved not only in the reduplicant but in the output, while
only the manner property (i.e., nasality) is changed.

Chumash shows a similar pattern in that the place property of the root remains
intact in reduplication. Asshown in the following example, the initia syllable
(i.e., CVC) of theroot isinfixed to form a reduplicated word denoting plurality.

(32) k-CVCpgp-2anis =* k’an-k’anis 'my paterna uncles (*k'an-Tani%)

As in the Indonesian case, there is a phonotactic constraint, * C? prohibiting a

sequence of a stop and a laryngea consonant.” Thus, we get a coalesced seg-
ment like [k'] in an output. The following tableau shows the necessary con-
straintsand their interactions.

As shown in this tableau, coalescence occurs to obey *C? and the base-

reduplicant identity relationship. Therefore, the optimal candidate (33¢) showsa
coaesced consonant violating Linearity. Moreover, the faithfulness for root
holds in this case of Chumash reduplication as well.

5. Conclusion

So far, we have discussed various cases of consonantal coalescencein terms of
the faithfulnessfor root. For this purpose, we first examined the English class 1



cat- prefixation to introduce the notion and the role of Faith-root. Then, we
discuss one possible counter-argument against Faith-root in English suffixation,
where we noted an asymmetry relation between prefixation and suffixation with
respect to Faith-root. In other words, the faithfulness for root is more prominent
in prefixation than in suffixation. Here it was argued that the root faithfulness
still holds in suffixation as well, especially for certain place properties. There-
fore, | proposed to subcategorize Faith-root into two subtypes, Faith-root(place)
and other Faith-root constraints such as Faith-root(manner). Then, we examined
other cases of affixation to verify the status of Root faithfulness. For this pur-
pose, we discussed the so-called emphatic suffixation in Korean in terms of con-
sonantal coalescence. | also discussed the preposed/interposed reduplication in
Indonesian. In discussing these two cases, we could not find any genuine case
showing the dominance of Faith-affix over Faith-root, at least for place proper-
ties. Finally, we further discussed a couple of similar cases in Tagalog and
Chumash from the same perspective.

Notes

! Observe that the number of segments in the input gets smaller in the output. Within the Optimality
framework (McCarthy & Prince 1995), therefore, the output seems to violate one of the two major
faithfulness constraints, Max, prohibiting deletion of input segments. A more careful look, however,
would reveal that there is no violation of Max in a strict sense, since neither of the input segments
(i-e., /k/ and /v) has completely disappeared. Rather, their basic phonetic properties are preserved in
the coalesced segment in the output and only the precedence relation between the two segments is
violated. In other words, the linear sequence of input segments cannot be maintained in coalescence,
violating Linearity.

* *Geminate: *C,C; (Any sequence of two identical consonants is avoided within a morpheme or a
morpheme boundary.)

"*N+L: Noclass| prefix ending with a nasal may appear before a root-initial liquid.

' This accou

a_ celloist !
b.  cellost *1
c.* cdlist b
Considering that the plural form of cello is celli (in Italian), however, we seem to take a stem-final

vowel asakind of linking element as in the case of the vowel “0™ in bibl-ical vs. bibli-o-graphy.

* In fact, there should be a way to eliminate a possibly more optimal but incorrect candidate
dece[fi]ive. \We might consider etymological account, saying that deceive was originated from the
Latin word décipére, while the noun form reception was originated from décipére-> deception-em.
Similarly, receive was originated from ONF receivre, receyvre or Old French regoivre. But the noun
form reception was originated from Latin récipére-> reception-em.

“ Following Lee (2000), we might assume that the root-fina /' is simply deleted before the affix-
initial [J]. But westill haveto explain why /if in tion still remains.

" More strictly speaking, however, there is no evidence for /-tjan/ or /-fan/ as the input form for the
suffix since there can be no explanation why we get successfrom another verb, succeed 'to do well'.
In other words, these are the cases of irregular word formation synchronicaly. It is thus presumed
that the archaic verb successwas used as the base for succession.



¥ See Ahn (1998) for detaled discussion of the noncontinuency of [I] in Koreen.
* This congtraint requires other larynged consonant ' be merged with a preceding consonant. Thus
the output &' 'my matemd aunts correpondsto the input /k-hawa?/.,
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Projecting Possession in the Noun Phrase

Nancy M ae Antrim
University of Texasat H Paso

Prenominal possessive constructions in Romance languagessurface generaly in
one of two distinct patterns: (a) article + possessive + noun asin Italian and
Portuguese, shown in (18) for Italian and (b) possessivet noun asin French and
Spanish, shownin (1b) for Spanish.

() alamiacasa(ltalian)
themy house
b. mi casa (Spanish)
my house

These constructions, traditionally treated as adjectives, do demonstrate
adjectival-like agreement with the possessed noun with respect to number and in
some cases gender, however, possessives also demonstrate agreement with the
possessor with respect to person. The possessive appears to collapse two-three
functional categories. The number depending on whether AGR is further
decomposed into Number and Gender. For French the prenominal possessive
shows agreement in number and gender for Ist, 2nd and 3rd person singular, but
only shows number agreement for Ist, 2nd and 3rd person plural. The Spanish
prenomina possessiveshows agreement in number and gender only for 1st and
2nd person plural; dl other forms show agreement only in number. Note the
similarity to the agreement pattern of the definite article. The singular definite
article in French shows overt gender agreement, but non-overt number
agreement; whereas, the plura definite article shows overt number agreement,
but non-overt gender agreement. However in Spanish the definite article shows
overt gender agreement in both the singular and the plural, but only overt
number agreementin theplural.

1.0 Adjectival Statusand Structure

If we consider the partly adjectival status of possessives, then we need to
account for their structural position in relation to the structural position of



adjectives. Bernstein (1993) accountsfor the different classes of adjectives by
proposing multi-adjunction sites for adjectives. These include adjunction to a
Number Phrase, adjunction to NP and adjunction to an XP.

While these structures alow for an account of the differences in readings
between the pre- and postnomina adjectives by providing distinct syntactic
positions, they do not provide an account for the derivation of the semantic
interpretation. These possible adjunction sites for adjectives do not appear to be
possiblesitesfor the possessive.

Picallo (1994) proposes that the possessivein Catalan is generated in the Spec
o NP, asshownin(2). Like Vaois (1991) who argues for a functional
category between D and N suggesting that this category is a Number Phrase
containing the number features of the DP, Picallo also assumes a Nu(mber)
Phrase as well as a Ge(nder)P for Catalan with the noun moving up through GeP
and then NuP. If the noun moves and the possessivestays in situ, theresult will
be a postnominal possessive. When the possessivemoves up first, the result will
be theprenominal possessive.

D Nu GeP
| A
Nu Ge NP
Ge Poss N’
Vi
N Compl

Expanding on the structure suggested by Picallo (1994), shown in (2), the
possessive could be generated in the spec of NP moving then to GeP for
checking gender and then to NuP to check number. Since D following Stowell
(1987) marks referentiality, the reference (person) would be checked there.
Evidence for a separate projection for person comes from the possessive
constructions in Isthmus Zapotec, a language spoken in Mexico. Here the
possessiveand the person morphemes are separate, as shown in (3).



(3) a s-palu-be
poss. stick 3rd person sg.
hisstick
b. s-palu-lu
poss. stick 2nd personpl.
your stick

However, Picallo maintains essentially an adjectival analysisfor possessivesin
Cataan and possessives are only nominaly adjectival.

2.0 Pronominal Statusand Structure

Valois (1991) notes the pronoun like properties of the French possessive
"adjective'. These properties are also evident in Spanish, Italian, Portuguese,
and English.

21 Binding

First, the possessive"adjective"' can be bound by a c-commanding QP, as shown
in (4).

(4) a Laphoto dechaque;j photographede saj ville préférée.  (Fr)
Thepicturedf each photographer of hisfavorite town.

b. Lafoto decada;j fot6grafo de suj ciudad favorita. (Sp)
c. Lafotoprafia di ognij fotograf o dellasuaj citta favorita. (It)
d. A foto decadaj fotografodasuaj cidadefavorita. (Po)

e Thepictured eachj photographer of hisj favoritetown.

The second property possessives havein common with pronounsis the ability to
bind areflexive, as shown in (5). The binding of reflexivesis not possible vith
referential adjectives.

(5) a Sonj portrait delui-mémej (Fr)
hispictureof himsalf
b. Suj foto de €l mizmuo; (Sp)
c. Lasuaj fotografia di s€ stessng (I
d. ? asuaj foto des mesminy {Po)

e. his;j pictured himselfj



2.2Weak Crossover Effects

A further test for pronomina status involves weak crossover effects. The
ungrammaticality of wh-sentences with the wh-trace co-indexed with a
preceding pronoun has been accounted for under the leftness condition
(Chomsky, 1976; Koopman and Sportiche, 1982). The ungrammaticality
decreasesin the case of anon c-commandingpronoun as in (6).

(6) a. Whoj loves hisi mother?
b. *Whoj does his; mother loveti?

Possessivesin thelanguages under discussion vary in their behavior with respect
to WCO, asseenin (7).

(7) a (ucmj ama asuaj mae? (Fo)
*(Jucmj asuaj mie ama ti?
b. Quij saj mére aime-t-elle? (Fr)
Quij est-ce quesaj mére aimeti?
c. Quienj ama asuj madre? (Sp)
A quienj ama suj madre 7
d. Chij ama suaj madre? (Tt}

*Chij suaj madre ama ti?

In Italian, Portuguese, and English WCO effects can be observed; however,
these effects are not present in French and Spanish. In Spanish and French
becauseit is possible to get a pair list reading in response to the question, there
are no WCO effects with possessives, bringing into question their status as
pronouns. If, as claimed by Giorgi and Longobardi (1991:155), possessives are
adjectivesin Italian, then the WCO effects observed aredifficult to explain.
A possibleexplanation arises, not from their status as adjectives, against which

we have argued (Antrim 1996, 1998), but from the availability of stylistic
inversionfor both Italian, as seenin (8a) and Portuguese, as seenin (8b).

(8) a Chij amaj suaj madre t; ti?
b. Quemj ama; asuaj mde j ti?

Taking into account stylistic inversion, Italian and Portuguesewould pattern like
French and Spanish with respect to WCO effects.



2.3 Pronominal Structures

If an adjectival position is not available for the prenominal possessive, then
given their prenominal behavior could they be generated in a pronomina
position?

231 Koopnan

Koopman (1993) suggests that pronouns always occur in either Spec or Agr
positions. She proposes both an AgrP and a NumP as functional projectionsof
DP. Pronouns take the place of a noun. They are specific and they have both
number and person features. Having thesefeatures, they must be checked. They
can be checked either by head movement to a functional category or by
movement of some projection containing the pronoun to a Spec position where
these features would be checked under spec-head agreement. She claims that the
basic structureis the same crosslinguisticallywith the surface variationsin order
accounted for under movement. The internal structure she proposes for DP is
givenin (9).

In her discussion of pronouns she omits person features, but suggests that these
should project in PerP between D and Num. In addition to the variation from
movement, languages would also vary as to which functional projections are
overt and which are what Koopman calls silent (covert). She suggests that in
EnglishNumP isawaysovert and D and Agr aresilent.

Since possessive prenominalsdo not takethe placedf anoun, they can not
generatedin N; could they be generated in Spec of NP & the external argument
of a noun and then move viaspec-to-spec movement to check their features?



2.3.2 Cardinaletti
Cardindetti (1994) looking a Romance, as well as German pronominals
proposes a variation in internal structure depending on whether the pronominals
are strong pronouns or clitic pronouns. According to her analysis strong
pronouns are projected as full DPs and have the lexical category NP embedded
under DP; whereas, clitic pronouns are projected as functional projections. She
further distingui shesbetween clitics and weak pronouns, which contain afurther
functional projection. While her analysis is concerned with object pronouns,
3rd-person object pronouns in particular, she suggests that the analysis could be
extended to subject pronouns. She does not consider the pronominal status of
possessives.

The prenominal possesives under consideration can beargued to be  clitic-like;
however, they show more than case or agreement features, they also reflect
reference. While this would appear to be captured by projecting the possessive

under D9, it fail sto adequately capturethe sesmanticsinvolved.

3.0 Possessves as Predicates

Setting aside for a moment the pronominal properties of possessives, let us
reconsider their status as adjectives. It appears that the possessive forms are
adjectival in only one respect: agreement. According to Napoli (1989), gender-
number agreement representsevidenced a predication relationship.

Oneaspect of possessivesthat hasproved problematici s that the possessive
demonstrates agreement with the possessor with respect to person and
agreement with the possessed with respect to number and possibly gender. If we
analyze possessives as two-place predicatesthen both these relationshipscan be
realized: the pronomina nature of the possessive from a variable in Spec
position being coindexed for person with the possessive and the adjectiva
nature of the possessivefrom the complement variable being coindexed with an
NP providing number and gender agreement. If we take possession as an event
o belonging, then as an event it requires participants. Possession then assigns
two, what Napoli (1989) refers to as semantic roles as opposed to theta-roles:
possessor and possessed, The possessiverelationship would then be represented
semantically asin {10b).

(10) a. my book
b. POSS (I, book)

This semantic representation entails two semantic roles for the possessive: the
possessor (1) and thepossessed (book). In keeping with X-theory, syntactically



the possessiveis generated in its own projection with the possessor in spec o
PossP and the possessed as a complement reflecting the external and internal
argumentsaf a two-place predicate.

While the structure suggested by Picallo, shown in (2), captures the external
argument-like status o the possessive, it still maintains an adjectival analysis of
the possessiveand does not reflect the semantics of the prenominal possessiveas
atwo-placepredicate, and as such must be abandoned

To capture both the adjectival and pronominal behavior of prenomina
possessives, as well as to account for the syntactic variation in prenominal
possessives in Romance languages and the semantics of the possessive, |
propose, following Bowers (1993), given in (11) that the prenorninal possessive
isprojected in an XP as a predicate structure with two semantic roles: possessor
and possessed.

(11) PrP
I\
(subject) NP Pr'
7\
Pr XP(predicate)
X={V,A N, P)

The predication relation then holds between the semantic role in Spec and the
complement of Pr which would be the possessed. Because of the adjectival
properties of the possessive, it must be in a configuration which alows for
agreement. Because of the pronominal properties, it must be in a configuration
which alows for this feature to be checked. The former requires a position in
relation to the noun with which it shares agreement features, while the latter
requiresa position in relation to the Determiner, which licensesits referentiality.
The adjectival-like agreement of the possessive would reflect the predication
relation as claimed by Napoli (1989), while the pronominal reference would be
checked in D, following Chomsky (1992). This Possessive Phrase would have as
its specifier the possessor, asits head the possessive and as its complement the
possessed noun, as shown in (12). Applying Napoli's semantic roles to
predication structure what would be the external argument is in the case of
possessives the semantic role of possessor which is projected in the Spec
position. The predication relation then holds between the semantic rolein Spec
and the complement of Pr which would be the possessed.



(1)

Via Spec-Head agreement, the possessive agrees in person with the possessor.
The possessive in French, Spanish and Italian raises via head-to-head movement
to D to check referentiality, following Chomsky (1992), where in French and
Spanish the possessive and the definitearticlemerge, as suggested by Vergnaud
and Zubizarreta (1992) for pronouns and determiners, prior to Spell-out forming
a clitic-like element with reduced agreement, as shown in (13a). In Italian, the
possessive also raises to D where it incorporateswith D, but does not merge
retaining theform article+ possessive, as shown in (13b). In the case o Italian
the possessive which has been considered an adjective (Giorgi and Longobardi,
1991) has undergone a process of pronominalization by incorporating the
adjectiveinto the empty noun site. This accountsfor the pronoun-likebehavior
d theltalian possessive.

13 a Incorporation b. Merger

Since a syntactic merger assumes N-movement, the merger in Spanish is
syntactic and occurslate a a point prior to spell-out. For French the merger isa
lexical phenomenon resulting in the syntactic effect of no postnominal
possessives. This structure is able to capture the predicative relationship
expressed by the possessive, while allowingfor both the pre- and postnorninal
structuresand their subtlevariationin interpretation.



If wecheck the pronominal referencein D, the problem remains as to how to
account for the presence of the article with the possessive in Itaian and
Portuguese. | will propose that in Italian and Portuguese the pronominal
referenceis moved to head position with the determiner in Spec of DP. Then the
article and possessive would agree under Spec-head. | suggest that thisis aso
the case for French and Spanish, where there is no overt article. If, as Kayne
(1993) suggests, the specifieris an adjoined position, there | propose that the
article and the possessive are conflated or merged in French and Spanish, as
suggested by Vergnaud and Zubizarreta (1992) for French as shown in (14);
with themerged form retai ning thefeatures both havein common.

(14) a [DF pronoun[D’ determiner]] —+ suppletedform
b. eux tles — leurs
c. euxtle — leur

Proposing a merger of the definite article with the possessive in French and
Spanish will account for the surface variation in possessives in Romance
languages.

Thevariationfoundin languageswill not bearesult of different structures, but
rather the extent to which the basic structure must be expanded to reflect the
morphology of a given language, as well as, capture the semanticsinvolved. To
this end we areproposing a PossP reflecting the POSS as atwo-placepredicate.

In Spanish and French, the determiner and the possessive, through aprocess of
cliticization and morphological merger are reduced to the present day
prenominal possessive. In thecase o the postnominal possessivein Spanish, the
noun has moved as Cinque (1993) proposes, raising to D, following Longobardi
(1994), and the possessive remains in situ. Since the possessive would not be
adjoined to D, it would not acquire a definiteness feature thus permitting a
partitive-like interpretationpostnominaly; although, it would still be within the
featurechecking domainfor referentidity.

40 DefinitenessEffects

The merger of the articleand possessivein French and Spanish accountsfor the
definiteness effects found with the prenominal possessivein these languages as
well as their incompatibility with an article. The lack of merger in the case of
Italian permits the use of the possessive without the article accounting for the
lack of definiteness effectswith thepossessive.



41 Existential Constructions

Italian and Portuguese possessives can occur in an environment where definites
are excluded. One such environment involves existential "there'. "There"
insartion is not possiblewith adefinite, as in (15) for English.

(15) a Thereisaman in thegarden.
b. * Thereis theman in the garden.

Note, however, that existential constructions have been questioned as a
diagnostic o indefiniteness. More than one reading is possible with there
constructions in English. Woisetschlaeger (1983) observes three possible
readings. existential, generic and list. In the latter two - generic and list - a
definiteis possible, asshown in (16).

(16) a Thereisthewineweweregoingto usein thedesert. (list)
b. There wastheair o the successful businessman about him. (generic)
(Woisetschlaeger,1983)

If we discount thesetwo possible readingsand concentrateonly on an existential
reading; then, following Milsark (1974) there predicates existence excluding
definiteness which presupposes existence. It would follow, then, that if the
possessive constructions, under discussion here, are used in an existential
construction, their definitenessshould bereveaed.

In Spanish theseexistential constructionswith possessivesare not possible, as

in (17).

(17) *Hay mis hermanas en €l parque.
Thereare my sisters in thepark

Thisisaso thecasefor French, as in (18).

(18) *I1y amessoeurs qui arrivent.
Thereare my sistersthat arrive.

Thisfollowsfrom thedefiniteness of the possessivein both French and Spanish.
Italian and Portuguese, on the other hand, allow for the possessiveto occur in
existentials. In both languages the possessive occurs in these constructions
without the article, suggesting that the possessives are not marked for
definiteness, asseenin (19) for Italian and (20) for Portuguese.

(19) Ci sono sorellemie che arrivano domani.
Therearesistersmy that arriving tomorrow



Therearesistersdf minethat are arriving tomorrow.

(20) Tem amigos meus que gostam defumar.
havefriends my that like to smoke
There arefriendsof minethat liketo smoke.

Grimshaw (1990), among others, suggests that the definiteness of a phraseis
determined by that df its possessive, asin (21) (her 20).

(21) a There'saman's shirt on thechair.
b. * There's theman's shirt on thechair.

The NP in these cases has the definitenessof the possessivedespitethefact that
the determiner is associated with the possessor (man) and not the-head (shirt). If
thisis the case then the possessives permitted in existential expressions would
aso beindefinite. Note that it is only the postnominal form of the possessive
without the article that can occur in existential expressionsin Spanish, as shown
in (22).

(22). a *Hay tus amigos en €l jardin.
There areyour+pl friends+pl+masc in thegarden
b. Hay amigos tuyos en el jardin.
There arefriendsyour+pl+masc in the garden
Thereare your friendsin the garden.

4.2 Partitive Congtructions

A second environment where definitenesseffects (DE) can be observed involve
partitive. Partitive constructions in  French and Italian allow for en/ne-
cliticization only when theNPisindefinite, as shownin (23) for French.

(23) a *I1sest construitles maisons.
Thereis built thehouses.
b. 1LSest construit trois maisons.
c. Il s'en =i construit trois.

The definiteness of the possessive predicts that en/ne-cliticization with a
possessive should be possiblein Italian, but not in French. Thisis the case, as
seenin (24).

(24) a Neho visto uno mio.
d them | haveseen amy (It)
b. *Neho visto i| mio.



C. *J'en a trové |amienne. (Fr)
d. *J'en a trouvé ma

Based on their occurrencein existential contexts, as well as the evidence from
ne-cliticization, possessives in ltalian and Portuguese can not be marked for
definiteness.

5.0 Concluson

Following Bowers (1993), | project the possessivewithin a predication structure
headed by POSS. This is consistent with Cinque (1993) placing adjectival
elements to the left of the noun and then deriving variation as to surface
placement via movement of the noun. Because of the nominal adjectival
properties of the possessive, it must be in a configuration which allows for
agreement. Becausedf the pronominal properties of the possessive, it must bein
a configuration which alowsfor thisfeature to be checked. The former requires
a position in relation to the noun with which it shares agreement features (i.e.
gender, number), while the latter requires a position in relation to the
Determiner, which licensesits referentiality.

Thelicensing (or checking) domain o ahead, (  Chomsky 1992-1995, Marantz
1995)), includes four configurations representing relationships to a head: the
Specifier, an adjoined head, an adjunction to the maximal projection o a head,
and an adjunction to the Specifier. If as | claim the determiner and the
possessive mergein Spanish and French, then they must bein a configuration
conduciveto merger and that positionisasan adjunction to Specifier, asin (25).

(25) Adjunction to Specifier

Spec  XP

A NN

Y Spec X  Complement

In Italian and Portuguese whilethedeterminer and the possessiveform a
congtituent, they still permit alimited amount of materia to intervene. They are
projectedin an incorporation configuration, as shown in (13a). Looking again a
the structure proposed, repeated here as (26), we can account for the Spanish
and French prenominal possessive construction, as well as the Italian and
Portuguese prenominal possessiveconstruction.



s la mia D'

D POSSP
Mia
F Poss
Poss’
I | casa { ft‘}t’
| | casa
lat+ mia+mi

The possessiveis projected in theHead of POSSP as a predicate. The agreement
features are checked in their respective positions via Spec-Head agreement.
Finally the possessive moves to the checking domain for its pronominal
feature(s) and raises to theHead of D Pin Spanish and French and then movesto
the spec of DP, following Martin (1995) where | claim it adjoins to the
determiner in Spec of DP and merges with the determiner, as shown in (26b). In
Italian and Portuguese the possessive raises to the head of D P and does not
adjoin. as shownin (26a).
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Metrical Pauses and the Prosodic Structure

of Japanese Poetry”

Makiko Asano
Harvard University

1 Introduction

The traditional poetic meters haiku and tanka provide evidence for the prosodic
role of phonological silence and its interaction with syntactic factors. Previous
analysesagree that the unit of rhythm when reciting Japanese poetry is the mora.
A well-known prosodic constraint on Japanese poetry involves the number of
morasin aline’ Haikus and tankas for examplemust consist of sequencesof 5-
7-5and 5-7-5-7-7 morasrespectively.

However, it is argued that silence also plays a crucia role in the rhythm of
poetry. Abercrombie (1965) and Hayes and MacEachern (1998) state that
pauses complete the rhythm of poetry. Both the reader and the hearer perceive
beats during silence as well as during audible strings, and the pauses reinforce
the rhythm of the poem; thus the specific length of pausesis essential. Recent
research has suggested that the location of pausesis crucia in Japanese poetry
aswell. These analyses have not agreed on the length or the location of these
pauses, however. For example, Okai and Kaneko (1963) claim that there is no
pausein a line with seven overt moras (1a), while Sakano (1996) among others
argues that there is a monomoraic pause (Ib). (% indicates a monomoraic

pause.)

M a. hurisake mireba 'if (one) looks up'
turn-up look-if
b. hurisake mireba%

Among those who argue for a monomoraic pause in lines with seven overt
morasasin (Ib), the location of the pauseiscontroversia, asexemplifiedin (2).

€)) a kawazu tobikomu3t a frog jumpsinto’
frog  jump-into
b. kawazu3 tobikomu



3r

c. % kawazu tobikomu

Matsuura (1991) states that a monomoraic pause can occur line-finally (2a),
Bekku (1977) argues that it occurs line-medialy (2b), and Kogure and
Miyashita (1998) claim that it appearsline-initialy {2c). As| discussin $2, al
such claimsand accounts concerning the rhythm of poetry are unsatisfactory.

In order to resolve these problems | conducted a phonetic experiment, whose
data and resultsare introduced in §3. Based on the results of the experiment |
argue that each line consists of eight moras, and that the location of the pausesin
agivenlineis determined by the interaction of the syntactic structureof the line
and the phonological constraints of Japanese poetry. In $4 | propose a
hierarchically-organized prosodic structure for poetic meters, and provide an
analysis of the length and the location of the pauses within Optimality Theory
(Prince and Smolensky 1993, McCarthy and Prince 1993a-b) (hereafter OT).

2 Previous Analyses

In this section | introduce the relevant previous analyses of the rhythm of
traditional Japanese poems. There are both phonological and phonetic accounts
for the length and the location of pauses; however, these analyses disagree with
each other, and neither type is satisfactory. In the following sections| consider
the accountsfor the length and the location of pausesin turn.

21 Thelength of pauses

Previous analyses can be divided into two major groups with respect to pause
length. One group, represented by Okai and Kaneko (1963), arguesthat a line
with seven overt morasis longer than a line with five overt moras. They claim
that thereis a brief pause after a line with five overt moras, while there is none
after a line with seven overt moras. There is thus no correlation between the
number of overt moras and the length of pauses.

On the other hand the other group, represented by Matsuura (1991), Bekku
(1977), Sakano (1996), and Kogure and Miyashita (1998), states that every line
is actualy eight moraslong; thus thereis an eight-moratemplate, with audible
moras being augmented by pauses. In other words, lines with five audible
moras also contain three moras of silence, and lines with seven audible moras
also include amonomoraicpause, as shownin (3).



However, those who argue for the eight-mora template do not agree on the
location of thesesilent rnoras.

22 Thelocation of pauses

One such point on which previous proposals differ can be seen in lines
containing a monomoraic prosodic word (hereafter Pri%d)." When a line
consists of a monomoraic PrWd plus a six-mora PrwWd (hereafter a “1-6
structure™), as in yo-omotakikana 'how heavy the night is, Sakano (1996)
claims that the pause appesars after the monomoraic PrWd (4a), whereas Kogure
and Miyashita (1998) arguethat it occursline-initially {41)."

Another controversial case involves 3-4 structures such as kawazu-tobikomu
‘a frogjumpsinto’, asshownin (5).

Kumashiro (1968) states that such lines are recited by lengthening each mora of
the first trimoraic PrWd so that it has the length of four morasin total; thisis
followed by the four-mora PrWd recited with normal tempo, as shown in (5a).
Sakano (1996) and Kogure and Miyashita (1998) on the other hand claim that
the pause occurs at the beginning of the line, as shown in (5b). Bekku (1977)
argues that the pause is inserted between the two PrWds (5¢). Finally, Matsuura
(1991) states that it can appear a the beginning of the line (5b), between the
PrWds (5c¢), or a theend of theline (5d).

23 Phonetic analyses

A crucia problem with the claims presented thus far is that they find no
phonetic support; their arguments seem to rely solely on the intuitions of the
authors. In response to this problem, Lehiste (1997) measured the length of
each line and each pause in 19 haikus. She found that there is no correlation,
such as temporal compensation, between overt moras and pauses. This report
was based on only one native speaker of Japanese, however. As | discuss in
footnote 9, poetic recitation is subject to individual variation within a certain



range. It is therefore not desirable to make generalizations based on one
subject's recitation.

Cole and Miyashita (1999) conducted a larger experiment in which they
recorded 5 tankas recited by 5 native speakers of Japanese. Based on the results
of this study they claim that each line has an eight-mora template. However,
their experiment does not state where the pausesare inserted by the test subjects.
The two phonetic experimentsintroduced in this section do not agree with each
other. Their claims are not satisfactory as they do not state where the pauses
occur, or explain why the pauses occur where they do.

24 Phonological analyses

Three recent articles have attempted to provide phonological answers to these
larger questions, but each encountersfatal problems. Bekku (1977) argues that
the eight-mora template consists of four feet, each of which consists of two
moras. He claimsthat the left edge of each Prwd must coincide with the left
edge of a foot. Under this analysis a monomoraic pause is inserted line-
internally in 1-6, 3-4, and 5-2 structures, as shown in (6a-c), respectively.’ (@
and O indicate audible moras. Foot boundaries are demarcated by vertical
lines)

©) a. 1-6 [ OO0
e.g. |yo¥8 |ermac|renki] kicrria . 'how heavy thenight is
b. 34 Ll iele/ele]
e.g. [kawalzad® |iol]kiemn| ‘a frog jumpsinto’
C 52 |8 ex|0O0|
e.g. |hotoltogi|su |naku| ‘a littlecuckoo chirps’

Sakano (1996) proposes a structure for the line template that is somewhat
different than what Bekku proposes. For Sakano the eight-mora template
consistsof two colons, each of which consistsof two feet, and each foot consists
of two moras. He proposes the two restrictionsin (7) to account for the location
of pauses.

@) a. A pausemust not be inserted between Prwds inaline.
b. A foot containing two moras from different PrWds must not
be followed by another foot containing two overt moras.

Leaving aside the fact that it is unclear how Sakano incorporatescolons into his
analysis, and that (7b) is completely arbitrary and unmotivated, his analysis
predicts that a pause should appear line-initialy in 1-6 structures, as shown in
®.



(8¢) should win because (8a) violates (7a), the ban on line-internal pauses, and
(8b) violates (7b), because the initial foot contains two moras from different
PrWds, and this foot is followed by a foot containing two overt moras. We
therefore expect that (8¢) should win, but as | mentioned in 2.2, Sakano (1996)
clamsthat aline-internal pause occursinstead. Hisexplanation is puzzling: "a
brief break is inserted after a monomoraic word, and this does not contradict the
proposed restrictions, because this break is not a pure pause" (144-145).
Sakano's analysis is obviously incoherent, but this incoherency is required by
the basic principles of histheory in (7).

Note also that Sakano's analysis predictsthat a pause can occur at either edge
of thelinein 5-2 structures, as shownin (9).

Both (9a-b) obey the restrictions in (7). However, Sakano (1996) states that
only (9a) is grammatical. Thus, Sakano's analysis can neither predict correct
outputs, asshown in (8), nor select only grammatical outputs, asshown in (9).

Kogure and Miyashita (1998) aso argue for the existence of colons and feet,
but within an OT framework. In order to account for the location of silent moras
in tankas they propose the two constraintson alignment shown in (10).

(100 a ALGH(CoLON, L, WD, LY (ALIGHIC, W) Align the left edge
of acolonwith theleft edge of aword.
b. ALGHIWD, FD (ALIGN(W F)): Align every word boundary
with afoot boundary.

They claim that ALIGNIC, W) dominates ALIGN{W ,F), A sample tableau is
given in (11) (repeated from (28) in Kogure and Miyashita (1998)% colon
boundariesare indicated by brackets.)

In 3-4 structures (I la) wins over (11b), because (11a) has fewer violations of
ALIGN({W F). However, notice that Kogure and Miyashita do not include the
candidate that inserts a line-internal pause, i.c. [|# @@ |||} > ¥, even



though in OT al candidates must be evaluated. Unfortunately for Kogure and
Miyashita this candidate should win under their analysis, because it does not
violate the highest ranked constraint ALIGH{L, W}, whereas the other two
relevant candidatesdo.

In sum Kogure and Miyashita's analysisdoes not generate the correct outputs,
Sakano's (1996) analysis requires incoherent stipulations, and Bekku's (1977)
analysisis based on incorrect pause locations. We are thus left with two major
problems: none of the phonetic analyses of haikus and tankas provide a coherent
description of the location of the relevant pauses, and none of the available
phonological analyses manage to explain why these pauses occur wherethey do.

3 Dataand Reaults

In order to account phonologically for the problems discussed thus far solid
phonetic data on both the length and the location of pauses are indispensable.
My data corpus showsthat each lineis eight moraslong, that a pauseis inserted
after a monomoraic Prwd, that 3-4 structures insert a pause line-initially, and
that all other structuresinsert the pauseat theend of theline.

3.1 Thedata

It is essential to collect a sufficient body of datain order to understand native-
speaker intuitions concerning the length and the location of pauses. To thisend
| recorded 25 native speakers of Japanesereciting 16 haikusand 9 tankas. The
poems were chosen in order to test various syntactic structures, as shown in

(12).

(12) Structures of recited lines
S5ovetmoras. 1-4,2-3,3-2,4-1,5
7ovetmoras.  1-6, 2-5, 3-4, 4-3, 5-2, 6-1

The length of overt moras and pauses was measured using SoundEdit™. The
location of pauseswas aso observed. In what follows | do not providestatistics
for the last line, because the length of the final pause in this line is not
measurable.

32 Thelength of pauses, overt moras, and lines

(23) showsfor haikus the mean length in milliseconds, the standard deviation of
overt morasand pauses, and the tota length of each line. What is strikingis that
the total length of lines 1 and 2 is not significantly different, though the former
containsfewer overt moras than the latter.



(13) Overt | Standard | Pauses| Standard | Total | Standard
moras | deviation deviation | length | deviation

Linel 929 163 464 230 1393 258

Line2 1172 173 193 164 1365 251

Diagram (14) showsthat this length iseight moras. The length of the overt and
silent componentsof each lineis converted into a number of moras!

(14) Moras— L]l 2]3fa]lsiel7]s]
Linel Overt Moras: 8.4 aes: 27 |
Line2 6.8 [ 1.1 |

The statistical results for tankas are shown in (15). Again the closeness in
valuesof line 1, 2 and 4 is striking given that the number of overt morasin line
lissmallerthaninline2or 4.

Diagram (16) shows the length of the audibleand silent componentsin each line
intermsof moras. Every lineexcept line3 iseight moraslong, asl arguein 4.5.

(16) Moras—
Linel | Overt Moras: 5.3 Pauses: 28 |
Line2
Line3 4.3 I
Line4

| claim based on these results that the audible part of each lineis augmented by a
pausein order to maintainalinelength of eight moras.

33 Thelocation of pauses

Let us now turn to the question of where these pauses are inserted. The recorded
data show that the location of the pausesis determined by the syntacticstructure
of theline.* The first generalization we can make is that readers insert a pause
after a monomoraic PrWd. Recall next that 3-4 structuresare also controversia
with respect to the location of the pause (cf. (5)). According to the data, readers



insert a monomoraic pause at the beginning of the line. In all structures other

than 1-6 and 3-4, a monomoraic pause appears at the end of the line. (17)
summarizes the location of the pausefor the different line types.

The generalizations in (17) clearly show that the location of the pause is
determined by the syntactic structure in the line; if this were not the case we
would expect the pause either to occur in a consistent location (e.g. line-final)
regardlessof the syntactic structureof the ling, or to vary randomly.

4 An OT Analysis

The next question to be answered is why a certain structure inserts the pause
line-initially, while another insertsit between Prwds and another inserts it line-
finally. | claim that this systematic variation is due to the interaction between
hierarchically-organized prosodicstructureand a set of phonological constraints.
4.1 Theprosodicstructureof poetry

| propose the prosodic structurein (18) in order to account for the location of the
pausesin haikus and tankas.

(18) The structure of apoem chem

Sstanza stanza

line line

Moras— p u | i n p [ n



If poetic rhythm consisted ssimply of a linear sequence of audible and silent
moras, the location of the silent moras would not matter as long as the eight-
mora templatewas respected. The fact that the location of the pauses is highly
constrained demonstratesthat the structure of poetry is hierarchically organized.
In this prosodic hierarchy the eight moras are the basic building blocks. These
moras are grouped into feet in units of two; there are therefore four feet in aline
(see 16 (1990) and Poser (1990) for demonstration that a foot consists of two
morasin Japanese). Two feet make a colon; thus there are two colonsin a line.
Linesare then grouped into stanzas. | claim that there are two kinds of stanzas:
atriplet consistsof threelines, and a couplet consistsof two lines. For example,
a tanka consists of two stanzas. As shown in (19), the first stanza is a triplet,
that is the first 5-7-5 sequence, and the second one is a couplet, that is the
remaining 7-7 sequence.

(19)  Thestructure of atanka
tanka

triplet

line line line line line

Hakus have one stanza, a triplet. Finally, aset of stanzasmakesa poem. Let us
next consider the evidencefor each level in this prosodic hierarchy.

4.2 Thefoot

Thefirst level to analyzeis thefoot. The existenceof thislevel is suggested by
the existence of the eight-mora template. As demonstrated in §3, a line
containing seven overt moras is augmented by a monomoraic pause; thus there
is an eight-moratemplate. The pair of familiar constraintsin (20) accountsfor
thistemplate.

(200 a FrEmipl (FTBIN): Feet must be binary under moraic analysis
(Princeand Smolensky 1993).
b. DEP: Every segment of the output must have a correspondent

in theinput (McCarthy and Prince 1995).

(20a) requires that every foot consist of two moras. In other words, this
constraint ensures that there is an even number of morasin aline. Note that
pauses can satisfy this constraint in the same manner as overt moras.” For
example, one overt mora plus a monomoraic pause in a foot satisfies FTBIN,
whereas one overt morain a foot does not. Constraint (20b), on the other hand,



prevents moras from being inserted. In other words, this constraint keeps the
number of pauses to a minimum, as illustrated in (21). (Because the syntactic
structure is not relevant here, all overt moras areindicated by O.)

(21b), which has no DEP violation, is ruled out, because it violates higher-
ranked FTBIN by having only one morain the final foot. In the same manner,
(21c) isruled out by virtue of containing three moras in the final foot. Thus, in
order not to violate FTBIN the number of moras in a line must be even.
However, candidates which insert unnecessary pauses are also ruled out, even if
they do not violate FTBIN. (21d), which has a trimoraic pause, loses to (21a)
because (21d) violates DEP three times, whereas (21a) violates it once. In this
way the notion of bimoraic feet in tandem with the DEP constraint accounts for
the eight-mora template, which is essential to the rhythm of poetry.

Another piece of evidence for bimoraic feet can be indirectly observed in the
behavior of monomoraic PrWds. Recall that a monomoraic pause is inserted
after amonomoraic Prwd. This fact suggests that the monomoraic Prwd is not
prosodically optimal by itself, and must be augmented by the monomoraic pause
in order to satisfy the minimal size of a Prwd, which isabimoraic foot (22).

(22) MM Worp[Fr] (MINWD): Every PrWd must contain at least two
10
moras.

(22) prevents amonomoraic Prwd from being immediately followed by the next
Prwd. Note that an inserted pause can satisfy (22) in the same manner that it

meets FIBIN. Tableau (23) shows the crucial ranking of the three constraints:
FrEmMMinWo = DEP.

The input is a 1-6 structure. (23b-c) are ruled out by the MINWD constraint,
because the monomoraic Prwd is immediately followed by the second Prwd.



Compare (23a) with (23d): (23d) loses to (23a) because (23d) violates FTBIN
(and MINWD), even though it has no violation of DEP. Thus, FIBIN/MINWD
must be ranked higher than DEP.

Recall, however, that the location of the pause in the structures other than 1-6
is either line-initial or line-final, and this cannot always be accounted for by
theseconstraintsand their ranking, as exemplified in (24).

Theinput in (24) is a 3-4 structure. FTBIN rules out (24b-c)."” Compare (24a)
with (24d-€), however. The constraint ranking in (24) incorrectly predict that
(24d-€) should tie with (24a), because none of them violate FTBIN or MINWD,
and all violate DEP once. In order to solve this problem | argue that colons are
essentia in the prosodic structure of poetry; in the next section | show how the
postulation of this level in the prosodic hierarchy accounts for the recalcitrant
facts.

4.3 Thecolon

As | just demonstrated, the ranking in (24) overgenerates in the sense that it
predicts the forms in (24d-e) to be grammatical, when in redlity the only
grammatical output is (24a). In order to solve this problem | propose three
congtraints, one on alignment, one on binarity, and one on contiguity. The
constraint on alignment requiresthat the edges of a PrWd align with the edges of
acolon. Recall that a colon consistsof two feet. Thus, the prosodic structure of
(24a) and (24d-€) can beillustrated as in (25a-c), respectively. (Square brackets
indicate colon boundaries.)

First compare (25a) with (25b). The difference between them is that (25a) has
three alignments of Prwd and colon edges, i.e. in al but line-initial position,
whereasin (25b) thereis only one alignment, in line-initial position. In order to
account for thisobservation | proposetheset of constraintsin (26).



(26) a ALIGH{PRWD, COLON) (ALIGN{P,Ch: Every edgeof aPrwd
must align with an edge of a colon.
b. CovonBiNARITY[Fr] (CLNBIN): Colons must be binary
under prosodic analysis.

(26a) requires that both the left and right edges of a Prwd align with a colon
edge: (25b) has three violations of ALIGHIF,C}, while (25a) hasone. (26b)
requires that every colon consist of two feet.'” Thus, it rules out a colon which
does not contain two feet, such as*[|@®|] and * [ | e | 88|

Let us next compare (25a) with (25¢). The difference between these two is
whether there is a line-internal pause or not. The ungrammaticality of (25¢)
suggests that line-internal pauses are disfavored. We can account for this
behavior in terms of the independently-motivated CONTIGUITY constraint in
27).

(27)  CoNTIGUITY (CONTIG): Theportionof input standingin
correspondenceforms a contiguousstring in output (McCarthy and
Prince 1993a).

The ranking of the relevant constraints thus far discussed is shown in (28)
(repeated from (24)). CONTIG is temporarily ranked together with DEP and
ALIGHIP,C).

(28b) isruled out by FTBIN, and (28¢) by CLNBIN. CONTIG rulesout (28¢) due
to the insertion of the line-internal pause.” Finally ALIGN{P,C) rulesout (28d)
due to the three alignment violations, and (28a) wins. The same constraint
system accounts for 4-3 structures, in which a line-final pause occurs, as shown
in (29). (29b-c) areruled out by virtue of violating the constraint(s) on binarity.
(294d) loses due to its three violations of ALIGN{F,(}. (29a) wins over (29¢),
because (29¢) violates CONTIG dueto theline-internal pause.



Recall now that both 2-5 and 5-2 structures have a line-final pause. These
structures show that CONTIG must be ranked higher than ALtGRIF (), as shown
in (30-31).

(30a), which violates ALiGM{I, L} three times, wins over (30b), which violates
the higher-ranked CONTIG constraint, although it has fewer violations of
ALIGH(P,CY. In thesamemanner, (31a) winsover (31b).

Finaly let us return to the 1-6 structure, for which the MINWD constraint is
relevant. (32) shows that MINWD must be ranked higher than CONTIG.

In (32b) the first colon violates CLNBIN by having only one foot, and in (32¢)
the initial foot violates FTBIN by having only one mora. (32d-€) are ruled out
because the monomoraic PrwWd is immediately followed by the second Prwd
violating MINWD. (32a), in which a pause appears after the monomoraic Prwd,
wins because CONTIG isranked lower than MINWD.



4.4 Theline

Let us next return to the 5-2 and 2-5 structures, which provide evidence for the
line level. Recall that 5-2 and 2-5 structures insert a pause line-finaly.
However, notice that 5-2 and 2-5 structures with a line-initial pause are also
predicted to be grammatical by the constraint system introduced thus far. For
example, if a line-initial pause occurs in a 5-2 structure, i.e.
[ | el @il | | 8| 3] ], the current analysis predicts that it should tie with the
grammatical structure [|#l| ]| @ 3x%|]: neither violate the constraints on
binarity and contiguity, and both equally violate DEP and ALIGH{P,C¥. In order
to generate the correct outcomes | propose another alignment constraint, which
requires that the left edge of aline align with the left edge of a Prwd, as shown
in (33).

(33)  AUGN(LINE,L, PRWD,L) (ALIGN(L,P)): The |eft edge of every line
must align with theleft edge of a Prwd.

This constraint must be ranked lower than ALiGH{P. (), because otherwise the
initial pause in 3-4 structures could not be accounted for: if ALIGMIL, P} was
ranked higher than ALIGN(P,C), *[|@@®O(|[ 2} %|] would win over
-q'||::l|l-l1]1r. M303]], because the former satisfies the alignment of the left
edges of the line and a Prwd, while the latter does not. The final constraint
systemisshown in (34).

(34) S L RN CQN | FT | MIN | CoN | DEP | ALIGN | ALIGN
BIN | BIN| WO | 16 0 | (LF)

a o | [l [0 o0 ' e

b. [ [N | | e *1

(34a) wins over (34b), because (34a) satisfies ALIGH(L,I!}, The fact that a
phonological constraint refersto theline provides evidence for thislevel.

Another piece of evidence for the line can be seen in the interaction between
the sentence boundary and the line boundary. A well-known haiku written by
Kobayashi Issain (35) illustrates this point.

Line 2 consists of two PrWwds, makeruna and Issa, the latter of which belongs
syntactically to the last sentence, i.e. iQsa kokoni ari 'For Issa is here'.



However, a pause is inserted at the end of line 2, separating the two PrWds iQsa
and kokoni ‘here’, which belong to the same sentence. This case showsthat the
ban on pausal insertion, CONTIG, applies within a line irrespective of sentence
boundaries. Without the prosodic constituent Line, we would be unable to
account for thisfact in an insightful manner.

45 Thestanza

Our final task isto provide evidence for the prosodic constituent stanza. This
evidence comes from the fact that the third line of tankas is more than nine
moras long (see 3.1). The longer silence between the third and the fourth lines
shows that there is a boundary between two stanzas. Interestingly the length of
this extra pause varies not only among the readers, but also among different
tankas recited by asingleindividual. Thus, | claim that thislonger silenceis not
a product of phonological constraints. Native speakers of Japanese feel that
there is a mgjor semantic break between the first three lines and the remaining
two lines." Thisbreak may add an arbitrary number of silent morasto the line.

5 Conclusion

In this paper | have accounted for the nature of silent moras in traditiona
Japanese poetry. Pauses are inserted in a highly constrained manner. The fact
that a line consists of eight moras can be accounted for by constraintsenforcing
binarity: a line consists of two colons, a colon consists of two feet, and a foot
consists of two moras. The MINWD constraint accounts for the pause that
appearsonly after a monomoraic PrwWd, and providesevidencethat the minimal
word in Japaneseis a bimoraic foot. The fact that speakers of Japanese do not
insert a line-internal pause except after a monomoraic PrwWd can be accounted
for by CONTIG. ALIGN(P,C) impliesthat word boundariesoptimally coincide
with phonologica boundaries, i.e. colons, and DEP prevents audible moras from
being augmented by unnecessary pauses. Finaly ALiGRIL,F} suggeststhat it is
preferablefor alineto begin with an overt mora, dl €lse being equal.

Notes

" | am deeply indebted to Bert Vaux and Michael Kenstowicz for their insightful comments, constant
support, and discussionof the issues raised in this paper. | also thank the audience of WECCOL 2000
for their questionsand comments. All errors are my own.

' Moraic elementsin Japaneseare vowels, the mora-nasal (N), and the mera-chstruent (Q).

“ | collected data and analyzed lines with five overt moras and lines with seven overt moras;
however, | limit my discussionto lineswith seven overt moras in this paper. See Asano (2001) for a
fuller OT analysisof the prosodic structure of Japanesepoetry.



> In this paper P'Wd refers to a minimal phrasal unit such as a noun with a panicle, e.g. mizu-no 'of
water', averbwith itsending, e.g. make-ru-na 'don't lose', and so on.

* See 24 for their phonological analysesof the location of pausesin more detail.

* My experiment shows that (6b-c) arc incorrect; see 3.3.

" Their tableau for 1-6 structures has an error repested from (32) in Kogure and Miyashita(1998)).
/8+000000/ ALIGHIT, W) ALIGHIW, )

a= (130 03 3] 233 * *

b. [ N3O e ) 1 i

Under ALIGHIL, YWD (a) has two violations, i.e. neither of the Ieft edges of the colonsalign with the
left edges of the Prwds, while (b) hasonly one violation, i.e. the |ft edge of theinitial colon aligns
with the left edge of the monomoraic word. Thus, their analysis predicts (b) to be the winning
candidate.

" In order to convert the length in milliseconds to moras | calculated the length of a single mora by
dividingthe length of thefirst 4 overt maes in al poems by 4.

* 1 calculated the pausal datain termsof the percentage of readers, not in terms of the average length
of each pause. The rhythm of reciting poemsvaries to a certain extent on an individual basis. This
statement by no means impliesthat the location and length of the pauses are arbitrary. The data
show instead that in some casesreaders have a choiceof waysto recitea poem. For example, more
than 70% of the readers inserted a pause after a monomoraic PrWd, while the rest did not.
Calculating the average length of a line-internal pause, therefore, does not reveal much about the
behavior of such pauses, but knowing the tendency of readersdoes. It isalso worth noting that each
individual is consistent in the way helshe recites poems. That is, if one inserts a pause after a
monomoraic PrwWd in a poem, he/she does the same in other poems with a monomoraic Prwd. In
this paper | focuson the locationof pausesfor which 70% or morereadersagree.

* The notion that silence can fill positionsof timing units is supported by Hayes and MacEachern
(1998) among others: silent beats in English verse are assigned grids in metrical structures, even if
they are not digned with syllables.

" | do not employ traditional OT constraints on alignment to account for the behavior of
monomoraicPrWds. Requiringany types of alignment of the edgesof a PrWd and afoot incorrectly
predicts, for instance, that a line-internal pause should occur in 5-2 structures, i.e.
* @B |88 00|, in order to maintain the alignment of the edges of the second Prwd and the
fina foot. Noticethat a line-interna pause occurs only after a monomoraic PrwWd to satisfy the
minimal word requirement. Although MINWD involves the bimoraic foot as the minimal size of a
PrWd, it does not indicateany sort of alignmentconstraints.

"' | arguein 4.3 that (24¢) hasafatal violation of CLNBIN, which requiresthat a colon be bipodic.

12 CLNBIN in tandem with FTBIN ensuresthat aline with five overt marss will also consist of eight
moras. For example, ungrammeatical six-mom outputs such as *[ @[ ¥ |], which satisfies
FIBIN and violates ALIGHIP, L} to exactly the same extent as || i [% % [, but hes
fewer violationsof DEP, isruled out by CLNBIN, because the ungrammatical output does not have
two feet in the second colon.

"' See (58) for Kumashiro's (1968) claim for the rhythm of 3-4 structures, in which CONTIG,
ALIGHIF, ), and DEP are all satisfied; however, it is ruled out dueto aviolationof a high-ranked
constraint, TRHERTI |I, which requires that the length of every output segment be identical with the
correspondinginput segment. Kumashiro's structureal so violates CLNBIN and/or FTBIN.

" Traditionally tankas are considered to consist of two semantic entities. The first three lines are
caled kami no ku 'upper lines and the last two lines are called shimo no ku ‘lower lines' (Ichiko
1986).
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A Multiple Spell-out Account of Wanna-

contraction*
Adolfo Ausin
University of Connecticut

1 Background

Wanna contraction (hereafter, WC) has captured the attention of severa lin-
guistsin the last thirty years. Thefactsarethefollowing: In English, want and to
can be contracted into wanna. Unexpectedly, contraction of want and to is not
possible in certain cases as illustrated in (1). The goal of this paper is to show
that under a recent proposal within the minimalist program it is possibleto re-
vive the analysis of WC proposed in Bresnan (1971a). More precisaly, | claim
that the Multiple Spell-out proposal providesa perfect framework for (a version
of) Bresnan's approach.

(1) a Whodoyouwannavisit? («~Who do you want to visit?)
b. *Who do you wannavisit you? («Who do you want to visit you?)
From Bresnan (19714), attributed to L. Horn

It has been standardly assumed within Generative Grammar (from the begin-
ning to the early stages of the Minimalist Program) that syntax communicatesto
other components (phonology, semantics) only at one point in the derivation.
The precise point wherethis happensis different in different models. Thusin the
Aspects model, the semantic component was linked to Deep Structure and the
phonological component was linked to Surface Structure as in (2). Since the
seventies, it has been standard to assume some version of the T-model asin (3).
In both, syntax communicatesto the other components only once.

Recently several scholars working within the Minimaist Program have chal-
lenged the assumptionthat the relation between Syntax and other components of
the grammar takes place only a one point in the derivation. In particular,
authors like Chomsky (1999, 2000), Uriagereka (1999), Epstein et a. (1998)
among others, have proposed that the operation of Spell-out can take place sev-
eral times during the derivation of a given sentence. This has cometo be known
as Multiple Spell-out (M SO) Hypothesis, and appearsillustrated in (4).



(2) Lexipon (3) DS (4 Numeration

Deep Structure~®Semantic
Interpretation SS ’p LI
(or Spell-out) e ,t\'l
P PF Tw
PF LF = Tk
PF LF

The MSO proposd is not entirely new. In the early seventies there were at-
tempts to make the relation between Syntax and other components more dy-
namic. For instance, Jackendoff (1972) proposed that "' various parts of semantic
representation [were] related by the semantic component to various levels of
syntactic representation” (p.4). Similarly Lasnik (1972) argued for the possibil-
ity of applying the semantic rule that assigns scope to negation after the end of
each syntactic cycle. In both proposdls, it is required that the semantic compo-
nent accessthe syntactic representation at different pointsin the derivation. This
is problematic under a T-model and seems to require some version of MSO.

Earlier, Bresnan (1971b) made similar proposals on the phonological side. In
particular, Bresnan (1971b) proposed that certain stress patterns follow from the
assumption that the “Nuclear Stress Ruleis ordered after al the syntactic trans-
formationson each transformational cycle” @. 259). This proposal aso requires
that the phonological component be accessed severa times during the deriva-
tion.

More interestingly for the purposes of this paper, Bresnan (1971a) proposed
that the best way of characterizingWC was to assumethat the rulesthat gener-
ate wanna from want to also apply at the end of each cycle. She offersthe deri-
vationsin (5) and (6) for {1)a and (1)b, respectively.

(5) [s» Q[s you want [5 for you to visit who]]]
you want O tovidtwho. Identical Subject
Deletion
You wanna vistwho .  Tocontraction
who you wanna vist O.  Quegtionformation
do . Other rules
who do you wannavisit
3} [ Q [= you want [ for who to visit you]]]
who you want tovistyou .  Question formation
do . Other rules

who do you want to visit



The rule of to contraction that Bresnan proposed appearsin (7). This rule ap-
plies in (5) at the end of the second cycle. Bresnan claims that the rule in (7)
cannot apply in (6), because by the time the structural description of the rule is
met, it istoo late. In other words, application of the to contractionrule in (6) at
S-bar cycle (the only point where the structural description of the rule is met)
would violate the principleof the cycle which Bresnan statesasin (8).

(7) [sHPY 0% ...] > [NP[V+to] V ... | (Bresnan (1971a:), p. 1)

(8) Thereis probably a general condition on the transformational cycle forbid-
ding a cyclic transformation from applying on §; to effect a structura
change entirely within S; if S; dominates S;. (Bresnan (1971a), fn. 5)

The important feature of Bresnan's analysisis that WC, a morphophonological
process, takes place after the end of each syntacticcycle. Thisisonly possibleif
at the end of each cycle the syntactic object is delivered to the phonologica
component.

Bresnan's account was overshadowed by a series of analysesof WC that were
based on the assumption that that the illegitimateinstancesof WC are due to the
presence of some intermediate element that blocks the application of WC. The
precise characterization of the elementsthat block WC has been the subject of
much discussion. Some scholars proposed that WC is blocked by a Case as-
signing head (Snyder and Rothstein (1992), Boskovi¢ (1997)). Others scholars
have proposed that certain types of XP block WC (Lightfoot (1976), Chomsky
and Lasnik (1977, 1978), Jaeggli (1980), Aoun and Lightfoot (1984)). Finaly,
some researchersclaim that WC is blocked by any type of XP. (Fukui and Speas
(1986), Boeckx (2000)). | will briefly review some of these proposals.

Bogkovi¢ (1997) arguesthat infinitival complements of want with lexical sub-
jects(as in 1 want John to leave) are headed by a null case checking C and pro-
posesthat this C blockscontraction, as appearsillustrated in (9). Asfor the cases
in which the subject is PRO, Bogkovi¢ arguesthat the infinitival complementis
a bare IP without a C. Thus, in cases like (10) WC is not blocked because no C
is present.

(9) Whodoyou want [ C tu, to visit you] — *wanna
{10) Who do you want [ PRO to visit t,y,] — Vwanna

In the approacheswhere the intervening element is an XP, the question arises
what type of XP blocks contraction. In (11), thereis a list of possible elements
that can appear in the subject position of the embedded infinitival. It is also
specified whether they block WC or not.

an Type of XP BlocksContraction?
a Lexica NP = Yes (*I wannaMary leave)
b. wh-trace — Yes (*Who do you wannaleavethe room?)



c. NP-trace —> No (Johnisspostat leave on Monday
(Boskovi¢ (1997):35)
d. PRO — No (I wanna |eave the room)

A quite successful approach within the GB framework was to assume that only
Case-marked elementsblock contraction. Thiswas Jaeggli (1980)'s solution.

Finally, some researchers have proposed that any type of element blocks con-
traction. As for why PRO does not block contraction, there have been at least
two proposals. Fukui and Speas (1986:150-1) proposed that PRO does not block
WC because it remainsin Spec,VP, asin (12).

(12) They want [ to [v¢ PRO leave]] — They wanna PRO leave

More recently, Boeckx (2000), adopting Hornstein's (1999) theory of obliga-
tory control and Lasnik's (1999) proposa that A-movement leaves no trace,
providesan elegant account of WC. Boeckx notesthat the fact that neither PRO
nor NP-traces block contraction is expected if we assume Hornstein's and Las-
nik’s proposals. Under Hornstein's analysis, obligatory control structures are
reduced to raising constructions. Thus, the two sentencesin (13) and (14) are
derivedin the same way. In both cases, at an earlier stage in the derivation, John
appearsin the embedded infinitival asin (13)b and (14)b. After raising, we ob-
tain (13)c and (14)c, and under Lasnik's proposal that A-movement does not
leave atrace, weobtain{13)d and (14)d:

(13)a.  John expectstowin (14)a.  John seemsto be happy
b. expects[i Johnto win] b. seems|;rJohn to be happy]
c. John expects|p tyon tO Win] c. John seems |k tionn t0 be happy]
d.  John expects [ O to win] d. Johnseems[;» Oto be happy]

The derivationsfor (1)a and (1)b would be asin (15) and (16). Contractionis
not blocked in (15), because nothing intervenes between want and to at the end
of the derivation. The presenceof who blocks contraction in (16).!

(15a youtovisitwho (16)a whotovisityou
. want you to visitwho b. wantwhoto visityou
Cc. youwant tovisitwho C. you want whoto visit you
d. whoyouwant __tovisitwho d. who you want whotovisit you

All the proposals based on the presence of an intervening element are subject
to the same criticism: It is not clear why WC, a morpho-phonologica process
should be sensitiveto the presence of elementsthat are null from a phonological
point of view. For instance, it is not clear why in (16)d the copy/trace of who
should block WC. Since it is phonologicaly irrdevant (it will not be pro-



nounced in that position) it shouldn't block a morpho-phonological process.
Alternatively, one could ask why WC cannot take place after copies/traces are
eliminated from the representation.

A similar point can be made using examples like (17) and (18). In these exam-
ples, the intervening element is the copy of a null operator in (17), and two con-
stituent boundaries in (18). In both cases we are dealing with phonologicaly
null elements. The approaches based on the presence of an intervening element
would haveto claim that in these cases phonologically null elements block WC.
Thisis not inconceivable.” Nevertheless, | will pursue an approach that does not
rely on the presence of intervening elements, thus making the phonologica
content of the intervening element irrelevant, along the lines of Bresnan's origi-
nal approach_’

(17)a. *Thestudent that | wannatakethetest is John
b. Thestudent Op,that | want ¢; to takethe test is John
(18)a. *I don't wanna flagellate oneself in public to become standard practice

in this monastery
b. 1 dont want [[to flagellate oneself in public] to become standard prac-
tice in this monastery] Postal and Pullum (1982): 124

2 A MultipleSpell-out approach

In this section | will present my proposd. In 2.1 | introduce the different ingre-
dientsof my proposa. In 2.2 | show how it works, and in 2.3 | show how the
examples discussed by Postal and Pullum can be accounted for.

2.1 Theingredients

2.1.1 MultipleSpell-out

There have been several formulations of the Multiple Spell-out proposal. Ac-
cording to Uriagereka (1999), Kayne's Linear Correspondence Axiom can be
considerably smplified if we assumethat adjunctsand specifiersare spelled out
at an early point of the derivation. That is, different parts of the tree might be
sent to the phonological component at different points in the derivation.

In Ausin (2000), | made a proposal regarding Spell-out based on the Chomsky
(2000) idea behind multiple applicationsof Spell-out. Chomsky conceives M SO
as away of allowing uninterpretable featuresto reach PF even though they are
deleted after checking. "' Deleted features are literally erased, but only after they
are sent to the phonological componentalong with the rest of the structure of T -
- possibly at the phase level" (Chomsky (2000), p. 131). If so, it makes sense to
claimthat Spell-out should be linked to the checking of the only uninterpretable
features that are always erased after checking: namely Case features. (Other



types of featuresthat undergo checking such as person, number are interpretable
in some element, therefore they are not completely erased from &t least one of
the elements). In Ausin (2000), | argued that adopting such a formulation of
MSO has the interesting consequence of making available a simple explanation
for the locality conditionson A-movement. My goal in this paper isto show that
the proposal that Spell-out is triggered by Case checkingalso makes availablea
natural explanation for the WC facts, which in fact, is a modified, updated ver-
sion of Bresnan’s account. Chomsky (1999, 2000), Uriagereka (1999) and Ausin
(2000) for further details.

2.1.21nfinitival complements of want

Following aready mentioned proposals by Bogkovi¢ (1997) and reference
therein, | assume that there is a crucial difference between the infinitival com-
plementsin (19). In (19)a no Case is being checked on the subject position of
the infinitival complement. In (19)b the infinitival complement is headed by a
Case checking head, probably a null counterpart of for, that checksthe Case of
the embedded subject In other words, the full representationof the examplesin
(19) would be as in (20). An important consequenceof this analysisis that the
infinitival complement is going to be spelled out early in (20)b (since thereis a
Case checking head) but not in (20)a, since no Case checkingistaking place.”

(19)a. They want to leave (20)a.  They want [tz., to leave]
b. They want Mary to leave b. They want [ fox~Mary to leave]

2.1.30n the nature of to

Since WC is an optional process, | propose that there are two types of to: one
that triggers WC and one that doesn't. | propose that the to that undergoes con-
traction is specified in the lexicon as an affix {‘to,.g"). The to that does not un-
dergo contraction is specified as an independent word ('to"). In other words, |
will assume that the initia elements (or the elements in the numeration) are dif-
ferentfor (21)a and (21)b. In (21)a to would be an independent element whereas
in (21)b towould be an affix.’

(21)a. Theywanttoleave <« {They, pres, want, to, leave)
b. They wannaleave <« {They, pres, want, i .. l€ave)

22 How the proposal works

Consider first an illegitimateinstance of WC like (1)b, repeated here. The (par-
tial) derivational history of (1)b appears in (22). For expository purposes, | am
representing the null C that heads the embedded infinitival and checks Case on
the embedded subject as strikethrough fex. Sincewe are trying to obtain WC, the
infinitival to hasto be affixal: “to. ur". Hereand in later examples, | include dif-
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ferent stages of the derivation in the left column. Square brackets mark Spell-out
points (Case checking points and at the root). In the right column, the different
outcomes of Spell-out appear.

(1)b*Who do you wannavisit you?

(22) [vistyou] — visityou
WhO i, 4 ViSit yOU
| a [(foF) WhO tin, 45y ViSityOU]  — WO li sy ViSit you

want (fer) Who i, 44 ViSit you
[you want (for) Who fi; uar ViSit you]  — you want who i, 4 visit you
[who you want (fer) Who tir, 4 ViSit you] — who you want who 1. 4 visit you

Thecrucia point in the derivation in (22) appearsin the third line. At that point
the embedded complementizer is inserted and the Case of the embedded subject
is checked, which triggers early application of spell-out sending the whole syn-
tactic object, to included, to the PF component. Since we are trying to obtain
WC, to hasto the affixal variant. Therefore, the outcome of spelling out the em-
bedded infinitival includes an affixal version of to but no appropriate host. The
representation then isruled out as a violation of the morphological requirements
of the affix. In other words, the PF outcome in (22)a violates (a modified ver-
sion) of the Stranded Affix Filter (Lasnik (1981)), that requiresthat *'a morpho-
logically realized affix must be a dependent of a morphologicaly realized cate-
gory at PE."

A digtinctive feature of my analysisis that it does not matter what element
(phonologically null or not) appears in the subject position of the embedded
clause. Consider (23), a partia derivation for (17)a

(17)a * Thestudent that | wannatake the test is John

(23) [takethetest] — takethetest
Op tekethet
| a [(for) Opto.ag takethetest] — toyuatakethetest

want (for) Op i, 45 take the test

| want (for) Op ti, e take the test

pres| want (for) Op i, 5 take the test
[l preswant (for) Op i takethetest] — | want i, sprtake the test

As before, the crucid point is the insertion of the embedded complementizer
(the null counterpart offor). Sinceit isa Case checking point, an early applica-
tion of spell-out takes place. Again, spelling out the embedded clauseis going to
affect to but not want, resultingin a violation of the SAF.

It is important to note that under my account we don't have to stipulate that
WC takes place before traces are eliminated from the structure. Deletion of the
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traces would not rescue the SAF violation in (22)a or (23)a. In other words, even
if #o4y attaches to want at the end of the derivationsof (22) and (23), that would
not salvage the SAF violation that took place earlier in the derivation. | assume
that the SAF applies at every PF representation that is generated by multiple
applicationsof spell-out.

Consider now a good instance of WC like (1)a, repeated here. The relevant
parts of itsderivation appear in (24).

(1)a Who do you wanna visit?
24) [vistwho] — visitwho
YOU i, g7 ViSIt WhO
want i g you Visit who
[you want i, 4 ViStwho]  — you wannavisit who
[who you want fix, s ViSitwho]  — who do you wanna visit who

The crucia characteristicof (1)a is that the position of the embedded subject in
the infinitival clause is not a Case checking position. Thus no Spell-out is trig-
gered at that point. Thefirst time want and to are spelled out is when the subject
you is has its nominativeCase checked. At this point, WC applies.

In (24), raising to subject does not leave a trace. However, the proposdl in this
paper does not rely on this. If a trace/copy were present, it would be enough to
say that WC is not sensitive to the presence of phonologically null elements. In
this respect, the proposal in this paper follows Bresnan's, since for her, it was
not crucia what type of element appears between want and to. Both Bresnan's
and the present approach to WC share the idea that the best way of explaining
the WC factsisin terms of earlier stages of the derivation (cycles for Bresnan,
PF outcomesfor me). In both proposals, illicit instances of WC like the one in
(Db are ruled out because the WC rule applies too late. For Bresnan, it applies
too late to follow the principle of the cycle. Under the proposal of this paper, it
appliestoo late to salvage a derivation that has aready been ruled out as a vio-
lation of the SAF.

If the present proposal (or Bresnan's) isright, then we have an argument for
the derivational approach to syntax, because the grammatical status of a sen-
tence dependson the propertiesof an early stage of the derivation.

2.3 Postal and Pullum type of examples

As aready mentioned, Postal and Pullum (1982) (hereafter, P&P) noted many
examplesthat were problematicfor the a;)proaches based on the assumption that
WC is blocked by intervening elements.” In this section | show that the type of
examples that P&P discuss can be accounted for within the MSO framework
that | amadopting.



Consider (25), which showsthat Heavy NP shift of the subject of the infinitival
does not feed WC. This is expected if, as argued in this paper, the infinitival
complements of want with lexical subjectsare introduced by a null counterpart
of for that checks Case and triggers early application of spell-out. If so, the in-
finitival complementin (25) is spelled out early, and therefore, a violation of the
SAF obtains if an affixal to is present. In other words, (25) is ungrammatical
because at an early stage of the derivation the infinitival complement is going to
be sent to PF. That stage appears in (26). Since (26) contains an affix but no
appropriatehost, the sentenceisruled out asa SAF violation.

(25)*I wanna present themselvesin my office [al those students whose grade
for Grammar 103 was lower than A+] (P&P:131)
(Compare to: | want to present themselvesin my office al those students
whose gradefor Grammar 103 was lower than A+ )

(26) [ p Fe-[all thosestudents (...)] i, . present themselvesin my office]

The examplesin (27)-(31) from P&P show that WC is not possiblewhen the to
undergoing contraction appears in a non-complement position. To appears
within a subject (specifier) in (27), an extraposed sentence (adjunct) in (28), a
purpose clause (adjunct) (29), a parentheticd (adjunct) in (30), and a first con-
junct (specifier) in (31).

(27)a. *| don't wannaflagellateonesdlf in public to become standard practice
in this monastery
b. | don't want [to flagellate oneself in public] to become standard prac-
ticein this monastery (P&P:124)
(28)a. It seemsliketo want [to regret that one doesnot have]
b. *It seemsliketo wannaregret that one does not have
(c. [To regretthat one does not have] seemsliketo want) (P&P:125)
(29ya.  Onemust want (in order) to becomean effectiveoverconsumer
b. * One must wanna become an effective overconsumer (P&P:126)
(30)a. | want, to be precise, ayellow four door De Ville convertible
b. *I wanna, be precise, ayellow four door De Ville convertible(P&P:131)
(3ha. *I wanna danceandtosing (P&P:126)
b, T; want [ t; toar dance] and [y t; to sing]®

The unavailahility of WC in (27)-(31) follows if we assume with Uriagereka
(1999), that adjunctsand complex specifiersare spelled out early. Consider (27).
In order to obtain WC, affixal to needsto be chosen. Since [to flagellate oneself
in public] isa(complex) specifier, it will be spelled out beforeit is merged with
the rest of the structure. At that point of spell-out, therewill be a violation of the
SAF becausethere will be no appropriatehost for the affixal .

Finally, consider the ungrammaticality of (32)a.



(32)a. *| don't need or wanna hear about it (from P&P p.126)
b. I don't [vr need fiptite-hear-about-it}] or [+ want [ t; to hear about it]]

If we assume that the structural analysis of (32)a is (32)b, then the impossibil -
ity of WC would follow from the present proposal that there are two types of to:
an affixal and afull form. Theto in thefirst conjunct in (32)b would be a full to
(since it does not trigger contraction), whereas the to in the second conjunct
would be an &ffix, since it triggers contraction. If so, the explanation for the un-
grammaticality of (32)a isstraightforward: there isa violation of the principle of
recoverability of deletion, since the to that is being deleted is different from the
to in the second conjunct. """

3 Conclusion

In this paper | have provided evidence for the multiple Spell-out proposal by
showing that under that proposal a very natural account of wanna-contraction is
possible. The account is clearly reminiscent of Bresnan's proposal from 30 years
ago. If the facts and arguments presented in this paper are correct, it would be
the case that arecent proposal receives further evidence from an old analysis.

This paper also provides support to the derivational approachesto syntax that
assume that intermediatestages of the derivation of a given sentence are crucid
for the characterizationof certain grammatical phenomena.

Notes

This paper has benefited from conversations with a number of people. | am in particular thankful
to Cedric Boeckx, Zeljko Boskovi¢, Howard Lasnik and Norvin Richards (who also was kind
enough to send me his manuscript where he proposesan approach to wanna contraction that shares
many featureswith the onein this paper).

! For expository purposes, | will usethe copy theory of movement.
* But see Bogkovié (1997) for argumentsagainst tracesbl ocking contraction.
' Postal and Pullum (1982) proposed an account that did not rely on the existenceof traces or any
intervening element, which is briefly summarized in (i):
(i) A contractedtrigger V can have acontracted form with infinitival to only if:

a  toisthe man verb of the initia direct object complement of the matrix clause whose

manverbisV;

b.  thefinal subject of the complement isidentical tothe final subject of the matrix.
Although | agree with Postal and Pullum (1982) that there are no counterexamplesto the descriptive
generdization in (i), what | will try to do in the next section is to derive that generalization from
independently motivated assumptions, followingthe insights of Bresnan's original analysis.
* For expository purposes, | assume the raising analysis of control (Homstein (1999)). Nevertheless,
it seemsto methat the proposal in this paper could also be restated under the Null Case approach to
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PRO, provided that it is assumed that checking Null Case does not trigger early application of Spell-

out. Thisseems reasonable, since Null Case never hasany phonetic realization.

* Thesituation would besimilar to what wefind with not vs. #', or the difference between pronomi-

na and full cliticsin Romancelanguages.

* The origind formulation of the Stranded Affix Filter cannot be stated within the Minimalist pro-

gram since it makes crucial referenceto Surface Structure.

(i) Stranded Affix Filter: A morphologically redlized affix must be a syntactic dependent of a
morphologically realized category, at surfacestructure. (Lasnik (1981))

? Someof the examplesfrom P&P are dightly degraded for some speakers. For the purposesof this

paper, | assumethat the judgementsthat P&P report are essentialy correct.

¥ Thereis an alternative structural description of (31)a based on gapping as in (i). If (i) isa possible

structurefor (31)a, then the account suggested in the text would not be available, since to would be

spelled out @ the sametime aswant, and no SAF violation would occur.

(i) |[want to.ay dance] and [want to sing]

A different way of ruling out (31)a (under either the structural analysis of (32)b or (i)) would be to
say that the sametypeof to must be present in both conjuncts. Further confirmation for this proposal
is left for future research.

*Theexamplein (i), aso from P&P, is more problematic. In (i) to does not appear within an speci-
fier, so early application of spell-out would not result in an SAF violation. According to the present
proposal, the first spell-out cycle that affects to appearsin (ii). At that point, there seems to be an
appropriate hogt for to, namely, want.
() a !dont wantanyone[who continuesto want] to stopwanting
b. *I don't want anyone[who continuesto wan]na stop wanting (P&P:125)

(i 'II) [CPfor [P anyone [who continues to want] to+Aff stop wanting]]

he ungrammaticality of (i) can easily be accounted for if we follow Richards(2000) and assume
that WC is possible only when both want and to belong to the same spell-out cycle. Adapting Ri-
chards's proposa to the assumptions made in Ausin (2000) and adopted in this paper, it could be
said that WC is possibleonly when want and to are spelled-out & the same time for the first time.
Thus, WC would not be possiblein (i) becausewant and to are not spelled-out in the same phase(s):
who continues to want is spelled out independently of to. Note that if Richards approach is on the
right track it is not clear that we need to maintain the existence of two different types of to. The
impossibility of having WC in certain cases (which | attributed to aviolation of the SAF) would then
be attributed to the fact that want and to are not spelled out in thesame cycle (or phase).

Zeljko Bo¥kovié suggests an alternative way of ruling ot (i) and some of the examplesin (27)-
(31). He suggeststhat in these examples WC might be blocked by the presence of an intonational-
Phrase boundary. Further exploration of thisideais |eft for further research.

%t is not clear to me how Richards proposal mentioned in the previous footnote could handle the
ungrammaticality of (32)a, sinceit seemsthat want and to are spelled out in the samecycle.

' If an Across-the-board right dislocation analysiswereto be assigned to (32)a, the impossibility of
WC would al so be expected, since the extraposed infinitival complementwould be an adjunct and
thereforewould be spelled out early, under Uriagereka's proposal. Again, early application of spell-
out would trigger an SAF violation.
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T-to-C: Extractable Subjects and
EPPin Turkish

Gulsat Aygen

Harvard University

1. Turkish Facts: Extractable Subjects|[1]

Majority of embedded subjects in Turkish are extractable contrary to
expectations. Note that Turkish subordinate clauses are regularly (argued
to be) non-finite yet a few verbs select finite clauses as complements and
the very same verbs select ECM constructions. In the terms | use to
distinguish various types of subordinate clauses, 'Finiteness refersto the
availability of any morpheme of the tense paradigm on the predicate of
the clause. Data below illustrates interesting observations concerning the
subject/object asymmetry. (1&2) illustrates L(ong) Df(istance)
S(crambling) in constructions with non-finite embedded clauses, which
are CPs, yet they do not allow a full tense paradigm and their subjects
appear with overt genitive case morphology {2]):

(1) Ercan-in; Hasan [r; kek-1  acele ye-dig -i] ni

* subject
-gen cake-acc inahurry eat-DIK-agr-acc [3]
soyle-di.
tell-past
‘Hasan told that Ercan ate the cakein a hurry’
S 5 [t: o V] \Y

(2) Kek-I; Hasan [Ercan-in , acele ye-dig -i] ni
¥ object
cake-acc -gen inahurry eat-DIK-agr-acc
soyle-di.
tell-past



‘Hasan told that Ercan ate thecakein a hurry'
o S EI vl W

These non-finite constructions do not exhibit the predicted
subject/object asymmetry, whereas finite ones do exhibit it as may be

observed below:

(3)*Ercan; Hasan [t; kek-i ye-di] san-iyor.
*subject
cake-acc eat-past think-prog
‘Ercan thinks Hasan ate the cake'
*in theintended reading
+ as matrix subject

(4) Kek-i; Hasan[Ercan ; ye-di] san-iyor.

* obj
cake-acc eat-past think-prog
‘Hasan thinks Ercan ate the cake'
O, S {S t; A W

If we argue that it is the finiteness of the clause that makes it a
blocking category, we cannot account for the observation on ECM
constructions in Turkish below, which are finite, yet pattern like non-
finite embedded clauses in terms of allowing subject to be extracted.
Compare (5) and (6) in terms of finiteness:

(5) Ahmet [ben-I git-ti(-m)] san-iyor. ECM
I-acc go-past-(agr)  think-prog
‘Ahmet thinks that | went'

(6) Ahmet [ ben git-ti-m] san-iyor. Finite

| go-past-agr think-prog
‘Ahmet thinks that | went'

It isimportant to note two peculiarities of ECM in Turkish:
() ECM predicates exhibit a full paradigm of tense morphology

just like their finite counterparts;
(ii) subject agreement morphology isoptional on ECM predicates.



The former forces us to group ECM under finite constructions , yet,
the latter implies some sort of " deficiencyllack of a feature'™ on T/and or
C.

(7&8) below illustrate the observation that ECM constructions do not
exhibit subject/object asymmetry in the expected way: it allows subject
extraction yet not object extraction!

(7)Ben-i; Ahmet [t; kek-i ye-di(m)]  san-iyor.
I-acc cake-acc eat-past-Isg think-prog
‘Ahmet thinks | ate the cake'

(B)*Kek-1  Ahmet [ben-1 t; ye-di(m)] san-iyor.
cake-acc l-acc  eat-past-(Isg) think-prog.

The question that the grammaticality of (7) raisesisthe location of the
lower subject to make sure it launches from inside the lower clause. The
answer to this question is, yes, it launches from the lower clause as the
adverbtest in (9) indicates:

(9) Ahmet [Hasan-i  her zaman icki ic-iyor ]
-acc always  (alcoholic)drink drink-prog
san-iyor.
think-prog

‘Ahmet thinksthat Hasan alwaysdrinks

The adverb has scope in the lower clause and takes the ECM subject
under its clause.

The questions the observations on data raise are;

Ql: Why is subject/object asymmetry not observed in extraction out
of non-finite embedded clauses and it is observed in extraction out of
finite embedded clauses?

Q2: If finiteness is the phenomenon, how come finite ECM
constructions allow extraction of the subject and exhibit the contrast in
theopposite direction ?

(10) summarizes the observations:



(10) (1)NF clauses (-dik/-ecek): ¥ shj  ~ obj ; sbj+gen; obj+acc.
Gi)F clauses . ¥ sbj *obj;sbj+nom obj+acc.
(iii))ECM : “sbj * obj; sbj+acc; obj+acc.

2. Analysis of the Turkish Data in Terms of T-to-C and
EPP

In this section, | will give an analysis for the lack of subject/object
asymmetry in non-finite clauses based on Miyagawa (2001) as an answer
to Q1 above. Miyagawa (2001) argues that scrambling is an EPP driven
movement and T-to-C allows subject and object to be equidistant in
terms of meeting the EPP requirement on T. | present some of the
arguments for V raising in Turkish and discuss the nature of movement
in long distance and clause internal scrambling to attest the predictions of
Miyagawa (2001).

2.1. V-to-T-to-Cin Turkish

Major arguments supporting V-to-T-to-C in Turkish are based on
availability of post-verbal scrambling asan adjunction to CP, licensing of
subject NPIs by negation on the verb in both main and subordinate
contexts (Kural 1993) [4]. Following is Kural's data on NPIs supporting
the V-to-T-to-Cin Turkish:

Consider the structures below where post-verbal scrambling is
allowed in aroot clause (11) and but not in a non-finite embedded clause
(12):

(I1)Ahmet  t; git-ti okul-a;
go-past school-dat
‘Ahmet went to school’

(12) *Hasan [[Ahmet-in t; git-tig-i]ni okul-a] duy-du
-gen Qo-DIK-agr-acc school-dat hear-past
‘Hasan heard that Ahmet went to school'

Considering that postverbal constituentsare CP-adjoined in Turkish,
Kural (1993, 1997) arguesthat only if the verbisat the highest head
would force post-posed elements to adjoin the highest projection [5].

Theoretically, thisargument could as well support the opposite claim:
that the availability of post-verbal scrambling isan indication of the lack
of T-to-C. V-to-T-to-C derives a structure where post-verbal scrambling
of the internal arguments of the verb would result in ""adjunction to their
own maximal projection™ since the CP they adjoin isin fact has complex
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head including their own head. Consequently, adjunction of a phrase to
its own maxima projection renders such structures ungrammatical.
Availability of post-verba scrambling, therefore, might as well indicate
lack of T-to-C in root clauses and finite embedded structures.

Secondly, Kural argues that T-to-C is a regular process and the
ungrammaticality of adjunction to the embedded non-finite CPin (12) is
accounted for by the general prohibition against adjunction to arguments
(Chomsky 1986).This would also account for the grammaticality of
(13&14) which indicate that finite clauses allow post-verbal scrambling:

(13) Ahmet {t;t;ye-di] Hasan; elma-yi; san-di
eat-past apple-acc think-past
‘Ahmet thought Hasan ate the apple'

(14) Ahmet [t;t ye-di] elma-yi; Hasan; san-di
eat-past apple-acc think-past-agr
*‘Ahmet thought Hasan ate the apple’

Along the lines of Kural's analysis, data in (11-14) would imply that
finite clauses must be adjuncts, whereas NF ones are complements and
the contrast is expected. If so, we would expect both ECM and finite
embedded clauses to be adjuncts rather than complements, which is not
the case as will be discussed below. ECM pattern with non-finite
embedded clauses in terms of postverbal scrambling and cannot be
complements under Kural's analysis, which is refuted by the case-
dependency of ECM subjects.

Note that the verbs that select finite clauses also select ECM
complements. Consider the grammaticality of (13&14) above with a
finite embedded clause and those of the ones with ECM (15&16). ECM
complements which are finite in Turkish behave like non-finite
embedded clausesin not allowing postverbal adjunction to CP:

(15) *Ahmet [t; tj ye-di] Hasan-i; elma-yi; san-di
eat-past apple-acc  think-past
intended reading: ‘Ahmet thought that Hasan ate the appl€’

(16) *Ahmet [t; tj ye-di] elma-yi; Hasan-i; san-di
eat-past-agr apple —acc -acc think-past-



If Kurd's analysisis correct, we would expect post-verbal scrambling
in ECM constructions to be grammatical since, being finite, they must be
adjuncts as well. However, the data does not attest Kurd's anaysis.

Anocther argument given in favour of the V-to-T-to-C in Turkish
(Kural 1993) is subject NPIs being licensed by negation on the verb in
both main and subordinate contexts. Consider (17a&b) and (18a&b)

below:

(17)a. Kimse  gel-me-di
noone Ccome-neg-past
'Noone came'

b.*Kimse gel-di
noone-nom Ccome-past-agr

(18)a. *Hasan [ kimse-nin gel-dig-ilni san-iyor
noone-gen come-DIK-agr-acc think-prog
‘Hasan thinks noone came'
b. Hasan [ kimse-nin gel-me-dig-i]ni san-iyor
noone-gen come-neg-DIK -agr-acc think-prog
‘Hasan thinks noone came'

The NPI kimse ‘noone’ in (17b) and (18a) is argued to belicensed by
negation on verb at C where it c-commands the subject (at Spec TP)
(Kural 1993). (17&18), however, only shows that the NPI kimse/noone
needs negation, It does not show that it must be c-commanded by the
negative morpheme at C, i.e.that V+T isat C.

To conclude: Based on the discussion and evidence above, | propose
the opposite analysis: post-verba scrambling is alowed in constructions
where there is no T-to-C; in root clauses and finite embedded clauses V
isat T not at C.

Miyagawa (2001) predicts subjects to be at Spec TP in SOV order
sentences and at objects to be at Spec TP in OSV, considering that CIS
is an EPP driven movement. In order to test the position of the first
argument in Turkish CIS, we can make use of manner adverbs that mark
the TP/VP border:

(19) a Ercan [Hasan-in  cabucak kek-i  ye-dig-i]ni soyle-di.

-gen quickly cake-acc eat-DIK-agr-acc tell-past
'Ercan told that Hasan ate the cake quickly'
............... (S Adv. O AV [



b.* Ercan [cabucak Hasan-in  kek-i  ye-dig-i]ni soyle-di
quickly -gen cake-acc eat-DIK-agr-acc tell-past
.............. [Adv S o AV PR
(20)a. Ercan [kek-1 ~ cabucak Hasan-in  ye-dig-i}ni soyle-di

cake-acc quickly -gen eat-DIK-agr-acc tell-past
'Ercan told that Hasan ate the cakequickly'
.............. {0 Adv S Y/ -
b.*Ercan [cabucak kek-i  Hasan-in  ye-dig-i]ni soyle-di.
Quickly cake-acc -gen eat-DIK-agr-acc tell-past
X, [Adv o} S Voo,

The adverb test above indicates that the first argument needs to be at
Spec TP in Turkish. The following structure where both arguments are
above the manner adverb implies that either the object is in an A
position or there are two A positions above the adverb:

(21) Ercan [kek-1 Hasan-in cabucak ye-dig-i]ni soyle-di.
Case-acc  -gen quickly eat-DIK-agr]acc tell-past
'Ercan told that Hasan ate the cake quickly'

Where is the object in [OSV] and [OS ADV V] ? At an A or A’
position?

23. Natureof Movement in Scrambling

The position of the object can be determined by testing the nature of the
movement in CIS. The Condition-C test below indicates that there is no
reconstruction and the structure i s grammatical; hence (22) is an instance
of local A-movement. Object isinan A positionin[OSV].

(22) Hasan [[Ayse-nin; kek-i]jni oynunt; ye-dig-ilni san-di.
-gen cake-acc she-gen eat-DIK-agr-acc think-past
‘Hasan thought that Ayse's cake, she ate' mimicking the Turkish
data.
—..[ [O] S \Y ]......

(22') Hasan [[Ayse-nin; kek-i}jni o;-nun t; cabucak ye-dig-ilni
-gen cake-acc she-gen quickly eat-DIK-agr-acc
san-di.
think-past
‘Hasan thought that Ayse's cake, she ate quickly' mimicking the
Turkish data.
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(22 showsthat object isinan A position in the [ OS ADV V] too. In
(21) then, both the object and the subject are at A positions abovethe
adverb. Considering that it isacontrastive focus construction, we can argue
that the adverb must have undergone focus shift to the preverbal focus
position.

Asfor the nature of movement in LDS, Cond-C test in (23) shows that
LDS takes place in two steps: A+A’ movement.

(23) [Ayse-nin; kek-i];ni Hasan [t; o;-nun t; ye-dig-i]ni san-di.
-gen cake-pos-acc she-gen eat-DIK-agr-acc
think-past
'Ayse's cake, Hasan thought that she ate'

Reconstruction to the intermediary position , whichisan A position
rendersthe structure grammatical. Consider the contrast in the
grammaticalty judgementsof (22) vs. (24), which indicates that (24) isan
instanceof long distance A" scrambling:

(24)* [Ayse-nin; kek-i];ni o, [ tHasan-in t; ye-dig-iJni] san-di.
-gen cake-pos]acc she -gen  eat-DIK-agr-acc
think-past

3. T-to-Cand EPP analysis

Miyagawa (2001) argues that thereisa V-to-T movement in Japanese which
allows both subject and object to beequidistant from T and that EPPison T.
Consequently, both SOV and OSV word orders result from a single
obligatory movement triggered by the EPP. The option to move the object in
[OSV] into Spec TP to meet the EPP requirement is made possible by V
raising to T. | would like to discuss two predictions this analysis makes in
Turkish:

(i) Adjuncts cannot satisfy the EPP.

Consider the structure in (25) below where an adjunct in the sentence
initial position rendersthe structure ungrammatical :



(25) *Hasan [[Ayse;-nin ev-i]jnde o-nun {dans et-tig-ilni
-gen house-pos-loc she-gen dance do-DIK-agr-acc

san-di.

think-past

Hasan thought that at Ayse's house she danced'

The Cond-C violation in (25) indicates that adjunct movement is not
an EPP driven movement; it isan instance of A' movement. Note that the
contrast between (22) and (25) is crucia. In (22), the scrambled
constituent isisan argument, in (25) it isan adjunct.

(ii) [Adjunct Adv S O V] order should be ungrammatical in
Turkish since Adjuncts cannot meet the EPP requirement at
Spec TP.

This prediction isattested in the Turkish datain (26) below:

(26)a. *Ercan [[Nafe-nin ev-i)nde cabucak Hasan-in  kek-i
ye-dig-i]ni soyle-di.
-gen house-pos-loc quickly -gen cake-acc

eat-DIK-agr-acc tell-past

intended meaning:’Ercan told that Hasan ate the cake quickly at
Nafe's house

........ *[ Adjunct Adv S 0] V],

b. Ercan[[Nafe-ninev-iJnde kek-i cabucak Hasan-in  ye-
dig-i]ni soyle-di
-gen house-pos-loc cake-acc quickly -gen

eat-DIK-agr-acc tell-past
'Ercan told that Hasan ate the cake quickly at Nafe's house
........... [Adjucnt O Adv S Y | IPTT

The contrast in (26a&b) and (22&23) indicate that only arguments
can satisfy EPP and arguments occur at SpecTP, whereas adjuncts
cannot.



3. Analysis for Subject-Object Asymmetry in Finite
Embedded Clauses

Since we have already argued that there is no T-to-C in finite clause, we
expect to observe a subject/object asymmetry in these clauses which
indeed is the case. We have aready disregarded the finiteness parameter
by observing subject extraction out of finite ECM constructions. Except
for finiteness, non-finite and finite embedded clauses differ in one more
aspect: subjects of finite embedded clauses are in the nominative case
whereas subjects of non-finite clauses are in the genitive. Since Chomsky
(1973) proposed Tensed S Condition and NIC (1980), the significance of
nominative subject has been studied. A recent proposal by Pesetsky and
Torrego (2000) is relevant on the issue. P&T suggest that nominative
case feature is in fact Tense and occurs as an uninterpretable Tense
feature («T) on nominative DPs and functional heads T and C. Under the
Chomsky (1999) framework, uninterpretable features need to be deleted
by a PROBE/AGREE or/and MOVE operation before the phase closes
off or the derivation crashes at LF. P&T argue that the #T on C can be
deleted either by head movement of T to C or by the phrasal movement
of nominative DP (subject) to Spec CP.

P&T (2000:29) argue that the Aux inversion asymmetry observed
(27&28) corresponds to the T-to-C accompanied by an object wh-
movement (27) and lack of T-to-C when subject wh-movement satisfies
uTonC:

(27) What did John buy?
(28) Who bought a car?

What differs in finite clauses is that since there is no T-to-C
movement to delete the uT on C, the nominative subject hasto serve this
function and delete its uT at Spec TP. Once it does so, it isinactive for
further extra-clausal operations, whereas, the non-nominative object is
still activefor further movement (specifically A" movement to the higher
clause). This account poses various options for the location of the subject
and the object in finite embedded clauses since both SOV and OSV
ordersare possible in Turkish.

Our analysis predicts that in OSV order subject is frozen insitu and
deletesitsuT via AGREE with T and object moves to Spec TP to satisfy
EPP and thusis alowed to move further. Consider the following data
where a scopal element ancak/only , which hasastrictly local scope takes
the subject under itsscope:



(29) Bu soru-nu ancak Ayse coz-er.
This problem-acc only solve-aor
'Only Aysecan solve this problem’

A theory internal evidence is a paralel issue in ECM constructions
where the accusative marked internal argument of the lower verb isin
situ and inactivefor even clause internal movement.

4. The ECM puzzle

In the sections above, it has been argued that A scrambling within
embedded contexts and the absence and presence of a subject/ object
asymmetry in Turkish can be accounted by the theory posited by
Miyagawa (2001) and the uT analysis of Pesetsky&Torrego (2001). Under
this analysis, scrambling is not an optional operation but an obligatory
feature driven process. The asymmetry between subject and object is not
dependent on the finiteness of the clause per se but to the presence or lack
of uT on C. Non-finite embedded clauses are headed by a —uT C whereas
finite ones are headed by a +uT head.

The ECM puzzle where the subject and object asymmetry isobserved in
the opposite direction may be accounted for along with the EPP analysisin
terms of subject extractability and parallel with subject-object asymmetry
in finite clauses in terms of unavailability of object extractability.
Remember that ECM constructions are tensed/finite yet they lack uT as
apparent from the lack of a nominative subject, and optionally, they also
lack phi features like agreement since there is an optionality (or dialectal
variation) in the usage of the agreement morphology. Considering that
lack of tense has been posited as an argument in favour of a CP-deletion
analysis for English ECM, | analyze ECMs in Turkish as XPs since there
isno motivation to delete CP in tensed Turkish ECMs.

If CPs how come they are selected by +acc verbs unlike other tensed
CPs? Not the name of but the features on the head areimportant. In fact, in
thelong run | will propose a neutral head which is defined by its feature;
such an approach would eliminate the discussion over the nature of
subordinate clauses. In any case, the head of ECM XPs lacks 4T and
agreement features. T-to-C and EPP anaysis presented for other
subordinate clauses applies to ECM subjects, too; hence their
extractability.

Note that the second half of the ECM puzzle, which is the unavailability
of extracting/scrambling the ECM objects, patterns with the behaviour of
nominative subject of finite clauses. An account in line with the uT feature
of P&T (2001) in some respect, for the presence of subject/object
asymmetry in finite embedded clauses applies to presence of the



asymmetry in ECMs. Remember that nominative subject in finite
embedded clauses ( +uT CPs) isinactive for further operations once its uT
is deleted and therefore cannot undergo LDS. Nominative case feature,
that is uT is the crucial feature on the head of these phrases, and the
argument that bears the same feature is inactive once it is deleted (either
by T-to-C or by AGREE with T; in Turkish, the latter would apply).
Similarly, in ECM type constructions, the only structural case assigned
and checked/deleted within the clause is the accusative case on the internal
argument; the head v of the construction (within the PHASE) bears a
feature referring to another structural case, namely Accusative. The
argument which bears the feature on the head of its phase and deletes it
within the clause (by AGREE with v) is inactive for further syntactic
operations, unless motivated by an A" feature (focus-right dislocation such
as“ Ahmet Ercan’l yedi keki sandi/Ahmet thought Ercan ate the cake (in
the English word order-SVO)" hence the unextractability of the accusative
object.

It might as well be the case that «T is the structural case (nominative)
on C whereas a parallel feature on v is what de-activates the accusative
object in ECMs; this parallelism would be supported by further research if
we have evidence that ECMs are in fact smaller structures than CPs with
deficient Ts that lack «T and phi features. It is very likely that the only
phase within ECM is at v .This possible account is worth pursuing since
the parallel nature of v and C has been suggested in terms of bearing an
EPPfeature and being phases (Chomsky 1999) [6].

5. On the Conditionon LDS (Karimi 1999)

The observations on the presence or absence of subject/object asymmetry
in Turkish scrambling seems to be accountable by Karimi’s condition on
LDS; however, | will argue that although her account predicts that of the
two elements bearing the same feature in terms of grammatical function
only the higher of the two may scramble, this prediction is not attested in
terms of grammaticalfunction in Turkish. Constituents can scramble over
elements with the same grammatical function (subject of non-finite
clauses) and elements with different grammatical function may —seem to-
block scrambling (subject of ECM superficialy blocks object of ECM) in
Twkish. | will argue that restating her condition on LDS by its relevance
to case rather than grammatical function resolves the two contradictory
Turkish data but such a re-statement of the Condition on LDS, in fact,
supports the analysis presented in this paper.

Karimi (1999) argues that, although scrambling is not subject to
M(inimal)L(ink)C(ondition) of Chomsky (1995) —as has been discussed in
Saito and Fukumi 1998- it becomes relevant when there is more than one



element bearing the same feature and competing for the same landing site.
She proposes a condition on LDS (given in (30)). She suggests a discourse
feature D on C that triggers LDS; D on C is sensitive to certain properties
of YPinthat if thereisan XP identical in grammatical functionto YPin a
position closer to C, it blocks the movement of Y P

(30) Condition on LDS (Karimi 1999)

LDS isblocked if

*TFRa XPo [ L ]

where arepresents a specific grammatical function.

The condition on LDS predicts a subject/object asymmetry in non-
finite clauses in Turkish since (30) would rule out scrambling of a lower
subject over a higher subject yet such a movement is perfectly grammatical
in Turkish. Furthermore, this condition does not account for the
unextractability of ECM objects since there is no XP with the same
grammatical function (that of object) intervening; yet , there is an XP, the
lower subject which case marked accusative just like the ECM object.
Considering the Condition on LDS in terms of Case rather than
grammatical function would describe the puzzle [7]If a condition where
case is relevant rather than grammatical function per se is employed, the
presence of subject-object asymmetry in finite embedded clauses and lack
of it in non-finite clauses is also accountable since the higher subject is
nominative in the data and the lower subject is in the Genitive case in the
non-finite clauses and accusative in the ECMs whereas it is nominative in
finite embedded clause. The genitive subject carries the same grammatical
function as the higher subject yet differs in case and does not violate the
Condition on LDS rephrased in terms of case. Consider the cases of
scrambling out of deeply embedded constructions below:

(31) Ahmet [Mehmet-in [Nafe-nin kek-i ye-dig-i]ni
-gen -gencake-acc eat-DIK-agr-acc
bil-dig-i]ni tell-past

know-DIK-agr-acc soyle-di.
‘Ahmet told that Mehmet knows that Nafe ate the cake'

(32)*Ahmet [Nafe-nin; Mehmet-in  [t; kek-1  ye-dig-i]ni
-gen -gen cake-acc eat-DIK-agr-acc

bil-dig-i]ni soyle-di.

know-DIK-agr-acc tell-past



Although there is no subject/object asymmetry in non-finite clauses in
Turkish, the ungrammaticality of (32) appears to conform to the
rephrased version of Karimi's condition on LDS by banning subject
scrambling over another subject. However, the ungrammaticality of (32)
might as well be due to a processing problem rather than a syntactic one.
Moreover, claiming that case rather than grammatical function is
relevant for Condition on LDS to account for the Turkish data supports
the analysis presented in this paper. The "restated version of the
Condition on LSD, that is the claim that scrambling over a constituent
with the same case is forbidden is simply a description of the facts. This
description is more properly explained theory internally in terms of
Pesetsky &Torrego’s (2001) inactive nominative DP in finite embedded
clauses and the inactive accusative DP in ECM is case is some tense
feature on DPs. [8]Therefore, Karimi's condition does not necessarily
undermine the EPP analysis and the account for DPs inactive for clause
external operations presented in this paper. Our analysis accounts for
both local A-scrambling and presence or absence of subject/object
asymmetry in subordinate clauses in Turkish. It predicts the peculiar
behavior of ECM objects as well as structures Karimi accounts for by her
Condition onLDS.

6. Concluson

| have given a unified account for the nature of movement in Turkish

scrambling and the subject/object/adjunct symmetry.
(i) Scrambling is a feature driven obligatory process EPP
driven in instances of A-movement and Focus driven in

instancesof A'-movement;
(i) accountsfor argument/adjunct asymmetry obser ved subordinatecontexts;

(iii) accounts for the absence of subject/object asymmetry in
non-finite subordinate clauses;

(iv) the DP which bears the same feature with the highest head
within the phase is inactive for extraclausal syntactic
processes,

(V) the unextractability of nominative subject in finite
embedded clauses and the unextractability of accusative
object of ECM constructions are accounted for by (iv).

The analysis presented in this paper poses further questions. why is
accusative object not inactivein non-ECM constructions? They are active
in terms of Focus/Topic movement (A") sincethey can A-moveto satisfy
EPP before A' move. It follows that ECM v is also deficient in that its
internal argument cannot satisfy EPP; hence cannot move further as well.
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7. Endnotes

[1] 1 would like to thank Shigeru Miyagawa, Norvin Richards. David Pesetsky and Lynn
Nicholsfor their valuablecommentsand the audienceat WECOL2000.

{2} Kurd (1993) regardsthe so called non-finitesubordinate clauses asfiniteas well. This
in fact would make the question whether "finiteness" is the parameter that "blocks"
extraction more valid: For further discussion see Tosun 1999a.

(3] The -DIK suffix is analyzed as DI-K by Kural (1993) where he assumes—K to be a
Complementizer in subordinate predicatesin Turkish. For adiscussion of hisargumentssee
Tosun 1999. This issue is irrelevant to the discussion of T-to-C here since the verbal
complex bearing the-K movestoC.

[4] Non-finite refers to the unavailability or lack of Nominativesubject, or »T on C in the
sense given in Torrego and Pesetsky (2000) and to the lack of a full Tense paradigm in
these structures.

[5] Postverbal adjunction of constituentsto CP is also consistent with subject NPI being
licensed by negative in the verbal complex, post-verbal QPs escaping the scope of subject
QPs or preverbal adverbs (Kural 1997).

[G]This approach is also supported by the observations and analysis on the semantic
properties of case, and scope independency of DPs with overt case morphology to any
scopal element higher in the structurein Turkish (Tosun 1999 April on Specifity and scope
interactionsof Subjectsand Objectsin Turkish). If vP isa phase where the object del etesits
casefeatureand isinterpreted then itsimmunity to a scope bearing subject which deletesits
feature a a higher location and is interpreted at a later phase (CP), the observation and
analysis in Tosun (1999) follows naturally. As for the availability of right-disocation
trigerred by a focus feature in contrast with the unavailability of a left-dislocation, it
sufficestosay that theformer differsfrom thelatterin termsof locality.

[71 Karimi (1999:footnote 16) suggeststhat her condition on LDS interactswith case.

(8] Notethat P&T’s account for inactive nominative DPs complies with Karimi’s MLC
requirements. In P&T’s account, T-to-C rather than the movement of the nominative DPis
what deletes 4T in some constructions in English and the nominative DP is inactivated by
deleting its feature at Spec TP. In Turkish, however, in structures with V-to-T-to-C,
nominative DP is inactive for clause externd syntactic operations and the preference of
head movement over phrasal movement is not an issueand the closenessof T toC(ACX in
P&T and MLC in Karimi) isirrelevant.
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Reduplicants are Roots in Skwxwii7mesh
(Squamish Salish)"

Leora Bar-d
Univer ity of British Columbia

1 Introduction'

The god of this paper is to account for the surface patterns of two partid
reduplicants in Squamish?. CV C reduplicantsin Squamish are copiesof thefirst
two consonantsof theroot and haveafixed schwa They donot bear stresswhen
their bases contain full vowels(la), but dowhen the base contains aschwa (1b):

(1) a [K™dpits] kwipits ‘dder sibling'
[k¥ap-k™6pits) kwep-kwiipits 'dder shlings
b. [k*ad] kw'dh 'spill (intransitive)'
(K "k~ at] kwéth-kw'elh  'spill repeatedly (intransitive)

CV reduplicants are a copy of the first two segments of the root. They beer
primary stress(2a) or secondary stress{2b):

(2) b.[i"djag] ' dyak 'oet angry'
[t &' ajig) r4-Cayak “be angry’
c. [xakm] xehm ‘cry
[ sabedim) st xehdm ‘a group crying/crybaby”

It has been argued for other Salish languages that the reduplicative domain
exhibits a root-affix asymmetry whereby smaller reduplicants, such as CV- or



-VC, behavelike affixesand larger reduplicants, such as CVC, behavelikeroots
(Urbanczyk 19%). The centra claim of this paper is that CVC and CV
reduplicants in Squamish are both root-like, though not perfect roots. CVC
reduplicantsrequirea default schwaand thus differ from the root featurally, CV
reduplicantshaveonly two segmentsand thusdiffer from the root segmentally.

The theoretica framework adopted for the present analysis is that of
Optimality Theory (Princeand Smolensky 1843, McCarthy and Prince 1993). In
particular, | follow recent proposals by McCarthy and Prince (1994, 1999),
namely, Generalized Template Theory (GTT), in which the reduplicative
templateis eliminated and the shape of reduplicantsis derived by independently
motivated prosodic constraints relevant in the entire grammar. They state that
reduplicantsareclassified aseither astemorana .and aredistinct from other
morphemesin the grammar in that they have no segmental content in their input
(see Nakamura 2000, Spaelti 1997, and Urbanczyk 1996 for accounts of
reduplication inaGTT framework).

Examining Lushootseed (Coast Salish) reduplication, Urbanczyk (1996)
extends McCarthy and Prince's proposal and argues that roots are a possible
reduplicant category. | argue that the root-affix asymmetry in Lushootseed is not
attested in Squamish. Rather, both Squamish reduplicantsexamined in this paper
are root-like, even though CV is predicted to be affix-like by Urbanczyk’s
approach. Asaresult, the generalized template adopted in this paper isROOT=0,
which applies to both CVC and CV reduplicants (in addition to roots). The
shape and segmental content of the reduplicants are accounted for by the
interaction of BR-Faithfulness constraints and markedness constraints on
segmentsand features. The interactiond  these constraintswith 10-Faithfulness
constraints results in an emergence-of-the-unmarked effect (McCarthy and
Prince 1994. 1999. Alderete et a. 1999) whereby marked material that is
prevalent throughout the language is banned in root-like reduplicants. This
explainsthat while reduplicantsin Squamish are roots, they are not perfect roots.

2 Squamish CVC Reduplicants are Root-Like

CVC reduplicantsareroot-likein that t he canonicd root shape in Squamish (and
across Sdlish) is CVC. Dyck (2000) shows that the basic syllable template in
Squamish is CV(R)C (where R isa sonorant). She observesthat approximately



70% of freestanding roots in Squamish are monosyllabic, of which 80% have
simple onsets and 99%0f those with lexical meaning have a coda (and over haf
of those have simple codas).

Further evidence that CV C reduplicants are root-like is based on stress facts;
reduplicants follow the basic stress pattern exhibited by roots. Squamish exhibits
atrochaic stress patternin which the leftmost vowel in aword bearsstress:

nfchim 'gpesk, talk’
mixall 'black bear'

However, the Squamish stress system is quality sensitive: the leftmost full
vowel of a word bearsstress. I n bisytlabic words containing aschwain thefirst
syllable and afull vowel in the second syllable, thefull vowel bearsstress:*

We observe the same stress pattern in reduplication. When a CVC reduplicant is
prefixed to @ monosyllabic (5a) or bisyllabic (5b) root containinga full vowel in
itsfirst syllable, the leftmost full vowel of the word, which is contained in the
root, bears primary stress:

(9 & [lém'] T " house
[lom-14m’]} fem-14m’ ‘houses’
b. [k*sgits] kwiipits ‘dder sibling

k™ ap-k™6pits] kwep-kwiipits ‘dlder siblings

Roots permit mearked phonological structure, such asstressed schwa. When there
arenofull vowelsin a given word, stress targets the leftmost schwa:

® a {(tSslom)] ' élem ‘bark fromawildchery treg
b. [Tl RéeT ‘far'

Reduplicants pattern with rodts phonologically in that they too permit stressed
schwa When a CVC reduplicant is prefixed to amonosyllabic root containing a
schwa, the reduplicant bearsstress:



(M a[q®al] kwel ‘think, mind, speak’

[g¥51g“d] kwél- kwel ‘talkative
b [k'™at] kw'dh 'Jill (intrangitive)'
[k"*#-k"™ad] kw’élh-kw’eth 'spill repeatedly (intransitive)'

Squamish builds trochaic feet iteratively from left to right. In trisyllabic
words, the initial syllable bears primary stress and the fina syllable bears
secondary dress!

® a. [(smimo)ipit)] shiihupit 'rabhit’
b. [{rmikailihe)] medalis ‘raccoon’

This aternating stress pattern is observed with reduplicants. When a CVC
reduplicant is prefixed toa bisyllabic root containing aschwain thefirst syllable
and a full vowd in the second, primary stressfallson leftmost full vowel d the
word and the reduplicant bear s secondary stress:

(9 a [s-nax“éd} s-nexwilh ‘canoe’
[s-ndx™-nayVél] s-néx-nexwilh ‘canoes’
b. [s-q¥am4j’} s-kwemdy’ ‘dog’

[s-q*3m-q"om4j’] s-kwem-kwemdy’ 'dos

Non-reduplicative prefixes in Squamish are outside of the stressdomain. They
never bear stress, even when it appears as though they are in a stress bearing
position, for example, when it contains the leftmost full vowel of the word:

(10 afti-ldm’] ti-lam b. [ti-n4?) ti-n47
make-house fm-LOCATIVE
'build a house 'be from’

When the prefix contains the leftmost schwain a word with only schwas, it does
not bear stress, even though it is predicted to by the basic stress paitermn:

(1) afles-ssq’] 7es-sék’ b fket-1ffamx]  helth-chéchmx
STATIVE-Split ingeat-resin
'half ‘chew resin/gum’



From thesefacts, we conclude that the stress domain contains both roots and
CVC reduplicants, but not non-reduplicative prefixes. This provides evidence
for a distinction in Sguamish between the Prosodic Stem, the domain in which
stress is assigned, and the Prosodic Word, the domain which is outside of the
stress domain. Thus, roots and CVC reduplicants are contained within the
Prosodic Stem (PS) and non-reduplicative prefixes are contained outside of the
Prosodic Stem, in the Prosodic Word (PW) (this representation includes only
morphemesthat surface a theleft edge of the rooty:*

(12) [ Prefixes [s RED, R0Ot ] gl

If reduplicants are also considered roots, they are straightforwardly expected to
be in the stress domain. We can then account for the fact that reduplicants
follow the basic stress pattern exhibited by roots in Squamish. Note that since
further structure within the Prosodic Stem cannot yet be motivated, none is
providedin (12). | leavethisissuefor further research.

To summarize, the generdizations about CVC reduplicants that need to be
accounted for are as follows: (i) it isa prefix, (ii) its size (one syllable) (iii) its
shape (CVC and not CV), and (iv) it alwayscontainsaschwa.

Since the constraints in this analysis make explicit reference to roots the
Squamish grammar must state explicitly that CVC reduplicants are roots (see
Urbanczyk 19%):

(13) Morpheme Shape
RED, Morphologica Category (MCat)=Root

Thus, constraintson rootsevaluate CV C reduplicantsas well.

Rootsin Squamishawayssurfaceat theleft edgeof the ProsodicStem. Given
the claim that reduplicants are roots, we invoke a general constraint on root
alignment, which evaluates both roots and reduplicants, to capture the fact that
reduplicants in Squamish surface as prefixes. Violations of this constraint are
calcul ated on asegment-by-segment basis:

(14) ALIGN-L (ROOT, PS)
Align thel€eft edgedf t he roat witht he left edged the ProsodicStem



Thus we have a more general way of capturing alignment and we do not require
aseparate congtraint on thedignment of reduplicants.

Crucidly, dignment mugt be to the Prosodic Stem in order to ensure that non-
reduplicative prefixes are not part of the base for reduplication and that the
reduplicant surfaces to the left of the base, within the Prosodic Stem (15a), and
not at the left edge of the Prosodic Word which may contain a non-reduplicative
prefix (15¢). This dignment congtraint also prevents candidates in which the
reduplicantisa suffix from surfacing (15b).

Thecoreclaim of Generalized Template Theory is that reduplicant shapescan
be derived via generd principlesdready at work in the grammar. This is the
case in Squamish where CVC reduplicants are root-like and so are predictably
subject to conditions on roots. We have seen that the mgjority of roots are
monosyllabicand that CVC reduplicantsare aso monosyllabic. Thus, it would
be redundant to have a prosodic templatefor roots and onefor reduplicantssince
they are subject to thesameconstraint, namely that they be exactly one syllable:

(16) Roor=0
A roat must beexactly onesylldble

Violationsof thiscongraint are cdculated on a syllable-by-syllablebasis. Since
in this analysis bath the root and the reduplicant are classified as roots, this
congtraint eval uates both morphemesindividualy.

To ensure that CVC reduplicants surface with the correct shape, they are
subject to afaithfulness constraint that requires the reduplicant to copy as much
of thebaseas possble

(17) Max-BR-RED,
BEvary ssgment in the bese has acomrespondent in Rem,.
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In thisanalysis, faithfulnessconstraintsare specific to the reduplicant type. They
must be specifiedas to whether they are evaluating CV C reduplicants (RED,) or
CV reduplicantsireny) since they are ranked separately in the grammir.”

In Squamish, it is more important for the reduplicant to be monosyllabicthan
itisfor the reduplicant to beidentical toits base. Asaresult, Root=g iscrucialy
ranked above Max-BR-RED;:

IRED, - k™ opits/ Roor=c | Max-BR
'dder siblings HED,

Following Aldereteet a. (1999), | assume that the default vowel in Squamish
RED, isschwabecause it i sthe least marked vowe in the language. | assume that
vowelsbear the same place features as consonants: [labial] for round vowels,
[coronal] for front vowels, [dorsal] for back vowels and [pharyngeal] for low
vowels (Clements and Hume 1995). Schwa does not bear any features (Halle
and Mohanan 1985)%. Thus, each of thefull vowels (vowels other than schwa)
have a V-Place node specifying one or more features, while schwa has only a
root node:

(19) *V-PLACE
Vowdswith placefeaturesaremarked

Schwadoes notincur any violations of (19), but every other full vowe does.
Given that CVC reduplicantsdiffer from roots featurally, they must also be
subject to afeaturefaithfulnessconstraint on vowel placefeatures:*

(20) IpEwr-BRE-[V-FEATURE]-RED,
Corresponding vowesthe baseand rRep, st haveidentical vowe features

In Squamish, it is more important that the CVC reduplicant avoids surfacing
with a nar ked vowd thanitisfor the reduplicant to be featurally identical toits
base. Asa result, *W-PLACE is crucially ranked above IDENT-BR-[V-FEATURE]-



RED,. It isin thisranking that we observe the emergence-of -the-unmarkedeffect
whereby CVC reduplicantslook less likeroots:

Thefollowingis theconstraint ranking that accountsfor CVC reduplication:'

(22) Fina Rankingfor CVC Reduplicants
Resrt=iF »= *V-PLACE m MAX-BR-RED, , IDENT-BR[VF]-RED,

This ranking correctly predicts the optimal output for al cases of CVC
reduplication. The followingtableau providesan illustration:

sontaining two full vowes
Roor *\/- MAX-BR | IDENT-BR
| "black bears' = PLacE RED, | [VF]-RED,

Candidates (23a) and (23b) show that it is moreimportant for CVC reduplicants
to avoid marked vowels (in thisanalysis, any full vowel), than it is to preserve
feahua identity between the base and reduplicant. Candidates (23a) and (23c)
show that the best CVC reduplicant is one which copies a second consonarnt.
Candidates (23a) and (23d) show that in Squamish it is more important that
reduplicants be monosyllabicthan it isfor reduplicants to copy as much of its
baseaspossible.

Thetableauin (24) illustratesthat this ranking accountsfor reduplicated forms
whose bases are hisyllabic rods containing a schwain thefirst syllableand a
full vowd inthesecondsyllable:
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y  Bisyllabic demcontaining a schwaand a full vovel
s- RED, - lagew! | Roor= | *V- | Max-BR : Ioesr-BR |

Grd cet s (24a) and (24b) illustrate that when a candidate preserves complete
featural identity with its base (a) it may still incur a violation of *V-PLACE if
there are full vowels elsewherein the word. However, a candidatethat insertsa
vowel featurein its reduplicant that is not present in its base(c) not only incurs
violationsof *V-PLACE but also incurs a violation of featural identity (TmET-
BR{VE]-RED,). This ranking also correctly predicts reduplicated monosyllabic
roots containinga schwa, which yield total reduplication.

Thus far we have seen that CVC reduplicants exhibit root propertiesand how
their size, shape and segmentism are predicted. In the next section, | provide
evidence that CV reduplicants are also rootsin Squamish and show their size,
shape and segmentism are predicted by thesame congtraints.

3 Squamish CV Reduplicants ar e Root-L ike

Recall from thedatain (2) above that CV reduplicantsare copiesof thefirst and
second segments of the base. In this section | show that CV reduplicantsin
Squamish, like CVCreduplicants, ar e al so root-like.

As shown in (10-11) above, prefixesin Squamish are outside of the stress
domain, in the Prosodic Word. CV reduplicants, however, are within the stress
domain, the Prosodic Stem, along with CVC reduplicants. They bear either
primary or secondary stress, which is typica of roots, and they follow the basic
stress et tern exhibited by roots and CVCreduplicants, which have already been
shown to beroot-like.

When a CV reduplicant is prefixed to a monosyllabic roat, the reduplicant,
which contains theleftmost full vowel of theword, bears primary stress:



(25 alk™ajl kw'ay' 'get hungry’

k™ d-k™ )" kw 4-kw "ay’ be (very) hungry’
b. [t’4jaq] t'dyak 'Oet angry’
[t’4-tajhg) U4t wyhik 'be angry'

When a CV reduplicant is prefixed to a bisyllabicroot containing a schwain
the first syllable and a full vowd in the second syllable, the full vowel of the
root bears primary stress, and the reduplicant bears secondary stress, as in the
alternating patternsobservedin (8-9) above:

(26) a [wd-yaw'ta] X&-xew'fs be newly wed'
b. [xehm] Xehm ‘ery’
[3-y=him] 38-zehdm a groupcrying/crybaby’

We can account for the fact that CV reduplicants in Squamish must also be
contained within the stress domain, the Prosodic Stem, since they follow the
basicstress pattern exhibited by rootsand CV C reduplicants:

Aswith CVC reduplicants, if CV reduplicantsare also considered roots, they are
straightforwardly expected to be in the stress domain. Furthermore, this allows
for aunified account of bath reduplicantsin Squamish.

To summarize, the generalizations about CV reduplicants that need to be
accounted for are asfollows: (i) it is a prefix, (ii) its size (one syllable), (iii) its
shape (CV and not CVC), and (iv) it always contains the same vowel asits base.
In Squamish, the same constraints that derive CV C reduplicantsal so derive CV
reduplicants, with the addition of another markedness constraint Given the
claim that CV reduplicantsare also roots and will thus be subject to constraints
on roots, the Squamish grammar must state explicitly that they are roots:

(28) Morpheme
RED,

Thus, constraintson roots will evaluate both CVC and CV reduplicants. We can
now providea unified account of the size of both reduplicants. The fact that CV
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reduplicants differ from roots in that they have a different shape, can be
explainedas an emergence-of-the-unmarked effect.

CV reduplicants, like CVC reduplicants, are prefixes, are aways a syllable
and show root-likeproperties. Thus, they are subject to the alignment constraint
in (14) above and the template in (16) above. However, these two constraints
alone are not enough to derivethe CV reduplicant.

CV reduplicants, like CV C reduplicants are subject to a faithful nessconstraint
that requires the reduplicant to copy as much of the base as possible. This
constraintisspecific toCV (ReD,) reduplicants and i s ranked separately from the
sameconstraintthat is specifictoCVC (RED,) reduplicants(cf. 17 above):

(29) Max-BR-reEn,
Bey segmentinthebase hasacorregpondentin AD.

Cross-linguistically, syllables prefer to be open. Squamish exhibits this
preferencein CV reduplicants. Thus, unlike CVC reduplicants, we must ensure
that CV reduplicants surface without a coda by invoking a markedness
constraint that bansthem:

(30) NoCopa
=] Syllablesareopen

Aswith CVC reduplicantsin Squamish, it is more important that reduplicants
be monosyllabicthan it is for the reduplicant to be identical to its base Asa
result, RoCT=a iscrucially ranked above MAX-BR-RED,. Furthermore, it ismore
important that the CV reduplicantis open than it is for the CV reduplicant to
copy a much of the base as possible. Asa result, NO CoDA iscrucially ranked
above MAX-BR-RED,;



In this ranking we observe the emergence-of-the-unmarked effect whereby CV
reduplicantslook lesslikerootsin that they haveadifferent shape.

Unlike CVC reduplicants that aways contain a default schwa, CV
reduplicants always contain the same vowe as their base Again, we need to
invoke an identity congtraint that evaluates vowd place features, but is specific
to CV (k) reduplicants. This IDENT constraint is ranked separately from the
samecongtraint thet is specificto CVQ RED ) reduplicants(cf. 19 above):

(32 loewr-BR[vE]- RED,
Every feature in thebase B havea correspondant in Rep,

In Squamish, it is moreimportant for CV reduplicantsto haveidentical vowe
placefeaturesthan it isfor CV reduplicantsto avoid marked vowels. Thisis the
opposite tendency observed with CVC reduplicants (cf. 21 above). For CV
reduplicants, *V-PLACE iscrucially ranked above IDENT-BR[VE]-RED;;

Thefallowingis the constraint ranking that accountsfor CV reduplication:

This ranking correctly predicts the optimal output for al cases of CV
reduplication. Thefollowing tableau providesan illustration:
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Thefact that CV reduplicants differ from roots in shape resultsfrom thefact that
No CoDA is highly ranked in the grammar. This ranking al so accounts for CV
reduplicants whose bases ar e monosyllabic rootscontaininga schwaand for CV
reduplication of bisyllabic roots containing schwas in their first syllables and
full vowelsin their second syllables (for space considerations, the illustrative
tableaux ar e not included here).

In summary, we have seen that CV reduplicants, like CVC reduplicants, are
anayzed as roots and how the same constraints that derive the size, shape and
segmentism of CV C reduplicants also derive the size, shape and segmentism of
CV reduplicants(with the addition of another markednessconstraint, No CODA).
The next sub-sectionillustratesthe way in which this constrai nt ranking captures
thefact that reduplicantsarea so different from rootsthrough a discussion of the
emergence-of-the-unmarkedeffect that i s observed.

4 The Emer gence-of-the-Unmar ked

In the emergence-of -the-unmarked{TETLI} ranking (McCarthy and Prince 194,
1999 Alderete et a. 1999). markedness constraints are ranked below 10-
Faithfulnessconstraintsand above BR-Faithfulnessconstraints:

This ranking illustrates why reduplicative outputs contain less marked structure
than non-reduplicativeoutputs The effects of the markedness constraintsare not
visible throughout the language generally since the constraint banning marked
material i slower ranked than the constraintensuring 10-Faithful ness.

I'n Squamish, the relevant 10-Faithfulness constraintsare MAX-10 and IDENT-
IO[¥F]. The rdlevant BR-Faithfulness constraints are MAX-BR and IDENT-
BR[VF]. Theeffect of the TETU ranking is observed with the three markedness
constraintsactive in predicting Squamish reduplicants. | argue that reduplicants
areroot-likein Squamish, noting that reduplicants are also different from roots.
ItistheTETU effectsthat explain why reduplicantsare not perfect mots.

Roots in Squamish are predominantly monosyllablic (approximately 70%).
However, 28% of rootsare bisyllabicand thus violate RooT=0. Since MAX-10,
is ranked above ROOT=0, non-reduplicative forms are not subject to this



constraint and surface with more marked material that is not ruled out by the
markednessconstraint. Reduplicantson the other hand are always monosyllabic
and adways obey RooT=m. Since MAX-BR is ranked bedow RooT=0,
reduplicantsare subject to this constraint and surface with less marked materia
whichisruled out by the markedness constraint:

The TETU effect is also observed with the *V-PLACEmarkedness constraint.
Since Squamishis a language whose vowel system contains vowels other than
schwa, this constraint will inevitably be violated throughout the language.
However, ranking InEmT-10vE] above*V-PLACEand InEsT-BR[VE] below *V-
PLACE, marked (non-schwa) vowels in Squamish are predicted to be attested
throughoutinput-output pairs. However, base-reduplicant (crucialy, CVC) pairs
are predicted to have less marked materia (schwa). This is attested in CVC
reduplication. Thus, crucially thisTETU ranking must make reference to RED,:

This ranking explains that while CVC reduplicantsare considered root-like in
Squamish, thediffer from roots featurally and thusare not perfect roots.

Finally, the TETU effect is observed with the No CODA markedness
constraint. The ranking of No CobA in between MAX-10 and MaX-BR predicts
that non-reduplicated forms which have codas are not ruled out and
consequently, non-reduplicated outputs have more marked material than CV
reduplicants. Thisis what is attested in Squamish: 99% of monosyllabic words
have codas, 77% of final syllablesin bisyllabic words are closed (Dyck 2000).
CV reduplicants, on the other hand, never have codas. The relevant TETU
ranking must make reference to RED;:

This ranking provides an explanationfor thefact that while CV reduplicantsare
also considered root-like in Squamish, they differ from rootsin shape and thus
are not perfect roots.



5 Summary

Thefollowingisafina constraint ranking for both CVC and CV reduplicants:

The following tableau is an illustrationd how this ranking predictsthe correct
output for CVC (Rep,) reduplicants:

Thefollowing tableauis an illustration of how this ranking predictsthe correct
output for CV (RED,) reduplicants:

llable, full vowd in the second

(42)  RED, + bisyllabic ba b
| 12as - rED, - thow'ats MaX | ID-BR | *V.
I "dever’ BR | [vF] | PicE
e E ; RED, el
1 il (i | 1= - ]
*%
! *
AKX E *! R
*k *%
%
K

Although RED; and kED:, have different shapes and segmenta content, both
reduplicants are subject to the same template requiring roots to be monosyllabic




(ROOT=a). This constraint is in competition with the constraints that require

reduplicants to copy as much of their bases as possible (MAX-BR). Thus,
RooT=o must be ranked above both MAX-BR congtraints:

Toensure that the shape of RED, is CVC and that the shapeof RED, isCV, the
prosodic markedness constraint banning codas must be ranked above the
constraint requiring RED, to be segmentally identical to its base, and below the
constraint requiringRED, to be segmentally identical toits base;

To ensure that the vowel of RED, is a copy of the root and that the vowel of
RED, isalwaysaschwa, the constraint banning full vowels must be ranked above
the constraint requiring RED, to be featurally identical toits base, and below the
constraint requiringRELDy to be featurally identical toits base:

6 Conclusionsand Theor etical Implications

This paper has argued that both CVC and CV reduplicants in Squamish are
roots, allowing us to provide a unified account of the two reduplicants. Both
CVC and CV reduplicants are categorized as rads in the Squamish grammar
and are thus subject to constraintsin the grammar that make reference to roots.
This paper demonstratesthat the shape, size and segmental content of Squamish
reduplicantscan be derived within Optimality Theory. Optima candidates are
selected through the interactionof threetypesof constraints: (i) BR-Faithfulness
constraintson segments idax-BE[sEcnENT]) and features (IDENT-BR[VF]) that
are specific to the individual reduplicant types CVC(RED ) and CV (RED,), (ii)
Prosodic Markedness constraints on segments (No CoDA) and features (*V-
PLACE) and (iii) a generalized prosodic template(ROOT=0).

Both reduplicants in Squamish, however, are not pafect roots. (i) CVC
reduplicants differ from the root featurally by having a fixed schwa (ii) CV
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reduplicants differ from the root segmentally by lacking a coda This is
explained by the emergence-of-the-unmarked (TETU) effects observed with all
three markedness constraintsthat areactivein deriving reduplicants.

This analysis extends Urbanczyk’s (1996) proposal that reduplicantscan be
rootsor affixesin showing that more than one reduplicant can haveroot statusin
a given language. Furthermore, the root/affix asymmetry in the reduplicative
domain does not surface in Squamish even though a smaller reduplicant (CV)
does surfaceand is predicted to havethe morphological statusof an affix.

Finally, this paper illustrates that there is adistinction in Squamish between
the Prosodic Stem, where stress is assigned, and the Prosodic Word. This
supportsclaimsfor a sub-lexical hierarchy in which the Prosodic Word contains
interna constituency (Czykowska-Higgins1998, Downing 1999 among others).

Appendix: Key to Squamish Orthography

Notes

* | would like to thank the Squamish eldersLB, TC, YJ. EL and thelate DW for their time and
patiencein teaching meabout the Squamishlanguage. Thanks tothe UBC Squamish research group:
Henry Davis. Came Gillon, Peter Jacobs. Linda Watt and Martina Wiltschko, my classmatesin the
UBC Winter Generals Papers course and to Rose-Marie Déchaine, Yumiko Nakamura, Doug
Pulleyblank, Suzanne Urbanczyk, Rachel Walker and especially Laura Downi ng. Thisresearch is
funded by SSHRCC grant #410-951-519 toHenry Davis. Any errors aretheauthor's.



! Squamish isa Coast Salish languagespokenin and around Vancouver, British Columbia Thereare
less than twenty fluent native speakersremaining. Data in this paper stems from both the Squamish
Grammar (Kuipers 1967) and original fieldwork and is presented in both the Squamish Nation
orthography (see Appendix for key) and theIPA (in square brackets).

*Kuipers{ %7 |abels CVC reduplication™tota™ and CV reduplication "patid™*. 1 do not adopt the
label “total” sinceit is only total when the baseisasingle syllableand thereare many cases where
the baseis larger than one syllable. Kuipers describes other types of reduplication that are rare or
infrequent Asitisnot yetdear how to treat these patterns. | do not discussthem in this paper.

¥1 label the two reduplicants by their form and not their meaning as it is not yet clear how their
meanings can be characterized. Squamish differs from other Salish languages where different
reduplicant shapeshave moreconsistent meanings(Urbanczyk 1996 on Lushootseed (Coast Salish)).
* See Shaw et al. (1999) for a proposal that Squamish exhibitsquality sensitivity.

* These data are morphologically complex formsthat have becone frozen. but | assume them to be
representativeof the stresspattern.

* See Bar-e and Watt (2000) and references therein for further discussionof these, and other stress
patternsin Squamish, aswell asa discussionon word-internal constituency in Squamish.

'Although Dep is active in the grammar as well, it is not crucially ranked with respect to hdax.
Thus, for expository purposes, t he remaining tableaux in this paper do not represent DEP constraints
" Gick (p.c.) argues that English schwa has pharyngeal features. Until a phonetic examination of
Squamishschwais available. | assumethat in Squamish it lacks any features. See also Shaw (1996)
for adiscussionon schwabeing weightless.

*In thistypeof identity a segment is taken to be representatived  itsfeature (or bundledf features).
in this analysis, vowel place features. | use the IbentrTy constraint for simplicity of exposition..
though the datacould be captured by using % featureconstraintsinstead.

19 Although it cannot be shown that Roor=o is crucially ranked above *V-PLACE, it is never the
case that a candidate with two violations o RooT=0 is the optima candidate (assuming that
trisyllabic bases are morphologically complex and thus reducible to bisyllabic or monosyllabic
rats), whereas the optima candidate can violate the *V-PLACE any number of times. In the
remaining tableaux d this paper | represent Roor=c ascrucially ranked above ¥V-PLACE.
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Peripheral and Clause-internal
Complementizersin Bangla: A Case for

Remnant Movement’

Tanmoy Bhattacharya
Universitat Leipzig

The purpose of this paper isto show that the notion of what is not a Phase is
equally important asthe notion of what constitutesa Phase. Since the notion
of a Phase isone particular (albeit an emphatic) instance of the notion of
constituency, a non-Phase or an incomplete Phase is predicted to be a non-
congtituent. This paper looks a a curious geometrical puzzle involving
clauses with interna Comps in Bangla (=Bengali) and show that such
clauses are incomplete phases. In particular, it is shown that the C and its
complement are not merged in sequence, nor can they be spelled out as a
Phase during the course of the derivation. The claim that the C and its
complement do not form a constituent challenges the familiar notion of
congtituency by showing that an internal C has a non-linear relation to what
has been traditionally considered to be itscomplement.

This challengeis inspired by Kayne's (1998a,b, 1999) demonstration that
P-Comps do not form constituents with their complements. Although
Kayne's algorithm accounts for a set of unresolved problems involving P-
Comps in Romance, it has not yet been tested for Cs in general. This
agorithm, if followed verbatim, is shown to derive the unmarked order of
congtituents but fails to derive the puzzling C-internal order in Bangla.
Another goal of this paper therefore is to present a revised Kaynean
agorithm, which, by way of solving the puzzle, is shown to providecrucial
evidencefor derivation by Phase (Uriagereka 1997, Chomsky 1999). Thisis
a paticularly welcome result as it brings two different research strands
together.

The implicit claim of the overall analysis is that consistent leftward XP
movement derives various surface orders in verb-find languages
(Bhattacharya1998 et seq).



1 ThePuzzleitsdf

In the unmarked case, the complement clause is postverba and the Comp is
in the initial periphery in Bangla, exactly asin English: .

(1)John jane [je ma kal rate oSudh kheyechel'
John knows[that mother last night.LOC medicine ate]
‘John knowsthat mother took medicine last night'

However, if the complement clause is moved to a pre-verbal position (from
its Nachfdd, which is the post-verbal postion for finite clauses in this
language), then curioudly the Comp can no longer remain in the initial
position of the complement clause:

(2)John [ma  je kal rate oSudh  kheyeche] jane
John [mother that last night.LOC medicineate] knows

If the complement were to precede the subject, the same configuration
obtains:

(3)[ma je ka rate oSudh kheyeche] John jane

If for some speakers (2) is preferable over (3), this is because specific
subjectsin Bangla seem to behave likeleft disocated subjects (Bhattacharya
2000b, Simpson & Bhattacharya2001). By all accountsthough, the fact that
whenever the complement CP moves the C .cannot remain in the initial
position is a puzzling phenomenon, one that is not readily attested in the
world's languages.”

2 A Naive" Disturbed Move” account

A descriptive, therefore naive, account of the data above leads to two
distinct possibilitieslisted below'asoptionsA and B.

(A) Movement induced by "disturbance™, i.e., if something- within the
complement'is re-arranged then the clause as a whole must al so move.

This option is supported by data such as follows which show that if the
complement were to remain in the canonical postverbal position, the C
cannot be non-initia:



(4)a. *amra jantam [ma je aSbe]

we  knew mother that come.will
‘We knew that mother will come

b. *John dekhlo [Robin je khacche]
John saw Robin that eating
‘John saw that Robin iseating'

c. *John bhablo [Sue hEmieT je poReche]
John thought Sue Hamlet that read
‘John thought that Sue has read Hamlet'

(B) Since the clause must mowve the Comp cannot remain in the initia
position.

The data supporting this option is as follows, which shows that if the
complement isin apreverba position, the C within that complement cannot
bein theinitial position:

(5)a.  *amra [je ma aSbe] jantam
b.  *John [je Robin khacche] dekhlo
c.  *John [je Sue hEmleT poReche] bhablo
These two options are configurationally represented as follows:

6a. V+¥[e..C.]
b. *[e C.] +V

Judging by the supporting data above, it might seem that options (A) and
(B) are variants of each other, however; as | shall point out in section 4,
thereisaread difference here.

3 A Question of Typology

The geometry of the phenomenon that we have witnessed so far raises the
following question:

(7) Why must an initial element move inside a clause XP to enable that
clause to move inside another clause Y P?

This question, in spirit, is actualy quite similar to a Greenbergian
universal such asthe following:

(8) If alanguage is comp-final, the language isOV.
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This universa impliesthat the internal order within the CP (C-findlity) is
keyed in to the internal order within the V P (V-finality) and that precisdly is
the phenomenon we are dealing with. In other words, (7) and (8) are saying
the samething. 'The puzzle' thereforeseemsto berelated to broader issues.

Pre-empting the analysis somewhat at this stage, it may be pointed out that
the typological similarity of our question in (7) to a Greenbergian universal
has no theoretical importance in the analysis advanced since the question of
head-finality has no place in an analysis based first on the LCA and second,
on the notion that C and its complement do not actually form a constituent.

4 Phase

A word or two about the notion of PHASE that has already come to occupy
an important place in syntactic theorization will set the relevance of the
analysisproffered here. The genesis of the concept liesin the importance of
derivationalityas a crucia agorithm in the way syntax has come to be seen
to proceed. This, in return, led to the concern for reduction of complexity
since Chomsky (1998) but anticipated since at least Uriagereka (1997). In
the latter's work, the idea of Multiple Spell-Out (MSO) appedls to a
Dynamically Split Model in which a derivationspells out different chunksof
structuresin steps. Once a particular unit is spelled out to an intermediate PF
(and LF) sequence, it is no longer possibleto accessits interna constituent
structure. It can nonetheless participate in further Merge but only as an
inaccessible whole unit. This model therefore provides a reduction of the
derivational workspace in the true sense. In Chomsky's formulations, a
natural syntactic object is loosely defined as the syntactic equivalent of a
proposition in the*meaning sde'". This correspondsto either afull clauseor
averb phrase with al theta-rolesassigned, i.e., a CP or avP. Chomsky calls
this unit aPHASE and proposes the following cyclicity condition:

(9) The head of a PHASE is"inert” after the PHASE is completed, triggering
no further operations. (Chomsky 1998:20)

This, and the MSO model, virtually ensures that fragments of syntactic
objects are inaccessible once the computation is localy complete. In
Uriagereka (1997, 1999), thisis shown viathe classic CED case in (10).

(10)a. [whodid you see[acritic oft]]
b. *[whodid [[ acritic oft] seeyoul]]
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Since subj ects congtitute one single derivational space, extraction out of it is
impossibleonce it derivationally spelled out.

In Chomsky (1998) it is suggested that one of the empirica basis for the
concept of Phase is that Phases seem to have a degree of phonetic
independence3. In this connection, one renowned test is the Nuclear Stress
Rule (NSR) of Bresnan (1972). For Bresnan, the domainsof application for
the NSR are S and NP. In view of the current notion, NSR can be argued to
be applicable at the level of the verb phrase. Consider (11).

1

(I Da. The parable showswhat (suffering men) can create.
1

b.  The parable shows (what suffering) men can create.

In (1 1a), what is the object of the embedded verb create. Bresnan shows
that indefinites like what cannot bear primary phrasal stresseven when final
in the verb phrase. Instead, the primary stress is assigned to the rightmost
element which can bear the stress, the verb create. In (11b) the object of the
embedded verb is what sufering where suffering is assigned the primary
stress. When the wh-phrase is moved to [Spec,CP] on the subsequent phase,
sufering carriesits primary stress with it. NSR therefore seemsto treat the
vP asadomain of operation, i.e. a phase.

A return now to the two options introduced in section 2 will revea that
option B involvesa violation of the impenetrability of a Phaseimplied in (9)
above, This is so because the second movement in (12b), representing
option B, takes place after the X P has been spelled out.

5 Tuck-in and Remnant M ovement

The question (7) raised in section 3, has a theoretica answer. First, the
question itself can be trandated as follows (ignoring the matrix subject

position):



(13) WVola [bc]] = [b [a c]] ¥

Le., therelative (precedence) order of the Comp a and the embedded subject
b is reversed when the complement moves out of the postverbal position.
Fortunately, a combination of available syntactic operations alow this
geometry to be derived theoretically. In Bhattacharya (2001), it is briefly
shown that, if Tuck-in is enforced on Remnant Movement, the combination
will have the desired effect of inverting the precedence relation between the
two elementsaand b. First, afew wordsabout these operations.

5.1. Tuck-in _

Tuck-in as in (14) is derived from Richards’ (1997) study of multiple Wh
fronting in Balkan languages who proposes that the Whs must involve
crossingrather than nesting paths in their movement to multiple specifiers
of asingle head.

(14 Tuck-in*
Later XP movement targetsinner specifiers, i.e., they tuck in.

5.1.2  Remnant Movement (RM)

This operation involves movement of a category which includes the
remnant trace of another category. Therefore in the following, first, YP
moves out of XP to the Spec of ZP leaving a trace typ. Then XP which
containsthisremnant trace movesout of ZP to the Spec of WP.

RM or Incomplete Category Fronting is exhibited by the following in
German wherethe pre-V2 participleincludes-a trace of the direct object:

(16)  [ve ti Gelesen]; hat [ir keiner [ip das Buch]; 4]]
read has no-one the book (Miiller 1998)

5.1.3 A combination of Tuck-in and Remnant Movement

If we now enforce Tuck-in on RM then the desired goal of inverting the
order between a and b in (13) is achieved. In (17b), where move 2 involves
RM violates Tuck-in since Q (which includes the trace of b) movesto an
outer spec of P whereas in the case of (17a) the movement of Q isto the



inner spec of P according to the condition in (14). The effect, as can be
readily observed, isthat in the latter case the precedence order of aand b is
reversed, as desired.

In terms of real data, following the above derivation, the puzzling order of
(2) (ashorter verson of that example) can be now derived asfollows:

(18)3 l"'l.'r.:lln [l’P_.'I'-"' |4y ir.‘lI.'.lt']l
that mother come.will
b. B ."'.Illlﬂl:.l. [I P I:.-1.--:- I:l'l':|ll|l'|:']]

C. mia [rp e (lae 58e)] Vimae top

A

RM by Tuck-In
The step in (18¢) pertainsto the combination of the two operations. After
the movement of the embedded subject ma out of the CP to an outer spec
position, the CP with the remnant trace moves to an inner spec position
respecting Tuck-in. Let uscall thisthe pied piped solution (since the CP pied
pipes after the embedded subject moves out).

There are some problems with this solution. First, the set of movement in
steps b and ¢ are unmotivated. Secondly, pied piping of the CPin step ¢ is
till a descriptive account (as any pied piping account is) and finally, the
extraction of the subject from the CP violates derivation by Phase.

6 Topicalization

Question (7) also has an empirical answer which has to do with the fact
undisclosed so far that examples like (2) actualy have a topicalized
meaning. Thisisclear from the following example:

(19) John [ma jekal aSbe] jane
John mother that tomorrow come.will knows
'As for the fact that mother will come tomorrow, John knowsit'



Since topicalization is a root phenomenon, this partly explains why the
complement must move up. A part of the derivation in (18) therefore can be
rescued by appealing to the fact that it is ‘mother' which redlly carries the
topic feature and that Pied Piping results in a topicalized meaning of the
whole complement when it is moved to a pre-verbal position. However, the
other problems remain unaddressed.

7 Kayne's Algorithm

A more interesting solution may be advanced if we consider Kayne's
(1998a,b, 1999) radical idea, briefly reviewed below, that the C and its
complement does not form a constituent. Kayne demonstrates this via the P-
Comp di in (20). The P-Comp in thismodel doesnot form a constituent with
‘the infinitival complement 1P cantare.

(200  Gianni ha tentato d cantare
John  has tried to sng-INF

Rather, the derivation proceeds as follows:

(2a. Mergematrix V with IP: tentato + cantare
b. Merge Comp with (a): di + {tentato, cantare}
c. Comp attractsIP to its Spec: cantare, di {tentato, t;p}

d. A new head W ismerged and C adjoinsto it:
di+W { cantare, tg (tentato, tp}}
e. Comp(+W) attracts remnant VPto [Spec,W]:
{tentato, tjp},di+W{cantare, tg typ}

The step in (21b) crucialy implies that di and cantare do not form a
constituent. Kayne addresses a good many unresolved problemsin Romance
syntax by letting the derivation proceed in this manner. | direct the reader to
the original sources for details. For more immediate concerns, let us see if
thisalgorithm holds water for the problem at hand.

71 Jeasan attractor

By following the algorithm verbatim, we predict and derive the base order
of complements in Bangla, i.e., the order in (1) or (22):

(22) John jane [jz maaSbe]
John knowsthat mother come.will
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(23)a. MergeV e With complement|P: {vpjane, i ma aShe}}

b Merge the Comp with (a): Ve Lfane, {p ma, ek} )}

C. Comp attracts|P; {]p AHT, :r.'::i":n:'l- ‘:_fl.".‘:'..'p_l'{ﬂ”l.". tlp 3t

d Ctoa hlgher head: {.'r.-h.-r.'.'rr. .Zl'.‘!I!I:‘l'.'I' i :-._'|'-.||'.I|'1|.".l tip }} H
e. Cattracts VP:  (, june, typ } {je, {1p mat. aSbe} {tcomp, tvr, tip }} }

Aditiondly dueto step d, the algorithm also predictsthe following:
(24)  *John[maaSbe je] jane

However, it cannot derivethe crucial order of (2) and some other ordersthat
| do not discusshere.

72 A Revised Kaynean Model

Oneway to apply thisalgorithm to our caseis by proceedingasfollows:

Le., instead of the IP, the lower VP is attracted in step ¢ and in the last step
the remnant IP is attracted. In terms of actua data, the derivation proceeds
asfollows:

J

b. ,t aSbe je S [".- ma tvp]] -

d. [IF‘ ma typ ]J eaSbe tje ."'lllllf.l'a. tip

However, some of the problems with the pied piping solution remain here
because no motivation has yet been given for the various movement.

7.3 Compasa Contrast marker

The C-internd clausesin addition to the topicalized meaning seem to set up
some kind of contrast® with the remainder of the complement as well (i.e.
the complement without the subject), especidly in cases of longer
complements:



(27)  John[ma je kd rat-e phOl kheyeche] janto
-John mother that last night-LOC fruit eaten knew
a.  'Asfor thefact that mother ate fruit last night, John knew it'
b. 'Asfor the fact that mother ate fruit (and not drink wine) last night,
John knew it'

This tantarnounts to the observation that a the same time as the whole
complement is topicalized, part of it gets a contrastive meaning. The VP
attraction is(26a) is thusjustified as triggered by the need to check a focus-
like feature of contrast.

Secondly, perception and intonation experiments show that speakers
identify and produce the same intonation contour for both contrastive topic
and focus. Speaker B has produced 4 contrasts which all have similar
vertical excursionson the pitch accent.

(28)A: Vadi deti u2e vzroslye?
'Are your children aready adults?
B: Potti, Andrej uditsja v universitete, a Vova # v gimnazii
‘Almost, Andrej studiesat university but Vova at high school'
(Mehlhorn, in preparation)

Le., a some level topic and focus seem to be related to a more generd
notion of contrast. Syntactically, a clearer proof of this obtains in Bangla
where the particle je can induce a clefted meaning (italicised in the
trandation) as well whenever it is not in the second position in these C-
internal clauses.

(}9) John[ma phOl je kheyeche] janto
John mother fruit that eaten knew
'As for the fact that it was a fruit that mother ate, John knew it'

This roughly indicates that je can carry a genera feature of contrast at
some level of derivation which subsumes both a topic and a focus feature.
This probability can now be used to account for the movement of C, left
unmotivated in Kayne's original algorithm, in step (26b) above. This head
movement is based on the need for the C to release its topic-like contrast
feature in the next step. The last remaining movement, that of the remnant
IPin step (26¢) is for checking the overal Topic or a Ground feature (i.e.
whatever remains after taking out Focus, Vallduvi 1992) against the recently
moved C head.



This account thus does not rely upon a descriptive mechanism like Pied
Piping and it accounts for the fact that the whole complement, and not the
subject aone, gets atopicalized meaning.

In addition, this account now provides crucial support for derivation by
Phase since the extraction of the embedded V P takes place from a non-phase
like IP in step (26a). This possibility, in the first place, is created because in
the Kanynean algorithm there is no embedded CP to begin with. If there had
been an embedded CP, extraction out of it would .violate the Phase
impenetrability condition. A surprising result of this way of deriving the
puzzling order therefore is that Kayne's agorithm, proposed independently
of Chomsky's derivation by Phase, provides evidence for the latter.

8 Final Peripheral Comp

'Finally, 1 provide confirmation of the analysis presented from fina
peripheral Comp cases. Bangla typicaly employs clause fina C bole (a
form of verb'to say") aso:

(30) amra [ma kal aSbe bol€] jani
we [mother tomorrow come.will C] know
'‘We know that mother will come tomorrow'

The complement cannot, in this case, be in a postverbal position. Notice
that no topicalized meaning obtains in this case although the complement is
in a preverbal postion.

Boleisused asa causal marker elsewhere in the language:

(3ha.  mollika aSbe bole, anondo murgi reMdheche
Mollika come.will because Anondo chicken cooked .
b. robbar bole, dokan bOndho
Sunday because shop closed

I will therefore assume that a version of a causal feature is carried over
when bole is used as a Comp. However, there is no feature of contrast
involved with this Comp. Unlikej e therefore, bole can allow at most one
movement across it since it has only one feature. This prediction is borne
out. The derivation for (30) proceeds as follows:

(32) , boleV i, [y ma(vp kal aShe))] — makal aShe boleVyumix tip

e e
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Next, unlike in the Kaynean model, the C does not obligatory head move
in thiscase. Thisisdueto thefact that bole unlike je does not contain one or
more features of contrast and can only attract the whole IP once to its spec.
This suggests that in this case at least a Kayne-like IP attraction for the
second step will do thejob.

The assertion that bole does not carry any feature of contrast can be easily
verified from the ungrammaticality of the following:

(33) *amra [ma bole aSbe] jani
we mother C come.will know

Le., bole must always be clausefinal.

Notes

" Thanks to audiences at WECOL 2000, Fresno, a CIEFL, Hyderabad, and a GroBbothen for
questionsand comments on presentations based on a version of this paper. | also wish to thank
Richard Kayne, Norvin Richardsand Juan Uriagerekafor discussionson the problemat length

' Transcriptionkey: T D R=retroflex | d 1; S= palato-aveolar f; E O =mid vowels= o
“ Though see Bayer (1984) who discussesdata like (i) in the Bavarian dialect of German:

(i) [+ DaXaver daB an Mantl kafft hot] hot neamad glaubt

the Xaver that acoat bought has, has nobody believed
However, as Bayer points out this possibility is alowed in Bavarian as opposed to standard
German because the former's disrespect for the Doubly-filled-Compfilter. 1.e., the complement
XP isassumed to have moved to the [Spec,CP] position in (i) Bayer's concem thereforeis not
the position of the C within the complement but with that of the whole complement itself and of
the discovery that athough other cases of doubly filled Comps in Bavarian {e.g., (ii) below)
alow the complement to be at the Nachfetd position, XPs of thetypein (i), do not.
(i) 1 woaB ned [x» wer daB des doa hot]

| know not who that this done has
Note that thisissimply not possiblein Bangla where, if the complement were to remain a the ,
Nachfeld, it must havetheC in theinitial position:
(iii) *ami jani na [ke je €¢Ta koreche]

1 know not who that this done

So, though the Bavarian data reported in (i) is superficially similar to the data in Bangla, their
relation to postverbal complements in general are different and the interesting fact of the
puzzling position of the C inside the complement CP in (i) (same as in Bangla) remainsto be
analysed. It may also be pointed out that Bavarian (i) above is morelike (3) in the text, and not
(2), which isthe marked case for Bangla.
“ It is also suggested that Phases are reconstruction sites which is why reconstruction takes
place to an A-movement trace position rather than to a PRO-site (see (i@). The phonetic
independence issue is aso related to the observation that control cases as opposed to raising
cases pattern with CPs in being phoneticaly isolable (see (ib):
(i) a [one interpreter each); (was assigned &' * planned PRO, to speak) to the diplomat

b. It isto go home (every evening) that John prefers/*seems
' In Bhattacharya (1999, forthcoming), it is shown that Tuck-in applies within the DP in
Bangla.

* Thanksto Probal Dasgupta for judgement on this point.
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1. Introduction: Antisymmetry

The theoretical impetus for this study stems from the discussion
of (anti)symmetry that has occupied some researchersin syntax
since Kayne 1994. In its most smplistic form the issue has been
whether or not symmetry is a crucid property of languagesin
generd. On the symmetry side of this spectrum Brody (1995) has
tried to demonstratethat symmetry is a defining property of lan-
guagesin form of his Mirror Theory. Thereare various typologi-
ca reasonsto doubt the synmet ry theory. It is surprising that we
do not get a mirror image of, for example, (i) Germanic V2 (ii)
Thefixed order of the verbsin seria verb congructions (iii) Clitic
second'. Another example which interests us presantly is in the
redlm of therelativeordersof Auxiliary and the verb. The empiri-
ca fact that both Aux-V and V-Aux orders are available in lan-
guages in general suggests a possible symmetry in word order.
However, it has been noticed in typologica studies that although
adverbscan intervene between the Auxiliary and the V in Aux-V
languages, they cannot do so in V-Aux languages (shown for Indo
Aryan aswel asDravidian, in (1)).

! Pointed out in a lectureentitled" Recent thoughts on Antisymmetry” by Richard
Kayne at the Workshop on the Antisymmetry Theory held at Cortona, Italy in My.
2000.



(1) a *likh-aste-ch-i [Bangla]
write-slowly-aux-acn
Intended meaning; ‘| an writing dowly'

b. *khaa-dhire-chh-i [Criya]
eat-slowly- ALIN- AR
Intended meaning: '| am eating dowly'

C. *(fiaan) ezhuti-kkonT-irikk-uka parukke aaNe [Mal]
() write-PrOG-AUX=INF ~ dowly AUX
Intended meaning: | am writing dowly'

Thistypologica fact provides support for antisymmetry of syn-
tax. Our study therefore is a footnote to this demonstration of
antisymmetry aswe believethat it hasimportant consequences for
thetheory. Furthermore, theactual mechanism that we suggest for
the derivation of the verb-Aux order in these languages dso fol-
low the Linear Correspondence Axiom of Kayne (1994) and pro-
videsalack of adverb adjunction, albeit with atwist.

Thetwigt refersto the following observation that can be derived
from the LCA:

(2) "Vebfind" languagesprefer XP movementto X movement.

This observation isan extension of the demonstration of a similar
principle shown to be applying inside the DP by Bhattacharya
(1998 and 1999), who shows that in a so-caled V-final language
like Bangla (Bengali), NP-movement is preferred to N-movement
insidethe DP. The derivation of the right order of the V-Aux that
we propose betow however crucially employshead movement,

Interestingly, in a recent paper, Mahajan (2000) has proposed
that all movement isbasically XP movement. l.e., he suggests that
syntax alows only category movement. On the one hand this
surprising conclusion is in direct opposition to the typologica
finding stated in (2) above, yet on the other, given Cinque's
(2000) demonstration that even within the DPs all movement may
be X Por roll-up movement, thesimilarity between the DP and the
clauseisretained. The problem that needs to beaddressed, then, is
how LCA can derive both possibilities. The demongtration in this
paper that even V-find languages need to involve head move
ment, especially in cases involving inflectional morphology, casts
a doubt on both sets of proposals above, even though such a
mixed approach can also be derived from the LCA. It seems
therefore that the LCA in its present form is too powerful, a point
that has been noted quite early in the literature. Our analysis
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though extractsthe pervasivenessof |eftward movement in “head-
final" languages implied in the LCA in spite of the problems
pointed out.

2 TheProposal in a nutshell

In investigating the distribution and nature of auxiliaries in four
South Asian languages, three of which are Indo-Aryan (Bangla,
Hindi and Oriya) and one Dravidian (Malayalam), we cometo the
conclusion that auxiliaries in these languages are redly heavily
grammaticalized light verbs. Tha is V-Aux isredly V-v m SA
languages. However, m the spirit of antisymmetry and the Linear
Correspondence Axiom, thisorder is derived from an underlying
v-V order, i.e., the light verb forms an outer shell of the verbd
extended projection. That is, the Aux as light verb appears as the
fina element of the verbal complex by virtue of the big V head
moving to smal v, a standard assumption in minimalism, as in
3).

3 PreviousWork

Previousworks on light verbs m SA languages (Hook 1973 and
Butt 1998) although agreed that they condtitute a verbal com-
pounding or a V-LV complex predicate, respectively, differ as to
the semantic content of the light verb.

Hook (1973) considers auxiliariesas a super-type of light verbs
or vector verbs. He calls the V-LV sequences as compounding:
the main verb is the polar and thelight verb a vector. Consider
example(4).

(4 mAIne  preziDeNT-ko xat likh diyaa
- president-AcC letterwritegive-PAST
I wrotealetter to the president.’

The vector diyaa 'givé has an aspectua function, expressing
completion of an action. He arguesthat the relation of compound
to a smple verb is an aspectual one, with the compound
expressing completion of an action. Thus, for Hok, theLV isan

aspectual auxiliary.



From another perspective, Jayaseelan (1996) proposesthat light
verbsin Maayaam have Aux functions.

(5) a fiaan nin-akka waatil tuRannutar-aam
| you-DAT door open give-will
'I' will open thedoor for you.'

b. *fiaan waatil tuRannunin-akka tar-aam
I door open  you-pDAT give-will
‘Opening the door, | will giveit toyou.'

In examples like {5}, tar 'giveé indicatesa modal like function
like'for someone's benefit. He considersit as belonging to the
same category as the English construction I will call you a #ixi,
whereamodal verbisusad in English.

We attempt to show that auxiliariestoo arelight verbs, i.e., Aux
= Lv where Lv indicates heavily grammaticalized light verbs.
Furthermore, it hasal so been suggested that there i sindeed a deep
rooted relation between auxiliariesand Aspect. First. [N Dikken
(1995) shows that the copula Aux is often aspectual. In particular,
in predicateinversioncases  the theory proposed by den Dikken
makes use of an agpectud functional head F to suggest that an
incorporation of an Agr like element to this head actually realises
on the surface as an auxiliary. Secondly, we will see below that
the so-caled auxiliariesin Malayalam also carry aspectual infor-
mation asthey can host aspectual morphemes.

Butt (1998), however, distinguishesbetiween LV and Aux. She
argues that Aux and Light verbs show distinct behaviour with
regard to case-marking, reduplication, word order, and topicaliza-
tion. Conddering friam a subcategorization point of view, she
arguesthat a Main Verb has a full argument structure, an LV has
an incomplete argument structure, whilean Aux has no argument
structure.

We believethat these differences that Butt notes do not come in
the way of a categorial identification. Also, given that the e
relation between subcategorization and argument structure is
considerably weakened in the current framework, much of what is
implied by the subcategorization argument above, failsto be rele-
vant. Our study differs from al previous works on this topic
firstly by treating auxiliariesalso as light verbs (though heavily

*For examplein (i) below, the aspectuality involved isthat of stativity wheressin
(ii) it isingressive:
Si) the best solution seems *(to be) indant retreat
i) the hest liition heconee indant rareat



grammaticalized) and by comparing Dravidian with the genera
1A patern. In particular, we argue that light verbs participatein
the grammaticalization cline of Hopper & Traugott (1993):

(6) full V= (vector verb) = Aux = Clitic= Affix

4 The Data

The copular auxiliary in Bangla is defective and is (@ch Two
possiblehistorica derivations areasfollows

(7) a Fromvaas'to sit' or Vas 'to b
b From Old Indo-Aryan ¥r.rech 'to go'

However, according to Chatterji (1926: 1035), the mod satis-
factory derivationisasfollows

@®) From the IE root Ves (=*as of OIA) with a combination
of IE themes <<-ske/ -skui==

This combination is found in a number of ancient 1E languages.
éskon, éske (Homeric preterit), ecit (Old Latin future), sketar 'is

skente 'are¢ (Tokharian), Armenian subjunctive icem etc.dn
modem Bangla/Oriya, the(a)ch auxiliary appearsasfollows:

(99 a likh-e-ch-i b likh-ch-i [Bangla]

(10) a lekh-i~(a)ch-i b. lekh-u-(a)ch-i [Oriya]
wiile=PERF=ALX=-AGE Write-PROG-AUX-AGR
‘(1) havewritten' ‘(1) am writing'

Other auxiliaries we are not concerned with here are ho, thak,
and raha. The auxiliariesin Oriya areach and aT. They regularly
cantake Agr features. E.g.

(11) a achi b achanti [Oriya]
‘beexin=SG bea-PL"

(12) a aTe b aTanti,
‘beequar-SG’ "B gL

They can have tense featuresspecified:

(13)  se raajaa achi/ thilaa [Owriyn]

heking is/ was
'he is/was theking.

In Mdaydam, the three auxiliaries are the equative copula aak,
theexistential copulawl and ir.



(14) a ezhut-uka aaMa’ b. ezhuti-yiTT umTa'

WTilE-BE  AUX wrile-PERF  AUX
'is writing' 'has written'
C. ezhuti irunnu
write.CP AUX
'had written'

It is one particular use of the last auxiliary which fancies our
attention because it isthe only one which can appear after a con-
junctive participle(CP) form of the verb. The past tense form is
homaophonous with the CP and the only auxiliary that can follow
is ir sometimes aong with other verbal suffixes denoting
different aspectual states:

(15 a ezhutikkonT-irunnu
WEEE CP=FROG= ALY
'kept on writing'

b. awan wann irikk-aam
he come.CPAUX-MOD
'He may have come.

C. awan paaTTe paaTi-kkonT-irikk-um
he song  siNE.CP-PROG-ALX-MOD
'He will keep on singing songs.'

Weturn to thisaspect of the deta directly below.

5 The Aspectual Shdll

The(b) and (c) examplesin (15) abovealso showsanother differ-
encewith copulas#L and aak which do not allow further suffixa-
tion. What isof interest isthat the CP appearsto exist in Bangla/
Oriya aswell but has not received much attention in the litera-
ture®. Thisisclear from comparingthe two sets of dataagain:

(16) a ezhuti-yiTT unTo b. ezhuti-kkonT-irunnu [Mal]
wrie,.CP=PERF AUX write.CP-PROG-AUX
'has written' 'kept on writing"

! adk isrealised asaa @ in nonpast
“ uL in non-past
4 cop hawwan/er Bttt (1002 fr Hindi/ | Irdi and Bhattacharva (2000 for Ranela



(17) a likh-e~ch-i b likh-ch-i [Bangla]

. lekh-i-(a)ch-i d. lekh-u-(a)ch-i [Oriya]
write-PERF-AUX-AGR Wrile-PROG-ALUX-AGE
1) havewritten' () am writing’

The Auxiliary ir itsdf in contemporay Madaydam has the
meaning ‘to gt, this being another difference that can be
atributed to ir as opposad to agk and uL. Compare this observa-
tion with the derivationof the Bangla (and similarly Oriya) copula
given in (9) and (10) above. Theimplication is that originaly this
verbad complex denoted a sequence of an event and a state like
{writing) and (being). This is borne out by crucia evidence
(shown in (16) and (17)) more or less unnoticed in the literature
that the verbstemsin both language types are actualy made up of
theroot and a particle, which, unlikethelight verb, isnot derived
from any verba root. Synchronicdly, this particleis— or -O in
Bangla as in (17a,b), —i or —u in Oriya as m (17¢,d). Since the
conjunctive participle in Mdayadam is homophonous with the
past tense form, we consider the past morpheme as performing
this function in Madayadam. Due to the affixa nature of these
particles, syntactically they trandatein termsof functional heads.
Since the conjunctive participle denotes completive action, we
take it to contribute to the aspectua information of the verbd
complex (c.f. (10)). Thiselement, we suggest, thus congtitutesan
aspectual outer shell of theV:

(18) Lur Lugs CPrt| VP |
5.1 Aspectual shellsin Malayalam

Malayadam, aswe suggest above, tendstouse verbal affixes like—
iTT and —konT to indicate aspectuality. The pefective and pro-
gressive affixes in Maaydam are derived from verb roots them-
slves but are fully grammaticalized. The perfective -iTT is de-
rived from theverb jT-uka 'to put' and the progressive-konT from
the verb koLL-uka 'to take’' or 'bear’. However, Bangla/ Oriya
lacks an equivaent of thistype of aspectual affixes. This differ-
enceiscaptured in our theory by positing a further aspectua shell
for Madayaam(see Hany Babu (in prep.) for further details):

(19) [ssge [aspp [age CPL] VP]]

The difference between the auxiliary ir and the other auxiliaries
can be best captured by suggesting that ir is a head while the
othersare XP a Spec of AspP.



6 ThevP Shell

In this section, we suggest that the head of the vP-shell, which
takes the Aspectual shell asacomplement, isthenaturd place for
the copula in these languages. Since the copula is shown to be
integrally related to existentiality, our evidence for a vP-shell
formed by the copula comes from the assumption that exigtentid
closure must take place around a vP. Kondrashova (19%) sug-
gests that in languages where the be copula is ungrammatica in
the present tense (Arabic, Hebrew, Russan, Turkish, etc), it is
inserted as a dummy to support tense or to peform exigtentia
closure. Let us elaboratethis further comparing Bangla with Rus-
sian. In the equative, predicative, generic, locative, beis ungram-
matical in these two languages (except in the locativefor Bangla).
Russan examples are from Kondrashova 1996, the b examples
aretheBangla equivdents.

(20) a na¥ wutitel’ (*est’) Kdlja
our teacher is Kadlja

b. amader Sikkoh Kolja(*ache)

(21) a Kolja (*est’) durak
Koja is fool

b. Koljaboka (*ache)

(22) a Sobaka (*est’)drug &eloveka

dog  js friend person
'a dogisa friend of man'

b. kukur manuSer bondhu (*ache)
dog mens freind

(23) a Kolja (*est’) v Moskve

Kdja is in Moscow

b Kolja mosko-y/te (ache)
Kolja Moscow-LOC (is)

In each of these cases for Russan and in Bangla except in the
locative, the NPs are either referentia, definite or generic and
thereforedo not introducean existential operator. So the VP here
doexn't nead existentia closure and thus be is unnecessary. How-
ever, if thereisan exigential meaning, be is insarted even in the
present. Otherwisg, if thetenseisfilled, i.e., if it iseither past or
future, then adummy beisinserted to support thetense.



The smilarity with Russan suggeststhat in the languages under
study a smilar phenomenon of existential closure nust be taking
place. Since existentid closure, in the theory of Heim (1981)
appliesover the VP, and since VP has come to be identified with
vP, we assume that the place for the copula auxiliary in these
languages islocated at the head of vP.

(24)

A

With this structure it is now clear that the auxiliary ir which is
behaves like a head is the very light verb or Lv, the heed of vP.
And given the discusson in this section the Bangla/Oriya auxil-
iary -ch also occupiesthe same postion.

Since the Aux is a light verb, it forms part of the vP shdll. In
B/M/O it is clear that the auxiliary is the v head. Such an idea
finds support in den Dikken’s (1995) demongtration that copulas
arenot lexica primitivesbut rather are overt realizations of func-
tional heads.

The structure of the verbal complex as in (24) shows that it is
redly vP-AspP which reflects the fact that these complexesare a
result of a union of two events. That is, Asp is the mediator be-
t ween thetwo separateevents represented by the vP shell and the
VP. Itisnot surprisingto find that thehead of the AspP isthe host
for the particle which does the conjoining of the two states of
events. The structure in addition predicts the typologicd finding
that sinceit isno longer a vP-VP sequence, adverbial adjunction
isnot possiblein V-Aux languages.

In the next section we present further evidence of the structure
abovemade up of, asit were, two sub-trees.



7 Break in the Projection

We show that thereisa"break" in the projection between thetwo
sub-trees representing two separate states of events through the
A9 head. The clearest evidencein favour of a bregk in the ex-
tended verbd projection is shown in (25), which shows that a
whole range of insertionsare possible at the AP site (and only
a this ste). Thus Madaydam shows clefting, coordination and
regtrictive particle attachment. And Bangla/Oriya show attach-
ment of topic marker, emphatic marker, regular light verbs and
modals at this AspP Site, as in).

Conside the following, the examplein (a) isa case of clefting,
(b) is a case of co-ordination, and in (¢), a restrictive particle
insertion.

(25) a ezhuti-yiTT-aaN uLL-ato [Malayalam]
Wrile-PERF-is  COP-NOM
it ishaving written that...” (closest trandation)

d *ezhuti-yaaN iTT uLLato
Wwrite=15-FERF COP-NOM

b ezhuti-yiTT-um  warace-iTT-um  unTo
Wwrite-PERF-COORD draw-PERF-COORDP
'have written and drawn’

b. *ezhuti-yum waracc-um iTT-unTo
write-COORD  draw-COORD  PERF-COP

C. ezhuti-yiTT-ee uLLuu
write-FERF-RESTE.P. COP.EMPH
'have only written'

', *ezhuti-yee 1TT-ul.L-uu
write<RESTE.F. PERF-COP.EMPH
In Malayalam, there are negative and podtive polarity items

which function as emphatic narkers, can intervene between the
Asp and the Aux, as bdow:

(26) a awanato ituware ezhuti-yiTT onnumilla
he that till.now write-PERF NPI NEGAUX
'He haan't written it till now.'

b. awan ato ezhuti-yiTTokke unTo
he that wrile-rErF all (FPI}aux
'He haswritten it
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For Indo-Aryan languages, the following examples show the
insertion of topic marker, modal verb, and regular light verbs at
thissite.

(27) a poRe-to-chi [Bangla]
read.ASP-TOP-Lv
‘as for reading, (imvedoneit'

d *poR-to-e-chi
read-TOP-ASP-Lv

b. kar-i-par-i-th-ili [Oriya]
do-AsP-can-ASP-Lv
(1) coulddo

b'. *kar-par-i-th-ili,
do-can-Asp-Lv

C. nei-aas-ilaa [Oriya]
take=asP-come-Ly
'(He) brought'

C. *ne-aas-ilaa
take-come-Lv

Findly, we resolvethe problem posad by the data below which
shows, contrary to the typologica generdization that we began
with, that there are apparent cases of adverb incorporation, inser-
tion of modal, and focus markerseven in V-Aux. languages. The
examplebelow showstheinsertion of adverbial in Bangla:

(28) nie-Ekhon-phelo [Bangla]
take ASP-now-drop.2
‘as for taking, do it now'

In (28), however, the trandation clearly indicates topicalization.
With the structurein (24), it is possible to provide an essy expla-
nation of such a topicalization of the AspP to an outer spec of vP
(or TP in a fully extended structure) acrossthe domain of the light
verb. This analysis is strengthened by the fact that category
movement is a pervasive phenomenon in mixed languages as
shown by the derivation of the Ger nan verbal cluster in (29) (and
similarly in Bangla) in (30) which uses similar roll-up movement.

(29) a dass er dieses Buchlesenkdénnen muss
that he this bookread can must
'that hemust be abletoread this book'



b [auses Luaspz [vp [oni dieses Buch] lesen 1., | kénnen typ |
MUSS Ly ms

(30) a kore-phelte-hote-pare
do-Asp-drop.ASP-become.ASP-can.ASP
'(it) can becomepossibletodoit up' {free trandation)

8 Remaining I'ssues

First, we mend the hole m the paradigm for Bangla in (17b) as
thismending demongtrates an important property of Bangla/Oriya
as opposed to Malayalam. Historically periphragtic tense is ex-
pressed m Middle Bangla with an epenthetic i which stands for
the CPin the present andysis:

(31) col-i-che, kor-i-che 'is going’, 'is doing'

Chatterji (1926: 1020) mentions the —i continues to be used in
Assamese.

Secondly, m East Bangla didects, the hole in the paradigm is
actualy sedled synchronically. The verbd form in -ite isasothe
typical progressveform of thestandard literary Bangla:

(32) a likh-ta-se [East Bangla]
b. likh-ite-che [Literary Bangla]
Wrile-FROG=LY

Findly, it can be shown that the leading idea of a auxiliaries as
light verbs is contained in dialectal forms of Bangla. In South
western Bangla, the progressive is formed by combining the
present tense of the main verb plus the form +Tha to nean 'to
remain'

(33) a.kari-Thi b. jau-Thu
| do-l remain you go-you remain
' andoing 'you are going'

This lends further support to the leading idea that the Aux asthe
light verb indicatesa sequential state of event and that the mate-
ria that occupies the head of this light verb (v) is a grammati-
calized form of a lexicd verb (asin Mdaydam, in (33) above,
and alsofor —ch).
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On Congtructional Polysemy and

Verbal Polysemy in Construction Grammar

Hans C. Boas
International Computer Science Institute/UC Berkeley'

1 Introduction

Recent work by Goldberg (1995) in Construction Grammar places heavy
emphasis on the role of grammatical constructions in determining verba
argument redlizations. On this view, constructions are independent form-
meaning pairs with their own semantics that are able to contribute constructional
argument roles to a verb's participant roles. This approach has the advantage of
not having to postulate implausible verb senses for verbs which may occur with
non-subcategorized postverbal argumentssuch assneezein (1):

(1) Frank sneezed the tissue off the table. (Goldberg 1995: 152)

Themain aim of this paper isto investigate whether Goldberg’s (1995) account
of caused-motion constructions of the type in (1) provides us with an analysis
that is fine-grained enough to account for the full range of caused-motion
constructions. In the next two sections, | will give a brief overview of
Goldberg's (1995) framework, concentrating on the theoretical status of
grammatical constructions and constructional polysemy. In Section 4, | will
outline arguments which support a different, and in my view, more adequate
analysis of constructional polysemy in terms of verba polysemy and lexical
semantic networks. | will outlinethis proposal in section 5.

2 Verbsand Congructions

Goldberg's (1995) analysis of caused-motion sentences such as in (1) assumes
that there exists an independent caused-motion construction which associates a
specific syntactic configuration with a specific semantics. The representation in
(2) shows how the semantics of the caused-motion construction and the meaning
of the matrix verb arecombined in Goldberg's framework.
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() a Caused-MotionConstruction  (Goldberg 1995: 88)

Sem  CAUSE-MOVE <cause god theme>
I |
T l

Syn \Y SUBJ OBLe OBJ

b. sneeze: < sneezer =

The boxed diagram in (2a) represents the caused-motion congtruction and
consgss o three different layers. In the top line of the box we find the
congruction's own meaning (Sem). It contains the semantic arguments of the
congtruction (the constructiona roles) and represents their semantic relations
with respect to each other. Thus, the caused-motion construction is associated
with the semantics X CAUSES Y TO MOVE Z' Solid lines between the
semantic roles and roles in the predicate's role array indicate that the semantic
role mug be fused with an independently existing verba participant role. Dotted
linesindicate that the congtruction is ableto provideadditiona participant roles.
The middleline of the construction contains the open dots into which the verb's
participant roles fuse, and in the bottom line we find the overt syntactic
redization of the semantic arguments (OBL standsfor oblique) of the combined
verb-condruction semantics. Roles represented in bold are 'profiled’ arguments,
i.e., entities in a varb’'s semanticsthat are "obligatorily accessed and function as
focd points within the scene, achieving a special degree of prominence
(Langacker 1987)"(Goldberg 1995; 44}."

According to Goldberg, verbs are associated with specific semantic frames (cf.
Fillmore 1982) that are represented in terms of their participant roles in their
respectivelexical entries. Thelexical entry for sneeze in (2b) shows that the verb
is associated with a single participant role, in this case the sneezer. The bold
print representation of the sneezer indicates that it is lexically"profiled. When
sneeze fuses with the caused-motion construction in (2a), then the verb
contributes the sneezer role, whereas the construction contributesboth a theme
role as wel as a god role to the verb's semantics. In other words, sneeze
specifies the means by which the CAUSE-MOVE rdétion is achieved, whereas
the construction provides the rest of the semantics which then yidds the
interpretationin (1.

Goldberg proposes the following construction-specific condraints that regulate
whether a verb's semantics can fuse with the caused-motionconstruction.* These
congtraints are necessary in order "to avoid arbitrary lexical stipulationson each
verbthat could potentialy occur in the construction.” (Goldberg 1995: 164).



(3) Constraints on the application of caused-motion constructions

|. The cause argument can be an agent or a natural force. But it cannot be an
instrument.

2. No cognitive decision can mediate between the causing event and the entailed
motion.

3. If the caused motion is not dtrictly entailed, it must be presumed as a ceteris
paribus implication.

4. Conventionalized scenarios can be cognitively packaged as a single event even
if an intervening cause exists.

5. If the verb is a change-of-state verb (or verb of effect), such that the activity
causing the change of state (of effect), when performed in a conventional way,
effects some incidental motion and, moreover, is performed with the intention
of causing the motion, the path of motion may be specified.

6. The path of motion must be completely determined by the action denoted by
the verb. (Goldberg 1995: 1651174)

3 Congtructional Polysemy

Besides the central caused-motion sense X CAUSES Y TO MOVE Z/
Goldberg proposes four systematically related yet distinct sense extensions of
the caused-motion construction which she analyzes as constructional polysemy.
On this view, the central sense X CAUSESY TO MOVE ¥" motivates the
extended senses which by themselves each constitute a minimally different
construction in terms of their meanings, yet al inherit the same syntactic
specification of the core construction. The individual sense extensions of the
caused-motion construction include 1) verbs of communication that have
specific force-dynamics such asin (4a), 2) "force dynamic verbs that encode the
removal of a barrier," as in (4b), 3) verbs that encode the concept of "X
PREVENTS Y FROM MOVING Comp(Z)" as in (4c), and 4) verbs that mean
"XHELPSY TOMOVEZ" (1995: 162) asin (4d).

(4 a. Sam ordered him out of the house. (Goldberg 1995: 161)
b. Sam allowed Bob out of theroom. (Goldberg 1995: 161)
¢. Harry locked Joeinto the bathroom. (Goldberg 1995: 162)
d. Sam helped him into thecar. (Goldberg 1995: 162)

The main motivation for distinguishing between a central caused-motion
construction (e.g., He pushed the box into the r oom (Goldberg 1995: 162)) and
itsextensionsisthe observation that the central construction

"involves manipul ative causation and actual movement, the scene to which transitive
markers are applied earliest cross-linguigtically (Slobin 1985) and which has been
suggested as the mogt basic causdtive situation (Talmy 1976). Moreover, the other
extensionsare most economically described asextensionsof thissense." (1995: 162)



Proposing constructional polysemy has the theoretical advantage of not having
to posit lexica rules in order to account for sense extensions of verbs "whose
various senses are not predictable and must be conventionally associated with
the construction,” according to Goldberg (1995: 34). That is, instead of
postulating verb sense shifts in terms of lexical rules (cf. Pinker (1989),
Rappaport Hovav & Levin (1998)), different types of caused-motion
constructions which "exist independently of the particular lexical items that
instantiate them" (Goldberg 1995: 224) are recruited to account for a verb's
multiple argument realization patterns. On this view, each of the meanings of the
sentences in (4) is the result of integrating the meanings of the verbs into the
meanings of different typesof caused-motion constructions.

With this overview of Goldberg's framework, let us now turn to the question of
whether her analysis of caused-motion constructions is capable of adequately
describing the full range of data. In what follows, | turn to a discussion of the
lexicdl semantic factors that are responsible for deciding under which
circumstances different types of caused-motion constructions can provide a verb
with additional argument roles as sketched out in (2) above.

4 Ddimiting Congtructionsand Constructional Polysemy

Recall that the Goldberg approach to argument structure constructionsaims for a
"rich frame-semantic knowledge associated with verbs' (Goldberg 1995: 31) in
order to "allow for the possibility of meaningful interpretation and translation,
and to predict correct inferences” (1995: 29) To this end, Goldberg is
integrating an approach towards semantic description labeled Frame Semantics,
"a research program in empirical semantics which emphasizes the continuities
between language and experience." (Petruck 1996: 1) The main idea behind
Frame Semantics as developed by Fillmore (1982, 1985) liesin the assumption
that words have to be understood in context in order to arrive at a complete
semantic description. This means that a semantic description of a word should
include information about how speakers apply their lexical knowledge in
interpreting and producing real discourse. Fillmore proposes that in order to
understand the meaning of wordsin a language we must first have knowledge of
the conceptual structures, or semantic frames that underlie the meanings of
words. Semantic frames contain frame elements, i.e., descriptions of the frame's
participants in terms of situational roles. To this end, Goldberg points out that
"frames are intended to capture useful chunks of encyclopedic knowledge."
(Goldberg 1995: 26)

4.1 Integrationof verbal and constructional semantics

In order to mode! the interaction between verbal and constructional semantics,
Goldberg suggests a frame-semantic analysis of verbs whose "designation must



include reference to a background frame rich with world and cultura
knowledge." (1995: 27) Admitting that "it is typicaly difficult to capture frame-
semantic knowledge in concise paraphrase” (1995: 27), she proposes that by
"distinguishing verbal semantics from constructional semantics, we can predict
an observation noted by Pinker (1989) as to the nature of "syntactically relevant
aspects of verb meaning,” or what is here claimed to be constructiona
meaning." (1995: 28) With this distinction between verbal and constructional
meaning in mind, let us now turn to a concrete example in which the participant
roles of the verbs hit in (5) and strike in (6) interact with the caused-motion
construction.

(5) a. hit « hitter hittee =

b. Joe hit the ball acrossthefield. (Goldberg 1995: 153)
(6) a. strike < striker strikee=

b. *Joe struck the ball acrossthefield.

Recall from section 2 that when a verb's semantics fuses with the semantics of
the caused-motion construction, then the caused-motion construction adds the
goal phrase to the verb's semantics. Note, however, that athough the verbs hit
and strike are closely related in meaning, only the former fuses with the caused-
motion construction to yield an acceptabl e sentence whereas the latter does not.

This illustrates two points. First, the architecture of lexical entries presented by
Goldberg does not have any features that may block a verb's integration into a
construction on formal grounds. Notice that even the rich frame semantic
information associated with the semantics of hit and strike does not include
information that would make it possible to predict which verb may occur in the
caused-motion construction. Second, because there is no mechanism available
that restricts a construction's ability to supply constructional roles to a verb's
semantics, there is - as far as | can see - no principled way by which the
integration of strike in (6b) into the caused-motion construction may be
straightforwardly blocked. Although Goldberg's constraints on the application of
the caused-motion construction in (3) above seem initially asif they might rule
out unacceptable instances such as (6b), they are not fine-grained enough to
differentiate between the semantics of hit and strike in order to determine which
verb may fuse with the central caused-motion construction.

The sentences in (5b) and (6b) show that Goldberg’s constructiona approach to
caused-motion constructions is unprecise when it comes to determining which
types of verbs may fuse with a construction. Whereas she argues that "the
majority of cases appear to be predictable once a sufficiently detailed semantic
characterization of the construction and associated verb classes has been
accomplished" (1995: 222). we have seen that her adaptation of frame semantics
is problematic when it comes to ruling out unacceptable caused-motion
constructions. That is, verbs such as hit and strike do not show the same
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constructional distribution although they are closely related in meaning and
should thus form a somewhat coherent semantic verb class.

So far, our discussion has shown that there is a need for a richer, more detailed
analysis of the factors determining the range of a verb's argument realization
patterns. In what follows, | turn to an analysis of the factors involved in
determining whether a specific sense of a verb may be attributed to the
semantics of the central caused-motion construction.

4.2 Basic meaning and constructional meaning

In her discussion of the verb hit, Goldberg suggests that it has a basic sense and
receives constructional argument roles from the caused-motion construction in
order to license additional arguments at the syntactic level. Based on "severd
observations in the literature” that "lead to the conclusion that the verb in
isolation does not inherently encode the caused-motion semantics,” (1995: 153)
she claims that hit in (7a) does not have a caused-motion interpretation, whereas
in (7b) hit does have a caused-motion interpretation.

(7 a Joe hit the table.
b. Joe hit the ball acrossthefield. (Goldberg 1995: 153)

While her observation that hit has different interpretations is certainly true for
(78) and (7b), | suggest that the difference in interpretation is not due to the
caused-motion construction which on Goldberg's view takesthe basic verb hit in
order to supply it with a caused-motion interpretation by providing a goad
phrase. Instead, | propose that the different interpretations are due to a separate
conventionalized sense of hit that has to be encoded in the lexicon. Compare the
following sentences.

(8) a.  Joe hit the ball.
b. * Joe hit thetable across the field.

Sentence (8a) is formed in analogy to sentence (7a) above. It differs from
sentence (7a) inthat it contains a different postverbal NP as its patient argument.
Note that in this case hit automatically receives a different interpretation. Thus,
when hitting a table one typically takes the hand or some instrument in order to
hit the table. The same kind of activity is taking place when one hits a ball.
However, the two sentences differ in that when hit occurs with the ball as its
postverbal patient asin (Ba), then it has a particular default interpretation. More
specifically, when hit occurs with the ball, hearers typicaly assume that the
hitting event takes place with the intention of making. the ball move. This
explains why hit in (7b) has a different interpretation than in (7a). On this view,
Joe hit the ball inherently encodes a caused-motion sense of hit; it just happens



to be the fact that the speaker is not interested in conveying information about
the direction in which the ball flew. Instead, the speaker is interested in
conveying the importance of Joe's hitting the ball. The fact that the ball flew
somewhere is in this particular context unimportant. However, if the speaker
wishes to additionally convey information about the direction in which the ball
flew as the result of Joe's hitting it, then the speaker isfreeto add agod phrase.
Thecrucia point here is that hit in (8a8) and (7b) represent the same sense of hit
(let us call it the sports sense of hit), whereas (7a) includes the pure physical
impact sense of hit.

Compare this situation with the case in which one hits a table, i.e., the pure
physical impact sense of hit. When one hits a table, it is typically not the case
that one intends the table to move. This also explainsthe oddity of (8b) which
captures the observation that the pure physical impact sense of hit is distinct
from the sports sense of hit. Thus, the fact that a speaker wants to convey
information about a hitting event in which the hitter intends a table to move
across a fidd as the result of his hitting the table seems strange to the
conventional hearer. What these sentences show, then, is that the different
interpretationsof hit in (7a, b) above do not have to be attributed to the caused-
motion construction contributing a separate god phrase to the verb's participant
roles, as Goldberg claims, but that the different senses are attributed to two
distinct lexica senses of the same verb which have to be distinguished at the
lexical semantic level. These sentences also suggest that speakers associate (at
the lexical/pragmatic level) specific sensesof a verb with specific result statesor
locations. Thus, the sports sense of hit, but not the pure physical impact sense of
hit, seemsto lexicaly specify alocationfor the postverbal NP (compare(7b) vs.
(8b) above). So far, our observations seem to suggest that different senses of
verbs exhibit distinct subcategorization properties that set them apart from other
senses of the same verb. This is in contrast to Goldberg's suggestion that the
caused-motion construction supplies the basic verb hit with additional
constructional rolesto arrive at a caused-motion sense of hit.*

In this connection, consider the polysemy network of strike, a verb closely
related in meaning to hit. Although both verbs exhibit a similar distribution of
postverbal argumentswhen it comes to the syntacticrealizationof their physica
impact senses (cf. (9a) and (10a)), they differ from each other when they are
used to expresssenses that are different from the pure physical impact sense.

(9) a He hit thefence. (10)a. Hestruck thefence.
b. He hit thefence with a bullet. b. *He struck thefence with a bullet.
c. | hit the cane against the fence. ¢. Hestruck astick against thefence.
d. The bullet hit the fence. d. A bullet struck thefence.

e. Hehit the ball into thefield. e *Hestruck the ball into thefield.



A comparison of the polysemy networks of hit and strike illustrates that it is
difficult to predict the circumstances under which a caused-motion construction
contributes additional constructional roles to a verb's "basic" meaning. In
contrast to Goldberg, | suggest that we arrive at a more fine-grained account of
polysemy if we pay more attention to the individual lexical semantic polysemy
networks of verbs instead of attributing extended polysemy patterns to a series
of caused-motion constructions.

4.3 Relationship between form and meaning

In order to evaluate Goldberg's claim that caused-motion constructions are
capable of expanding a verb's meaning to a caused-motion meaning by
supplying verbs with additional arguments such as PPs, | conducted corpus
searches in the British Nationa Corpus (BNC) and the COBUILD Bank of
English. The search for PPs functioning as secondary predicates yielded
sentences such as the following.”

(10) a. Sheglared a hole through me. (BNC)
b. They laughed themselves to death. (BNC)
c. | don't want to be sitting here working my socks off. (COBUILD)
d. It just drives me up the wall. (BNC)

The data in (10) illustrate two points. First, verbs occurring with PPs
functioning as secondary predicates do not aways encode a caused-motion
meaning. That is, the PPs through me in (10a), to death in (10b), off in (10c),
and up the wall in (10d) do not encode the end location of the postverbal NP.
According to Goldberg's proposals, however, we would expect the PPs in (10a)-
(10d) to encode the end location of the postverbal NPs because the verb does not
seem to subcategorize for the postverbal NPs alone as the following sentences
illustrate.

(12) a *Sheglared ahole.
b. * They laughed themselves.
c. *1 don't want to besitting here working my socks.
d. It just drives me.

This means that identifying the syntactic configuration [NP V NP PP] with a
specific semantics such as 'X CAUSESY TO MOVE Z' does not always yield
the expected results because the same syntactic pattern does not always encode
the same semantics as (10a)-(10d) show.

The second point illustrated by the data in (10) is concerned with Goldberg's
notion of expanded constructional polysemy which claims that thereis a centra
caused-motion construction as well as four caused-motion constructions



representing extensions of the central caused-motion sense (cf. section 3). If we
compare the semantics of the sentencesin (10a)-(10d) with the semantics of the
extended caused-motion constructions exemplified by (4a)-(4d) above, we see
that they do not readily fit into any of the extended caused-motion categories
postulated by Goldberg. In principle, there are two waysto solve this problem. If
we were to follow Goldberg's proposals in favor of constructional polysemy,
we would have to postulate additional extensions of the caused-motion
construction and its already existing inventory of related senses. Note, however,
that proposing additional sense extensions entails a larger inventory of related
constructions. It isnot yet clear how large the entire inventory of related caused-
motion constructions might be. But if we were to find that the inventory of
English caused-motion constructions is considerably large, i.e., nearly as large
as the number of individual verbs that instantiate it, then we would only
reproduce lexical polysemy at the constructional level (including minor
generalizations over coherent semantic classes of verbs).' In order to avoid such
redundancy, | would like to suggest an alternative analysis.

Instead of having to enlarge the inventory of caused-motion constructions
every timewefind a new caused-motion usage of a verb that is not subsumed by
an existing sense extension of the central caused-motion construction, | propose
to shift the descriptive as well as the explanatory burden from the constructional
level to a more fine-grained level, i.e., the lexica semantic level of verb
meanings. On this view, we directly encode in a verb's lexical entry whether it
occurs in a caused-motion pattern or not. This approach has two major
advantages over Goldberg's constructional polysemy anaysis. First, it
eliminates the problem of having to state semantic constraints that restrict the
application of constructions (cf. section 4.1). Second, higher-order
constructional polysemy becomes obsolete because a verb's lexical entry
already contains all of the conventionalized usage information necessary to
account for a speaker's knowledge of the range of syntactic patterns with which
a verb may occur? In what follows, | outline the main components of an
alternative approach to constructional polysemy in more detail.

5 Verbal polysemy and lexical semantic networks

Inorder to account for the entirety of a verb's conventionalized usage patterns, |
proposeto encode al of itsconventionalized interpretationsin combination with
their respective syntactic frames in terms of a mini-construction. Adopting the
main ideas from Fillmore's (1982, 1985) theory of Frame Semantics, | suggest
that each sense of a verb contains information about how it is used and
interpreted in real world discourse. Each pairing of a distinct set of a verb's
frame semantic information with a distinct syntactic pattern forms its own mini-
construction as thefollowing examplesillustrate.



(12) Partial lexical entry of hit

(&) Al Patient;
NP NP

(b Agpent Patient, Guoal
NP NP PP

Agent:  Entity exerting energy in order toforcefully comeinto contact
with patient

Patient,: Physical object

Patient,: Physical object that can change location asaresult of the
Agent's forceful contact with it

Goal:  Final location resulting from the patient's motion away from
itsoriginal location

The partia lexica entry in (12) includes semantic and syntactic information
about the constituents that may occur with the individual senses of hit. By
including more specific frame semantic information about the verb's different
arguments it becomes possible to define each sense of a verb in context. For
example, while both (12a) and (12b) include the same frame semantic
specifications for Agent, they differ from each other with respect to how the
Patient is to be construed. The following examples illustrate the types of
sentences licensed by (12a) and (12b).

(13) a. Joe hit thetable.
b.*Joe hit the table across the field.

(14) a. Joehit theball.
b. Joe hit the ball across thefield.

(13a) is licensed by (12a) because Joe can be construed as an entity exerting
energy in order to forcefully comeinto contact with a physical object that can be
construed as a patient. In contrast, (13b) is ruled out because it is neither
licensed by (12a) nor by (12b). That is, the "'physical impact™ sense of hit in
(12a) is not conventionally associated with a caused-motion semantics whose
Goal phraseisrealized syntactically as a PP. The " sports” sense of hit in (12b)
requires that the patient be construed as an object which can move as the result
of the agent's forceful contact with it. However, it is part of frame semantic
knowledge about tables and hitting that a table typically does not move to a
specific location as the result of an agent's forceful contact with it. In other
words, the conventionalized "'sports” sense of hit in (12b) does typicaly not



allow for bigger objectslike tables to occur with it. In contrast, both sentencesin
(14) are acceptable because the semantics of the postverbal arguments agree
with the frame-semantic specifications of the **sports” sense of hit in (12b). The
ball can be construed as a physical object that can change location as a result of
the agent's forceful contact with it. Similarly, across the field can be construed
asagod, i.e., afinal location resulting from the patient's motion away from its
original location. Next, let us take alook at the partial lexica entry of strike and
the types of sentenceslicensed by it.

(14) Partial lexical entry of strike

|:Agent Patient

MNP NP

Agent: Entity exerting energy in order to forcefully comeinto contact
with patient
Patient: Physical object

(15) a. Joesdtruck thetable.
b. Joestruck the ball.
c. *Joestruck (thetable/the ball} acrossthefield.

Both (15a) and (15b) are licensed by (14) because the table and the ball can
both be construed as physical objects. (15¢) is ruled out because the mini-
construction in (14) does not include any Goal specifications that could license
the PP across the field. The difference between hit and strike, then, liesin the
fact that hit isconventionally associated with (at least) a'*physical impact' sense
and a caused-motion " sports™ sense, whereas strike is associated with (at least) a
"physical impact" sense but not with a caused-motion "sports” sense. By
capturing the semantic and syntactic differences between hit and strike in terms
of individual mini-constructions representing different senses of the respective
verbs, it becomes possible to describe al of the conventionalized senses of the
two verbsincluding their syntactic framesin terms of lexical semantic networks
of related verb senses.

The alternative approach to constructional polysemy in terms of lexical
semantic networks has a number of advantages. First, by shifting the
explanatory burden from the abstract constructional level to the concrete level of
lexical semantic polysemy networks, the notion of constructional polysemy
becomes unnecessary. This reduces the theoretical machinery needed to describe
the distribution of caused-motion constructions and thus simplifies the
architecture of Construction Grammar.

Second, replacing constructional polysemy with lexical semantic networks
solves the problem of having to state exact constraints capable of delimiting the
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fusion of verba and constructional argument roles (cf. our discussion in section
4.1). Thisalso eliminates the need to state new semantic constraints that become
necessary once exceptions to the existing inventory of constraints are found.

Third, by describing each conventionalized sense of a verb in termsof a mini-
construction that includes semantic, pragmatic, and syntactic information, it
becomes possible to make much more precise descriptions as to what types of
arguments may occur with a given conventionalized sense of a verb. This
approach is also supported by recent evidence from psycholinguistic research
showing that **many polysemous words may be stored with both their contexts
and the unique meaning for that context." (Harris 1998: 68/69)

6 Conclusonsand Outlook

In this paper, | have outlined an alternative analysis of constructiona polysemy
which differs crucially from the account suggested by Goldberg. Whereas
Goldberg proposes a set of related meaningful caused-motion constructions, |
have shown that her notion of constructional polysemy is problematic when it
comes to describing the distribution of a broader range of caused-motion
constructions.

Instead of explaining the distribution of caused-motion constructions at the
constructional level, | have argued for an aternative analysis in terms of verbal
polysemy represented by lexical semantic networks."* In my approach, each
conventionalized sense of a verb is represented in terms of a lexica mini-
construction containing semantic, pragmatic, and syntactic information about its
conventionalized usage patterns. The advantage of this proposal is twofold.
First, by replacing constructional polysemy with lexical semantic networks, the
number of abstract constructions isreduced which means that the architecture of
Construction Grammar is simplified. Second, by encoding individual verb
senses in terms of mini-constructions, it becomes possible to arrive at much
more precise descriptions about thedistribution of verbal arguments.!!

In this paper, | have only addressed the issue of how to account for the
argument distribution of conventionalized verb senses. One question till openis
how to analyze the argument distribution of non-conventionalized verb senses
such asin Frank sneezed the napkin off the table. | suggest that these cases arise
through a speaker's need "to convey meanings for which there is no ready-
made, conventional expression.” (Clark 1993: 78) In this case, sneeze is
associated with a new form-meaning pairing by means of analogy with blow
which is conventionally associated with a caused-motion semantics and the
respective [NP V NP PP frame. Clearly, further research remains to be doneon
how verbs acquire new meanings and syntactic frames by means of analogy that
resultin lexical innovations.



7 Notes

"“The research reported here has been made possible by a postdoctoral fellowship by the “Deutscher
Akademischer Austauschdienst” (DAAD) ("German Academic Exchange Service') to conduct
research with members of the FrameNet research project (NSF Grant No. IR1-9618838, P.l. Charles
Fillmore) at the International Computer Science Ingtitutein Berkeley, California. Theright to use the
British National Corpuson part of FrameNet researchers was arranged through Oxford University
Press.

"Im Goldberg's view, constructions “can be viewed as free-standing entities, stored within the
lexicon alongside lexical items, idioms, and other constructionsthat may or may not be partialy
lexicallyfilled." (Goldberg 1995: 220).

*Note that it is not entirely clear how the augmented subcategorization framein (2a) is mapped to
the syntactic level in Goldberg's framework. In particular, Goldberg remains silent about how the
linear order of verbal argumentsin the bottom line of (2a) is changed so that the oblique PP is
redized in final pogtion. Furthermore, Goldberg claims that resultative constructions are
metaphorical extensions of caused-motion constructions. However, it is not clear why resultative
constructions exhibit a different syntactic ordering of postverbal arguments than caused-motion
constructions (cf. Goldberg's illustration of the resultative construction (1995: 189) vs. her
illustration of the caused-motion construction (1995: 88)). Another problem arises when the linear
order of arguments of caused-motion and resultative constructionsis changed, e.g., in passive
constructions. In thiscase, it is not clear whether multiple constructionsapply simultaneoudy, or in a
step-by-stepfashion. For similar critique, see Kay (1996: 1).

“{xmher, more genera constraints regulating the fusion of verbal and congiructional semantics
include 'The Semantic Coherence Principle,” and 'The Correspondence Principle” (cf. Goldberg
1995: 50).

*Note that there are many more senses attributed to hit which one would have difficulties
accounting for in terms of independently existing meaningful constructions. Jackendoff (1990)
identifies three distinct senses of hit, whereas lwata (1998) identifies| | distinct, but systematically
related, sensesfor hit.

*The discussion of different syntactic patterns of hit and strike is based on Fillmore (1977).

"For a collection of corpus data showing the types of verbs that occur with PPs as secondary
predicates, see Boas (2000).

"5ee also Kay's (1996: 1) discussion of congtructional polysemy, constructional inheritance, and
the rel ationshi pbetween caused-motionand recipient constructions.

"Replacing constructional polysemy with more concrete information about a verb's multiple
conventionalized usage patterns also has the advantage of not having to postulate a separate yet
related resultativeconstructionin order to account for sentencessuch as Jack drove Flora crazy. On
Goldberg's account, the resultative constructionis a metaphorical extension of the caused-motion
construction. The alternative approach suggested in this paper does not need additional
constructional extensions because the relevant usage patterns are encoded in a verb's lexica
semantic polysemy network (see also lwata (1998) and Boas (2000)). Note that the partia lexical
entries of hit and strike in (12) and (14) only represent a minimal set of individua senses of the
respective verbs. In our discussion | have left out the other conventionalized senses of these verbs
which are membersof the respectivelexica semanticnetworks.

"$ior related proposalsin favor of describing multiplesenses of verbsin termsof lexical semantic
networks. see lwata(1998) and Fillmore & Atkins (2000).

""Goldberg (1995: 37/39) points out that her analysis of constructional polysemy is amed at
capturing what has been traditionally been accounted for in terms of outputsof lexica rules. Note
that on the alternative account presented in this paper, no input and output of any sort is needed to
describe the different conventionalized senses associated with a verb. This means that there is no
need for lexical rules or constructionsin order to account for the distribution of conventionalized
argument realization patterns, because they are listed as such in the lexicon and do not need to be
generated in any way.

""For a more detailed outlineof such a proposal, see Boas (2000: chapter 8).
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Free Relatives as DPs

with a Silent D and a CP Complement

lvano Caponigro
University of California, Los Angeles

1. FreeRéativeClauses(FRs): a Definition

Free relative clauses (henceforth, FRs) are embedded clauseswith a gap in an
argument or adjunct position and a clause initial wh- element. The FRs | will
focus on in this paper are always tensed and occur in an argument or adjunct
position, with a distribution that looks like the distribution of DPs.! Some
examples of these FRs are given in (1), together with the sentences resulting
from replacing the FRs with DPs.

Q) | appreciate[rg What you did for me].
| appreciate[py your help].

SR

b. [+= W couldn't sleep enough] felt tired the following morning.

b. [ Theinsomniacs] felt tired the following morning.
c. You can't smoke [z Where thekidsare deeping].
c. You can't smoke [y there].

d. He opened the door [y When | was about to knock].
d. He opened the door [y then].

! This definition excludes FRs that are introduced by -ever wh- elementslike whoever,whatever  etc.
(cf. Tredinnick 1993), FRs that occur in didocated positions(cf. Groosand van Riemsdijk 1981 for
right-dislocated FRs in German and Dutch, and Sufier 1984 and Hirschbiihler and Rivero 1983 for
topicdized FRs in Spanish and Catalan), FRs that behave like free clausal adjuncts (cf. 1zvorski
2000a), and FRs that are tenseless (cf. Grosu 1994, Tzvorski 2000b). All these FRs show relevant
syntacticand semanticdifferenceswith the FRs | am consideringhere.



I will now briefly compare FRs with Headed Relative Clauses, since this
comparison has inspired much of the debate on the syntax of FRs that has
developed in generativelinguisticsin the last two decades.

2. FRs and Headed Relative Clauses{HRs)

FRs can be replaced and paraphrased by Headed Relative Clauses (HRs). But,
unlike HRs, FRs lack a head, that is they lack the overt nominal that precedes
HRs and is in a syntactic and semantic relation with the gapped position inside
HRs. For instance, the examplein (2)a |l likewhat | bought containsthe FR what
I bought. A quite natural way to paraphrase this FR would be with the HR the
thing(s) you bought, asin (2)b I like the thing(s) you bought, where the thingsis
the nominal head of the HR.

2 a FR:  llike[sg — what ou boughlﬁ
b. = HR: [Ilike[yn hethmggslwhlc you bought].
HEAD

Based on these distributional and semantic similarities, most scholars have
assumed that FRs are just a particular kind of HRs (e.g. Bresnan and Grirnshaw
1978, Groos and van Riemsdijk 1981, Larson 1987, Grosu 1994, among
others). The main problem for this approach and also the major point of debate
among its proponents is that the aleged head of a FR must be somehow
different from the head of HRs and something ad hoc must be postulated to deal
with this difference. Also, FRs are sensitive to matching effects while HRs are
not. For instance, (3)al bought with what I'll wrap it isill-formed because the
wh- phrase of the FR is a PP, while the correspondingHR in (3)b is perfectly
fine. | will say more about matching effectslater.

(8) Matchingeffects

a FR *1bought[pr [¢r withwhat] 'l wrapit].
b. HR: | bought [e the paper [rr with which] I wrapit].

3. FRs and Embedded Wh- I nterrogatives(wh-Qs)

I will now compare FRs and embedded wh- interrogative clauses or, wh-
questions (wh-Qs). These two constructions can look identical in form.
However, they alwaysdiffer in meaning. For instance, the FR in (4)a what you
bought looks identical to the wh-Q in (4)b what you bought, but they are



interpreted differently. (4)a can be paraphrased with (4)a' | like the things you
bought, while (4)b can be paraphrased with (4)b’ | wonder which things you
bought.

4 a | like [ what you bought].
a =1 Iike|fﬁe-|hingr.~:|gyou bought].
b. | wonder [ w4 what you bought].
b. = 1 wonder [which thing(s) you bought].

Focusing their attention on this identity in form, a few scholars (Acquaviva
1989, Rooryck 1994, Donati 1997)° argue that FRs have the same syntactic
structure as wh-Qs, that is FRs are bare CPs. The problem for this approach is
that something ad hoc must be postulated in order to account for the crucia
syntactic differencesthat there are between FRs and wh-Qs. In particular, FRs
never allow extraction out of them, while wh-Qs may, as shown in (5) for
Italian. Second, FRs show matching effects as we have aready seen, while wh-
Qsdo nat, asshown in (6) for Englizh”.

(5) Extraction(inltalian)

a FR: * Questesono e ragazze; che odio [gx Chi ha invitato e;].
Thesearethe girls that | hate[who invited ;).
c. wh-Q: Questesono le ragazze; che SO [wg.q Chi ha invitato e;].

These arethe girls; that | know [who invited e;].
(6) Matchingeffects

a FR  *Ibought g [+ with what] you could wrapit].
b. wh-Q: | wondered [+ [ With what] you could wrap it].

%] just received a copy of Izvorski 2000b and | have not had the time to read it carefully yet. From
what 1 have seen so far, she arguesthat the FRs we are considering are CP/DP. More precisely, when
the wh- phrase of FRs movesto Spec of CP, the head C doesnot project a maximal category. but it
isthewh- phraseitself which projectsits maxima category. DP. Thisis the crucia differencethat
distinguishesFRs from wh- interrogatives.

* Rizzi (1982: pp. 75-76, fn. 32) notices a further difference between FRs and wh-Qs in Itaian.
Gapping is alowed when wh-Qsare conjoined (cf. &), whileitisnot when FRs areconjoined (cf. b):

@ Non ho ancora capito chi ha telefonata a Maria e chi (ha telefonato) a Giuliana
I haven't understoodyet who called Mariaand who (called) Giuliana.'

(b) Ho punito chi ha telefonata a Maia e chi *(ha telefonato) a Giuliana
1 have punished who called Mariaand who (called) Giuliana.'
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4. Proposal: FRs=D+CP

Getting to my proposal, | think that the idea that FRs and wh-Qs are
syntacticaly very similar is correct. What | am going to propose is a more
articulated formulation of this idea, which can also account for the syntactic
differences between FRs and wh-Qs. | would like to suggest that FRs, like wh-
interrogatives, are wh-CPs. But, unlike interrogatives, they are not just wh-CPs.
Their structureis dightly more complex: FRs are DPs with a covert D that takes
awh- CP asits complement.” Thisis the structurethat isshown in (7).

(7)  Thestructureof FRs

Since D is covert, it must be licensed by some agreement co  gurdion.
Following Koopman 2000 among the others, | assume that covert elements must
enter in a Spec-Head relation with overt material in order to be licensed. Thus,
the wh- phrase of FRs further moves from the specifier of CP to the specifier of
DPinorder to licensethe covert head D.

5. Wh-WordsCrosdslinguistically

A cross-linguistic look at the use of wh-words seems to support the idea that
FRs areclosely related to wh-Qs.

The phenomenon of wh- elements introducing (free or headed) relative
constructions is quite common in Indo-European (cf. Smits 1989), and less
common among other languagefamilies(cf. the survey in von Bremen 1987).

* While | was finishing working on this talk, | found out that Alexiadou and Varlokosta (1996)
suggest avery similar syntactic structurefor free relativeson Modem Greek. Wilder (1998) assumes
such a proposa in discussingakind of FR that has been labeled " Transparent Free Relatives'.



Focusing on Indo-European languages, an interesting generdization seems to
arise, theonein (8):

(8)  Crosslinguistic Generalizationon Wh- Words
Whenever alanguage alows the wh- elementsthat introduce wh-Qsto
alsointroducerelative constructions, it always doesso with FRs®. HRs,
instead, can be introduced by elementsthat are morphologicaly
unrelated to interrogative wh- words.

In other words, you can find either languages like English® that use basically
the same set of wh- elements to introduce FRs, HRs and wh-Qs, or languages
like German and Italian that use wh- elements to introduce FRs and wh-Qs,
while HRs areintroduced by morphologicaly unrelated elements. Crucialy, you
never find languagesthat use wh- elements with wh-Qs and HRs, but not with
FRs.

These crosslinguistic observations suggest at least two conclusions. First, FRs
cannot be just a subset of HRs, otherwise we would expect them to be
introduced by exactly the same class of elementsin al languages. Second, FRs
seem to be directly related to wh-Qs since they are introduced by the same
elementsin al languages, while HRs are not.

6. Other DPs with a CP Complement

Let's now go back to the assumption that DPs can also take CPs as their
complements. | would like to show that there is quite a bit of evidence that this
optionisindependently made available by the grammar for other constructions.

61  Spanish

Spanish, for instance, has a construction where a definite determiner is
immediately followed by the complementizer que, asshownin (9).

()  [oe[pEl [cr ue no trabajal] no come.
the-MASGSG that not works not eats

"The one who does not work doesnot edt.'

The distributionand interpretation of thisconstructionare very similar to those
of FRs, as you can see by comparing (9) with the correspondingFR in (10).

* In a few languages, the wh- elements of FRs can or have to carry an affix that looks like the
definitearticle(e.g. Modem Greek and Bulgarian).

¥ Diachronically, FRs are aready attested in Old English a the beginning 13* century, while
restrictive HRs introduced by wh-elements became common in the16™ (cf. von Bremen 1987).



(10) [oelpel [» quienno trabgal] no come.
who not works not eats
"The one(s) who do(es) not work do(es) not et.’

Although Spanish pronouns can be homophonous with defmite determiners,
there is evidence that D in (9) is a definite determiner and not a pronoun
(cf. Plann 1980). For instance, lo in (11) can be interpreted only as [- human].
The same is true for the defmite determiner lo in (12). The homophonous
pronoun lo in (13), instead, has different properties, since it can be both [-
human] and [+human).

(1) [pelpLo] [rrquetu crees]] no es cierto.
the  that you believe not is certain
"The thing(s) you believe is/are not certain’

(12) lo bueno
the good
'the good things
(13) Lo i
it/him saw-1sg
'| saw it/him'
62 Wolof

A second interesting piece of evidence comes from Wolof, a West-Atlantic
language spoken in Senegal and Gambia. Wolof has headless relative clauses
that can optionally occur with defmite determiners, as shown in (14) (Harold
Torrence p.c.). Thisconstructionreally lookslike a D with a CP complement, if
you consider that defmite determinersare alwayspost-nominal in Wolof.

(14)  door-naa[ny [+ ki nga bege] [o(kil]]
hit-1sg rel 2sg.subj love the
"I hitwho you love"

63. Other languages

More generally, it has been claimed that in many languages an overt D can
combine with CP to form a DP, especially in argument position. For instance,
this what Williamson 1987 claims for some constructionsin Lakhota, Zaring
1992 for ce que constructionsin French, Roussou 1994 for Greek, Donati 1995



for factive clauses in Spanish, and Adger & Quer (no date) for Basque. Also,
Kayne 1994 and Bianchi 1995 argue that headed relative clauses are DPs with
an overt D that takes a CP complement.

In conclusion, there seems to be independent evidence that the optionfor some
determinersto take a CP complement is independently availablein the grammar.

7. Derivingthe Syntactic Propertiesof FRs

In thelast part of thispaper, | would like to show how some of the propertiesof
FRs | mentioned at the beginning can be accounted for by the syntactic structure
I am proposing. Let's start with the distributional facts.

71 Distribution

Earlier we noticed that FRs have the same distribution as DPs. Now we can
easily explain why. FRs have the same distribution as DPs because they are
DPs.

711 PPfree relatives?

The FRs introduced by where and when are not counterexamples to the claim
above. It istrue that they can occur where only PPs can occur, as shown in (15),
but they can aso occur in positionswhere DPs are usualy preferable, as shown
in(16):

(15) a Hewasborn [yx wherel grew up].
d  Hewasborn [prin my hometown]/ *[nr my hometown].
b. I wenttoParis[zx when| was young].
b'. | wentto Paris[grin my childhood]/ *[ne vy childhood].
(16) [rr Where | grew up] wasarealy small town.

I

[nr My hometown]/ *[ ¢ IvTx my hometown] was areally small
town.

b. I thought about [gr when | was young].
b. | thought about [ miy childhood]/ * [ i my childhood].

The FRs introduced by where and when seem to behave like the expressions
there, yesterday, last year, this nor ni ng, the day before, etc. These expressions
can act as either DPs or PPs, depending on the context. Like DPs, they can be
complementsof a preposition, as shown in (18). But they can also occur where
overt PPs can, asshown in (17).



(177 a Hewashorn[nythere].
d Hewasborn[gsin my hometown]/ *[ne my hometown].

b. | went to PariS[m-lag year]

b. | wentto Paris[ppin my childhood]/ *[x my childhood].
(18) a  [nrTherz] isrealy small.

d  [pr My hometown]/ *[r in my hometown] isreally small.

b. | thought about [z yesterday].

B | thought about [ty childhood]/ *[p in my childhood)].

Following Larson 1985, | conclude that these expressions are DPs that also
allow an adverbial interpretation. The same, | think, is true for FRs that are
introduced by where and when. Syntactically, they are DPs; semantically, they
can be interpreted aseither DPs or PPs.

7.2. Extraction

About extraction, we noticed earlier that no element can be extracted out of a
FR. Now we have areason for this. FRs are " complex nominals’, that is they are
DPs with a CP inside. Extraction out of "complex nominals' is always blocked,
as aready noticed by Ross 1967. Any principle that would account for this
generalizationwould al so account for the ban on extractionout of FRs,

7.3. Maitchingeffects

Let's now go back to the "matching effects” that | briefly mentioned at the
beginning of thetdk Unlike HRs and wh-Qs, FRs must satisfy a restriction that
is usually called "categorial matching"”. In brief: only wh- phrases of category
DP can occur in FRs. In other words, the syntactic category of the FR and the
syntactic category of its wh- phrase have to match.-For instance, (19)a | bought
what | need is well formed since the wh- element of the FR what | need is the
DP what. (19)b | bought with what I'll wrap it, instead, is ungrammatical
becausethe wh- element of the FR with what I'll wrap it isthe PP with what.

(19) a | bought [oe [me Whai] | needed)].
b. I bought [ [rr with what] Pl wrapiit].

How can we account for categorial matching? As we aready saw, the covert
head D of FRs must be licensed by some phrase in its Spec position. Now, it is
plausible that D can only be licensed by a phrase of the same category, that is
something of category D. It follows that the wh- phrase of FRs, the only
availablelicensor for D, must be aDP.



8. On theNatureof theCovert D of FRs

Before concluding, | would like to speculate a little bit on the nature of the
covert D that | assume occursin FRs. My tentative hypothesis is that the covert
D occurs in FRs for purely syntactic reasons, like some sort of expletive
determiner. The reason may be that bare CPs can occur inside| P only if they are
specifically selected as such, asin the case of wh-Qs.

This hypothesis predicts that if a language allows FRs to occur in positions
where DPs can not occur or do not need to, we should observe at least two
consequences. 1) Since those FRs would no longer need a covert D, they would
be plain wh- CPs and we would expect them not to show matching effects. 2)
Since the covert D is an expletive, it is semantically empty and we would expect
those FRs to receivethe sameinterpretationas the FRs witha covert D.

These predictions seem to be borne out, at least for Spanish and Cataan.
Topicalized free relativesin Spanish and Catalan (cf. Hirschbiihler and Rivero
1983; Sufier 1984) allow matching effects to be violated and are interpreted
similarly as the FRs in non-did ocated positions, as shown in the example below.

(20) Spanish (Sufier (1984: 365))
[wr [¢r Con quien] me quiero casar] Ce ni meda lahora.
withwhom me want to-marry that-one not-even me gives the time
The one | want to get married to, that one doesnot even know that |
exist.'

9. Concluson

In this paper | suggestedthat a certainkind of FR, the onesthat are tensed, have
bare wh- elements, and do not occur in dislocated positions, these FRs have the
syntacticstructure of DPs with acovert D and awh- CP complement.

| showed that this approach can directly account for the distribution of FRs,
the ban on extraction and matching effects, since al these propertiesare related
to the presenceof the covert head D.
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Case, Animacy, and Word Order in Korean

Sae-Youn Cho & Myong-Hi Chali
Honam University Chonnam National University

1 Introduction

It is a well-known fact that arguments can easily be scrambled out of a VP-
complement or an S-complement in Korean and Japanese as long as they
precede their head. However, it is also true that not al arguments can be
scrambled out of a VP- or an S-complement. To distinguish whether or not an
argument is scrambled, Kuno (1980) proposed the so-caled Crossing-Over
Congtraint (COC) which says that the word order of two NPs with the same case
is difficult to switch in Japanese. Chung (1998) also adopted a similar case
congtraint in the analysis of scrambling in Korean. The COC seemsto provide
an explanation for various scrambled constructions. As illustrated in {17, the
COC enables us to correctly predict that the two NPs, Mary-ka and wysa-ka
‘doctor’, cannot be scrambled because they share the same case.

() a May-ka uysa-ka toyess-ta.
Mary-Nom doctor-Nom  became-Decl
'‘Mary becameadoctor.'
b. *Uysa-ka Mary-ka toyess-ta

On the contrary, the previous analyses based on the COC cannot account for
the reason that there is adifferencein scrambling possibilitiesbetween sentences
in (1) and (2), whose two NPs bear the same case.

(2) a John-i Mary-Iul ton-ul cwuess-ta.
John-Nom Mary-Acc  money-Acc gave-Decl
‘John gave Mary some money.'



b. John-i ton-ul Mary-lul cwuess-ta.

The two NPs with the same case in (2a), Mary and ton ‘'money’, should not be
scrambled under the previousanalyses, but they CAN be scrambled as shown in
(2b). This fact suggests that the previous analyses based on the COC by Kuno
(1980) and Chung (1998) are not sufficient to explain the scrambling
phenomenon in Korean.

In order to appropriately account for this phenomenon, a theory must answer
what constraints we need to restrict the possbility of scrambling among
arguments’ To answer this question, we propose that unlike the previous
analyses, not only the surface case but also al the possible cases of an NP
should be considered. We also suggest that information on " animacy" of NPs
playsan important role.

To support our proposal, we present a new analysis on the scrambling
phenomenon in the framework of Head-Driven Phrase Structure Grammar
(HPSG) in section 2. In section 3, we show that our newly proposed theory can
provide a simpler explanation for various scrambled sentences in Korean. We
will conclude this paper with a discussion on the theoretical implications of this
proposal in section 4.

2 A Proposal

21 Potential cases

Current syntactic theories including Pollard & Sag (1987, 1994) consider the
value of CASE to be monadic. On the contrary, we propose here that the value
of CASE should be more complex to account for various scrambling data in
Korean. To motivate this, we need to reconsider the data in (1) and (2) above.
Though the two NPs, Mary and uysa in (1) and Mary and ton in (2), appear to
carry the same case, there is a grammatical difference between the two
scrambled sentences contrary to the previousanalyses. In fact, the first NP Mary
in (1) isdifferentfrom Maryin (2) in that the NP Mary has different possibilities
in case alternation with respect to itshead (Cf. Lee & Cho (1998)). The first NP
in (3), which does not alternate its case, cannot be switched with the second.
However, the first NP in (4), which aternatesits case between Nom and Dat, is



rather freely scrambled with the second. This observation enables us to assume
that the values of case that an NP may possibly have with respect to its head
may differentiatethe scrambling possibilitiesamong NPs.

(3=(1)) a. Mary-ka/*eykey uysa-ka toyess-ta.
Mary-Nom/*Dat doctor-Nom became-Decl
'‘Mary becameadoctor.'

b. *Uysa-ka Mary-ka toyess-ta.
(4=(2)) a John-i Mary-lul/eykey ton-ul cwuess-ta.
John-Nom  Mary-Acc/Dat money-Acc  gave-Decl
b. John-i ton-ul Mary-lul cwuess-ta.

‘John gave Mary some money.'

If itistruethat thisdifferencein case aternation isacrucial factor in deciding
the scrambling possibilities, then we need to postulate a new concept of casg, i.e.
Potential Case (PC), in addition to the existing Realized Case (RC). We propose
that PC has as its value a list of dl the cases an NP may possibly bear with
respect to its head, and that RC has asits valuea list of the actually realized case
markerson the nomingl, asin (5).

(5 CASE | P(OTENTIAL) C(ASE) <...[l},...> :I ]
noun R{EALIZED) C({ASE) <11k

Under this proposal, the sentences (3) and (4) can be informally represented
as in (3) and (4’). The NP Mary in (3’a), which does not alternateits case, has
<Mom=> for the PC value so that it cannot have <Dat> for the RC value by the
definition of (5), as in (3’b). The other NP uysa aso has the same valuefor PC,
i.e. <Nom>; Therefore, two NPs cannot be switched, asin (3°¢). In (4") the first
NP Mary, which aternatesits case, has <Acc, Dat> as the value for PC, so it
may have <Ace> or <Dat> for the RC value as in (4’a) and (4°b) respectively.
The other NP ton has as the valuefor PC the list <Acc>, which isdifferent from
that of Mary, and therefore the two NPs can be switched, asin (4°c).

(3) a Mary-ka uysa-ka toyess-ta.
-[PC =Hom=] -[PC <Nom>] became-Decl
[RC <Nom>] [RC <Nom>}]



b. * Mary-ka uysa-ka toyess-ta.

-[PC <Nom>] -[PC <Nom>} became-Decl
[RC <Dat>] [RC <Nom>]
C. *Uysa-ka Mary-ka toyess-ta.
-[PC<Nom>] -[PC <Nom>] became-Decl
(4) a John-i Mary-lul ton-ul cwuess-ta.
-Nom -[PC<Acc,Dat>] -[PC<=Acc=] gave-Decl
[RC <Acc=] [RC <Acc>]
b. John-i Mary-eykey ton-ul cwuess-ta
-Nom -[PC<Acc,Dat>] -[PC<Acc>] gave-Decl
[RC <Dat>] [RC <Acc>]
¢. John-i ton-ul Mary-lul/eykey Cwuess-ta.

Given this new concept of potential case, we can make a generalizationasin (6).

(6) Generalization1
Two NPs cannot be scrambled when they have the same Potential Case value.

22 Realized case and animacy

Although the differencein scrambling possibilitiesbetween (3) and (4) could be
accounted for in terms of the potentia caseof an NP, RC also playsan important
role in deciding the possihility of scramblingin the psych-predicate construction.
In (7a), the first NP May alternatesits case and has a different PC value from
that of the second NP John asin (4'). Therefore, the two NPs would be expected
to be freely scrambled under Generalization 1 above. However, this is not the
case. Sentence (7b), where the two NPs, Mary and John, carrying the same RC
value are switched, is ungrammatical; while (7¢), where the two NPs with
different RC values are switched, is grammatical. The grammatical difference
between (7b) and (7¢) demonstratesthat RC is also a factor in deciding the
possibility for scrambling.

(7) a Mary-ka/eykey John-i mwusep-ta.
~[RC <Nom>/<Dat>] -[RC <Nom>] scared-Decl
[PC <Nom, Dat>] [PC <Nom>]

'Marv isscared of John''



b. * John-i Mary-ka mwusepta
John-[RC <Nom>] Mary-[RC<Nom>]  scared-Decl

c. John-i Mary-eykey mwusep-ta
John-[RC <Nom>] Mary-[RC <Dat>]  scared-Dec

In addition to RC, information on the animate status of NPs should also be
considered. Without information on " animacy"* of NPs, we might have difficulty
explaining the reason why the two NPs in (4’a) can be scrambled even when
they have the same RC value while those in (7a) cannot. More specifically, we
may represent the sentences in (4’a) and (78) as in (8d) and (9a), with added
informationon ""animacy" of the relevant arguments. The two NPs in i#a}, Mary
and ton ‘'money’, are differentin their animate status and can be scrambled with
each other even when they have the same RC value as in (8b). In contrast, both
NPs in (9a), Mary and John, are identical in their animate status and cannot be
scrambled with each other when they have the same RC value, asin (9b).

(8=(4’))a John-i  Mary-lul/eykey ton-ul cwuess-ta.
-Nom [PC <Acc, Dat>] [PC<Acc>] gave-Decl
[ANT 4 | [ANI - )
b. John-i Mary-lul ton-ul cwuess-ta
-Nom [RC <Ace>] [RC <Acc>] gave-Decl
[ANI  + ] [ANI - |
‘John gave Mary some money.'
(9=(7)) a. Mary-ka/eykey John-i mwusep-ta.
M-[PC <Nom, Dat>]  J}[PC <Nom>] scared-Dec
[ANI  + ] [ANI + ]
b. * John-i Mary-ka mwusepta.
J[RC =Mom=] M-[RC <=Mom=> ] scared-Dec
[ANI + ] [ANT + ]

The observation above enables usto make another generaization asin (10):

(10) Generalization2
Two NPs cannot be scrambled when they have the same values for both
Redlized Case (RC) and ANIMACY (ANI).



These two generaizationsalow us to correctly predict the grammaticality of
variousscrambled sentences, which will be explored in section 3.

23 Theoretical background

Before we account for further scrambling data, we briefly state the feature
system related to case and the scrambling mechanism assumed in this paper, and
discuss how the two generalizationsabove can be implemented into the current
HPSG framework.

Asillustrated in (11}, our analysisconsidersCASE to havetwo attributes, i.e.
PC and RC. The PC value is alwaysat least length 1 while the RC value can be
empty or more than length 1, and the element of the RC value must appear in the
PC vaue. In addition, ANI has the boolean value.

Asfor the scrambling mechanism, we adopt the Domain theory by Reape (1994},
assuming that as long as the two generalizationsabove and the head-find rulein
(12) are observed, an NP in a domain can be freely scrambled with another NP
in the higher domain. Under the Domain theory, the two generalizationscan be
implemented into two different constraintsasin (13), specifyingwhen the order
of NPs isfixed.

(12) Head-final Constraint: [ ] = head
(13) a PCConstraint: smamt[NPA[PC a]] <  domain2[NP,[PC &l
b. RC and ANI Constraint,
domain i[NP [RC [, ANI [1]]] < semu[MP2{RC B, ANI  [1]]]
wheredomain 1 is higher than domain 2

Once the word order of two NPs isfixed in termsof the three constraintsin (12)
and (13a-b), the fixed word order must be kept in a higher domain of the
sentence.



For comprehensibility, we demonstrate how the CASE feature system and the
scrambling mechanism assumed here work for sentences (3) and (4). Given the
CASE system and the scrambling mechanism including the three constraints, we
can informally represent (3) and (4) asin (14) and (15), respectively. In (14), the
NP uysa in the lower domain (domain 2) must follow the NP Mary-ka in the
higher domain (domain 1) by the definition of the PC Constraint in (13a),
because the two NPs share the same PC value, i.e. <Nom>. On the contrary, in
(15) Mary-lul and ton-lul can be switched with each other, as long as they
precede the head cwuess-ta. Since both NPs do not share the PC value or the
ANI value, their order isnot fixed by any constraintsin (13).

(14) 8. jomsiei[Mary-ka somuina|Uys8-ka toyess-ta]).
-[PC <Mom:= ] -[PC =Mom= ) became-Decl
[RC <MHom= ] [RC <Mom= ]
[ANMI + ] [ANI + ]

'Mary becameadoctor.'
b. *[Uysa-ka Mary-ka toyessta]

(15) @ John-i e[ Mary-lul somainz{t00-ul owuess-ta]].
JNom M-[PC<Ace,Dat>] money-[PC =Aee= ] gave-Decl
[RC <=Acc> ) [RC <Acc= ]
[ANI  + ] [ANI - ]
‘John gave Mary some money.'
b. John-i ey [ 0= Mary-lul cwuess-ta)

So far, we have provided some empirical data to support our claim that we
should consider PC as well as RC, and the animate status of NPs in order to
account for the scrambling phenomenon in Korean. On the basis of this, we
could capture the two generalizationsimplemented into (13). We will show in
the next section that our analysisis a solution to the scrambling factsin Korean,
by demonstratinghow well our theory works for further scrambling data.

3 DataAnalysis

31 Double accusative construction



Given the new concept of case and the constraintsabove, our analysisprovidesa
simpler explanation for the scrambling facts in the so-called double accusative
construction. Though the sentences contain two NPs with the same accusative
case marker -, their scrambling possibilitiesare different.

The two NPs in (16a), namwu-lul 'tre€ and kaci-lul 'branch’, cannot be
scrambled as in (16b) whilethose in (17a), Mary-Iul and ton-ul 'money’, can be
switched asin (17b).

(16) a  John-i domsmi [RAMWU-Tul o T Raek-lal ca-lasstal]]
John-[RC <Nom>] tree-[RC <Ace>] branch-[RC <Aee>]  cut-Pst-Decl
[PC <Nom>] [PC<Ace>] [PC <Acc>]
[ANT +] [ANT -] [ANT -]
‘John cut a branch of thetree.'
b. * John-i [kaci-lul namwu-lul cal-lass-tal
John-Nom  branch-[RC <Acc>] tree-[RC <Acc>] cut-Pst-Decl
(17) a John-i domaint [ Mary-tul N T cwu-ess-ta.]]

JRC <Nom>] M-[RC <Ace>] money-[RC <Ace>]  give-Pst-Decl
[PC <Nom>] [PC <Acc, Dat>] [PC <Acc>]

[ANI  +] [ANI +] [ANI -]
‘John gave money to Mary.'
b. John-i [ton-ul Mary-Iul owu-essta]
JRC =Mom=] money-[RC<Acc>] M-[RC <Acc>] give-Pst-Decl
[AWI - ] [AMI + ]
¢. John-i [ton-ul Mary-eykey cwu-ess-tal]
JRC <Mom=] money-[RC<Acc>] M-[RC <Dat>] give-Pst-Decl
[AWI -] [AMI + ]

This grammatical difference is hard to explain under the previous RC-based
analyses because the two NPs in each example have the same case value.
However, the differenceis easily explained under our analysis. The two NPs in
(16), namwu and kuci, have the same value not only for PC but also for RC and
AN, so the order of the two NPs should be fixed in termsof both constraintsin
(13). Hence, the scrambled sentence (16b) is correctly predicted to be
ungrammatical. In contrast, Mary in (17a) can aternate its case between Acc (-
lul) and Dat (-eykey), s0 it has for the PC value the list <Acc, Dat>, which is
different from that of ton, <Acc>. For this reason, the PC Constraint is not



applicableto this example. In addition, since the two NPs have different vaues
for ANI, they can befreely scrambled regardless of the RC values. Consequently,
the sentences (17b,¢) are predicted to be grammatical, because the RC and ANI
Congtraintis not applicableto those NPs.

32 Seltukha- 'persuade’ construction

The verb seltukha- 'persuade’  subcategorizesfor two NPs and a VP to be a
complete sentence. As shown in (18a), seltukha- takes John as subject, Mary as
object, and Tom-eykey/ul ton-ul cwu-lako as VP complement. The VP
complement headed by ¢wu- 'give’ hastwo object NPs, Tom-eykey/ul and ton-ul.
In this case, Tam subcategorized by ewu- and Mary subcategorized by seltukha-
cannot be switched as in (18b) while the two NPs, ton subcategorized by cwu-
and Mary subcategorized by seltukha-, can be scrambled asin (18c).

(18) a. John-i [Mary-eykey/lul [ Tom-eykeylul ton-ul cwu-lako] seltukhayss-ta]
John-  Mary- Tom- money- give-Comp persuaded-Decl

[RC <Dat>/<Acc>] [RC <Dat='<Acc=] [RC <Acc>]

[PC <Dat, Aee=] [PC<Dat, Ace>] [PC <Acc>]

[ANI + 1 [ANI + ] [ANI - ]

‘John persuaded Mary to give money to Tom.'

b. *John-i [Tom-eykey/ul Mary-eykey/lul ton-ul cwu-lako seltukhayss-ta)]
c. John-i  [ton-ul Mary-eykey/lul Tom-eykey/ul cwu-lako seltukhayss-ta]

The previous analyses cannot explain why the two NPs, Tan and Mary in
(18b), cannot be scrambled with each other even when they have different RC
vaues. Furthermore, the RC-based approach faces difficulties accounting for
why the two NPs, Mary and ton in (18c), can be scrambled with each other,
though they have the same RC value. However, our anaysis can predict that the
scrambled sentence (18c) is grammatical whereas (18b) is ungrammatical. As
illustrated in (18a), the second NP Mary and the third NP Tam have the same
vaue for PC, because they hoth aternate their cases. Therefore, the two NPs
cannot be scrambled in terms of the PC Constraint in (13a). In contrast, the
fourth NP ton can befreely scrambled with other NPs in the given sentenceasiin
(18¢) because it does not share a value for PC or ANI with other NPs. The fust
NP John does not share the PC vaue or RC value with other NPs, so it can also



be scrambled with other NPs.
3.3 Yaksokha- '‘promise’ construction

The verb yaksokha- 'promise’ in (19) subcategorizesfor two NPs and a VP-
complement. In thisconstruction, when the NP Tam in the VP complementhasa
dative marker, it cannot be switched with Mary, as in (19b). When it has an
accusative marker, it can be switched with any NP, asin (19¢).

(19) a John-i Mary-eykey [Tom-eykey/ul ton-ul cwukeyssta-ko] yaksokhan-ta.
John- Mary- Tom- money- give-Comp promises-Decl
[PC <Nom>] [PC =Dai=] [PC <Dat, Acc>] [PC <Acc>]
[AHT  +] [ANI +] [AMNI +] [ANT -]
‘John promisesMary to give money to Tom.'
b. * John-i Tom-eykey Mary-eykey ton-ul cwukeysstarko  yaksokhan-ta.
[RC <Dat>] [RC <Dat>]
[ANI  +][ANI +]
c.2ohn-i Tom-ul  Mary-eykey ton-ul cwukeyssta-ko yaksokha-n-ta.
[RC <Acc>] [RC <Dat>]
[ANI  +][ANI +]
d. Mary-eykey John-i ton-ul Tom-eykeylul cwukeyssta-ko yaksokhan-ta.
[PC <Nom>] [PC <Acc>]
[ANI F][ANT -]

Under our analysis, the scrambling factsin this construction can be explained
as follows. As illustrated in (19), the second NP Mary and the third NP Tam
have different PC values, so they are not constrained by the PC Constraint.
However, since the two NPs have the same value for ANI, they cannot be
scrambled with each other when they havethe samevauefor RC asin (19b), by
the definition of the RC and ANI Constraint. On the contrary, in (19¢), where
the two NPs, Mary and Tom, have different RC values, they can be scrambled
because there are no constraints to restrict their scrambling. As in (19d), other
NPs, John and ton, can be freely switched becausethe former does not share the
PC valuewith othersand the latter does not share the PC and ANI values.



34 Mit- ‘believe’ construction

Verbs like mit- 'believe’ or sayngkakha- 'think' may have two different
subcategorizations. Namely, this verb subcategorizesfor either an NP and a
clause as in (20a) or two NPs and a VP-complement as in (20b). While the
nominative NP Mary-ka in the embedded sentence cannot be switched with the
NP John-i in the main clause, as in (20c), the accusative NP Mary-Iul can be
switched with John as in (20d).

(20) a [John-i [Mary-ka  papo-lako] mit-nun-Wsayngkakha-n-ta]
J[PC <Nom>] M-[PC <Nom>] idiot-Comp believe/think-Pres-Decl
‘John believes/thinks Mary to bean idiot.’

b. John-i [Mary-lull [papo-lako]  mit-nun-Wsayngkakha-n-ta.
[PC <Nom>] [PC <Acc>]
c.*Mary-ka  John-i papo-lako  mit-nun-talsayngkakha-n-ta.

[RC<Nom>] [RC <Nom>]

[ANI +] [ANI +]

d. Mary-lul  John-i papo-lako mit-nun-Wsayngkakha-n-ta.
[RC<Acc>] [RC <Nom>]

[ANI  +] [ANI +]

The scrambling data are also accounted for under our analysis. Because the two
NPs in (20a), John and Mary, have the same PC vdue, aswell as the same RC
and ANI values, they cannot be scrambled with each other via both the PC
Constraint and the RC and ANI Constraint. In contrast, when Mary has <Ace=>
for the PC and RC value, it can be switched with the nominative NP John
becausethey are not subject to any constraintsasin (13).

4 Conclusion

It is awell-known fact that the Korean language has various case markersand is
a free word order language. Many linguists believe that there might be some
relationship between the case markers and the scrambling possibilities. To
exploit this relationship, Kuno (1980) and Chung (1998) have proposed the so-
called COC constraint that is interpreted as the RC-based constraint under our



analysis. Though the RC-based approach could provide an explanation for some
scrambling facts in Korean and Japanese, it is argued that the theory is till
insufficientto cover the empirical data presented above.

Hence, we have proposed a new concept of case and scrambling mechanisms
to account for more scrambling data in Korean. In doing so, we claim that in
addition to the Redlized Case (RC) of an NP, information on al the Potentia
Cases (PC) that an NP may possibly have with respect to its head is needed.
Moreover, we found that information on " Animacy (ANI)" of an NP should also
be considered. With this new concept of case system, we could capture the two
generalizations from various scrambling data and implement them into the two
LP congtraints: the PC Congtraint, and the RC and AMI Constraint. These
constraints might be interpreted as one of our processing strategies. When a
given sentence is ambiguous, we tend to regard the sentence as an unscrambled
one. That is, though NPs are freely scrambled in Korean aslong as they precede
their head, the freedom of word order can be fixed when scrambling may cause
ambiguity in interpretation. It is clear that this tendency is formally expressed
within the two constraints.

If our approach based on the new concept of case and the scrambling
mechanism ison the right track, further scramblingdatawould be expected to be
accounted for without additional tools.

Notes

! In this paper, wedo not deal with the scrambling phenomenon between adjunctsand arguments.
So the scrambling possibility between adjunctsand argumentsin sentencessuch as the Double
NominativeConstructionremainsfor further study. (Cf. Cho (1999))

* Urushibara (1991) argued that the K orean dative case marker ‘-eykey’ should be a postposition
marker, rather than a case marker. If her claim iscorrect, (11) can be modified as in (A). However,
westill regard the marker ‘-eykey’ as Dat in this paper.

(A) P <)
PastPosition “[Zf
Realized Marker <([2]),([1))>
marker | AN boolean
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The Syntax and Semantics of NPI Licensing

in Korean

Young-Sk Choi
Univer ity of Southern California

1 Introduction

Researches on the negative polarity items (NPIs, henceforth) in Korean have
been primarily centered on argument NPIs such as amwuto (anyone) and
amwukesto (anything)), which can appear only in the negation and before clause.
We contribute to broaden its perspective by introducing the adverbial NPI, te
isang (any more), which shows broader distribution than argument type NPIs,
and proposethe syntax and semanticsof NPI licensingin Korean.

1.1 Themor phology of the NPIs

The argument NPI consistsof amwu (any), N and to (even) morphologicaly, and
N occasionally does not realize phonologically, in which case the NPI is
construed as referring to a human being. Thus amwuto (anyone) refers to a
human being, while amwukesto (anything) refersto theinanimate object, sincein
the latter kes (thing) refers to an inanimate object.” Meanwhile, the adverbial
NPI te isang (any more) is typicaly the one, which does not indicate its NPI
statusmorphologically (see Chung (1993) and Lee (1999), among others).

1.2. Thedigtribution of the NA S

Now let us turn to the distribution of the two types of NPIs in Korean. As
opposed to English NPIs, which can appear in various contexts, which Klima
(1964) calls affectiveasin (1), Korean NPIs cannot appear in some of these
environments.



(1) a John did not see anyone.
b. Before anyonecame, John left hisoffice.
¢. | doubt anyone cameto the party.
d. If anyonecomes, | will introduce him to my instructor.
e. Everyonewho knows anything about John wasinvited to his party.
f. John runsfaster than anyonedoes.

The argument NP amwuto (anyone) can appear in the negation and before
clause, but not the other environmentsas shownin {23.**

(2) a John-un amwuto mannaci an haessta
JTOP anyone meet NOTdid
‘John did not meet anyone
b. [+ John;-i  amwuto manna-ki ceney] ku;-nun ttenaessta
JNOM  anyone meet  before he-TOP |eft.
'‘Before John met anyone, heleft’
¢. * Na-nun [=¢ JOhn-i amwuto mannessnun-ci ] uysimsulepta.
I-TOP JNOM anyone met-COMP doubt
'l doubt that John met anyone
d. *[ cpamwuto  onta-myunl  John-nun cip-ey  kalkesita.
anyone  come-if JTOP home-to  will go
'If anyonecomes, Johnwl go home
e *luplip amwuto coaha-NUN] salam motwu-ka] paty-ey owessta
anyone like-NUN every man-NOM  paty-to came
'Every man anyonelikes cameto the party.'
f. *Mary-nun [pamwuto sayngkakhaess-tun kes]  pota
M-TOP  anyone  thought-TUN KES than
hwelssn te ttokttokhata.
far iS smarter
'Mary isfar smarter than anyonethought so'

The adverbial NPI ze isang (any more) on the other hand can appear in most of
the affective environments except for the relative clause headed by the universal
quantifier and the comparativeconstruction, asshownin (3). *

(3) a John-un teisang chayk-ul  ilkci an haessta.
JTOP  any more book-ACC read NOT did
‘John did not read booksany more
b [cp John-i ku chayk-ul teisang ilkki ceney] Jane-i ttenaessta
JNOM that book-ACCany more read before JNOM left
‘ Before John read the book any more, Janeleft'



¢. Nanun [-p John-i  Mary-lul  teisang mannanunci] uysimsulepta
I-TOP  JNOM M-ACC any more meet-COMP  doubt
I doubt that John meetsMary any more’
d.[cpJohn-i  kuchayk-ul  teisang ilknunta-myun ],
JNOM that book-ACC  any more  read-if
Nanun kukes-ul Mary-eykey pillyecukeessta
I-TOP it-ACC  M-to will lend
If John readsthe book any more, | will lend Mary the book'
€. T[up [p kv chayk-ul teisang  ilkesstun] salam motwu-ka)
that book-ACC anymore  read-TUN every man-NOM
ku chayk-uy ceca-lul piphanhaessta
that book-POSS  author-ACC criticized
‘Every nman who read the book any morecriticizedits author.’

f. Mary-nun [pJohn-i  te isang sayngkakhaess-tunkes] pota
M-TOP JNOM any more  thought-TUN KES than
hwdssn te ttokttokhata
far is smarter
'Mary isfar smarter than John thought any more.’

2 TheSemanticsof NF licenangin Korean

The fact that Korean NPIs cannot occur in some environments where English
NPl can dtill appear may lead one to wonder what will be a correct
generalizationfor Korean NPIs in terms of semantics. For thisone may think of
a coupleof options.

21 Mathematical function types

Chung (1993) adopts the mathematical function types by Zwarts (1990, 1998),
whose essential idea is to divide monotone-decreasing function into severd



function types as in (5) to account for the cross-linguistic variation of the
distribution of various types of NPIs. Chung arguesthat te isang (any more) is
semantically licensed by the anti-additivefunction.

(5) a Monoatone-decreasing: iff f(X v Y) = f (X) Af (Y) and f (X) v T (Y) = f
XaAY)
b. Anti-additive: iff f(XVvY) < f(X) A f(Y)
C. Anti-morphic: anti additiveplusf(X a Y) — f(X) v f(Y)

Chung's (1993) claim is not correct, since some of the adversative predicates
such as nollapta (be surprised) and yukamsulepta (be sorry) in Korean, whichis
anti-additive as illustrated by the inference pattern in (6-7) till cannot license
the NPl as illustratedin (8).

(6) a Na-nun John-ina Mary-ka hakkyo-ey otani nollapta. &
[-TOP J-or M-NOM  school-to come besurprised
‘| amsurprised that John or Mary came to school'
b. Na-nun John-i hakkyo-ey otani nollapko kuliko
[-TOP JNOM school-to come besurprised and
Mary-ka hakkyo-ey otani nollapta
M-NOM school-to come be surprised
I am surprised that John cameto school and surprised that Mary cameto
school'
(7) a Na-nun John-kwa Mary-ka  hakkyo-ey otani nollapta. =
[-TOP Jand M-NOM school-to come-COMP besurprised
1 amsurprised that John or Mary came to school'
b. Na-nun John-i hakkyo-ey ota-ni nollapkena
[-TOP JNOM school-to come besurprised-or
Mary-ka hakkyo-ey ota-ni nollapta.
M-NOM  school-to come-COMP before
I am surprised that John cameto school or surprised that Mary cameto
schoal.!
(8) ?* Narnun[gJohn-i  Mary-lul  teisang mannata-ni] nollapta
[-TOP  JNOM M-ACC anymore meet-COMP issurprised
'l am surprised that John megtsMary any more’

Furthermore, Chung cannot provide any function type for the Korean argument
NPI in (4) either. Thusit is skeptical whether the mathematical function types
can bea useful tool accounting for the NPIs in Korean.



2.2 Downwar d entailment

Interestingly, the environments in (4), where Korean NPIs can occur mostly
shareasemantic property of downward entailment by Ladusaw (1980). *

Asan dternativeof mathematical function types, let us thussuggest downward
entailment for the semantic licensing of NPIs in Korean. The definition of
downward-entailing function, together with upward entailingfunctionis givenin

.

(9) a Forany sets X, Y suchthat X cY, afunctionf is downward entailing
iff f(Y) — f (X).
b. For any sets X, Y suchthat X <Y, afunctionf is upward entailing
iff {(X) — f(Y)

Two questionsneed to be addressed. One question is that why the argument NPI
amwuto (anyone) occurs only in the negation and before clause, as opposed to
the adverbia NP1 te isang (any more). For this, we tentatively propose that the
argument NPI amwuto (anyone) should be in the scope of a downward entailing
expression, which denies a presupposition of the likelihood scale, while the
adverbial NPI te isang (any more) should be in the scope of a downward
entailing expression. (cf. Lee and Horn 1994}, The elaborationof the notion of
downward entailment along this way can account for the limited distribution of
the argument NPl amwuto (anyone), since negation and before clause, but not
the othersin (4), are presupposition-denyingdownward entailing environment.'

The other question is If the adverbial NPI te isang (any more) is licensed in
the scope of the downward entailing expressions in Korean, why not in the
relative clause headed by a universa quantifier and comparative construction,
which are typically downward entailing, too?

Before answering thisimportant question, we want to remind the reader of the
observation made in the literature: The existence of a complementizer is
essential for NPI licensing in constructions such as the adversative predicate,
relativeclause headed by a universal quantifier, and the comparative clause (see
Hoeksema 1983, Progovac 1994, and Laka 1990 among others).

(10)a *nanun  John-i  tei sang uysimsulepta
[-TOP JFNOM any more doubt
I doubt John any more'
b. Nanun [ John-i Mary-lul teisang mannanun-ci] uysimsulepta
[-TOP  JNOM M-ACC any more meet-COMP  doubt
'l doubt that John meetsMary any more*
(11) a *I doubt anyone
b. I doubt that anyonewill come.
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What the above examplesin (10-11) suggest is that the complementizer playsa
crucia rolefor the NPI licensing in this construction. In asimilar fashion, any in
the reduced relative clause and the NP comparative construction in (12-13),
which lacks the complementizer, has a strong tendency of being interpreted asa
freechoiceany, as reported by Progovac (1994: 71) and Hoeksema (1983: 409).

(12) Every man with any gun must report to the police station.
(13) a Thisgirl issmarter than almost any boy.
b. This movieis more important than nearly anything by Antonioni.

We thus suggest that the nonoccurrenceof te isang in the relative clause headed
by the universal quantifier and the comparative construction in Korean in (3ef),
repeated as (14ab), i sattributed to the lack of thec'-:-mplcnwnﬂzcr.'

(A4 a M™[up [rka chayk-ul teisang ilkess-tun] salam motwu-ka]
that book-ACCany more  read-TUN every man-NOM
ku chayk-uy cecalul  piphanhaessta.
that book-POSS  author-ACCecriticized
'Every man who read the book any morecriticizedits author.'

b. ?*Mary-nun[John-i  teisang sayngkakhaess-tunkes] pota
M-TOP  }NOM any more thought TUNKES than
hwelssin te ttokttokhata.

far is smarter
'Mary isfar smarter than John thought any more

Below we will introduce morphologicéi and syntactic evidences, which support
the nonexistence of the complementizer in these constructionsin Korean.

(15) a Ipkoiss-nun 0SS tde-un  snsa
is wearing-NUN clothessNOM isdirty-UN gentleman
'the gentleman,who thesuit t, iswearingisdirty'
b. Ipkoiss-nun oss-ul choaha-nun sinsa.
iswearing-NUN clothessACC  like-NUN
'the gentleman, who likesthe suit t, iswearing'
(16) a John-un caki yepese ilkkoiss-nun sadlam-i sayngkak haess-tunkes pota
J- TOPsalf next was reading-NUN man-NOM imagine-TUN KES  than
te manun chayk-ul ilkessta
more book-ACC read
‘John read more books, than the man who was reading t, next to him
imagined'



b. John-un Tom-i pilley-se motwun salam-i hwaka nekehaess-tun kes
JTOPT-NOM checked out-becauseeveryone-NOM got angry-TUN KES
pota temanun chayk-u  pilleyessta
than more  booksACC checked out
‘John checked out more books, than everyone got angry because Tom
checked out t’

Morphologicaly, (z)un in (15) andtun kes in (16) are morphemes which express
past and retrospectivepast tense regpectively (see Lee 1991, Jung 1990, and Suh
1994, among others). This suggeststhat they heed IP rather than CP. Pota (than)
in (16) iscdamed to be apostpostion (Suh 1994: 778).

Locality effect is not witnessed in the Korean relative clause and comparative
clause asindicated by the gap inside the syntactic idand in {15-16) (Ross 1967).
Relative clause and the comparative clause in English are claimed to involve
operator movement into Spec CP and obey subjacency (Chomsky 1977). Thus
theexamplesinvolvingidand asin (17-18) are reported to be ungrammatical.

(17) a *Thegentleman who the suit iswearingisdirty.
b. *The gentleman who likes the clothes is weering.
(18) a *John read more books than aman who was reading next to him
imagined.
b. * John checked out more booksthan everyonegot angry becauseTom
checked out.

Why do Koreen comparative congruction and relative clause not show
subjacency effect if these congructions in Korean aso involve operator
movement into Spec CP? Assuming operator movement into Spec CP for the
relative clause and comparative clause, the lack of locdity effect is a puzzle
unless one stipulates operator movement in these condructionsin Korean is
immune to subjacency. We wish to interpret the lack of subjacency effect in
these congtructionsas the result of the lack of the complementizer. Thus what
apparently looks like a gap Ieft by the operator movement is actualy a base-
generated zero promoun in these constructionsin Korean.

We thus suggest the following in (19) for the relative clause and the
comparativeclausein Korean:

Given our claim for the lack of the complementizer in these two constructions
and the observation in the literaturefor the relevanceof it for NPI licensing, the



ungrammaticality of theexamplesin (14) thusfollows.

3 TheSyntax of NPI licensingin Korean

We assumed that NPIs in Korean should be in the scope of the licenser. (One
may wish to construe being in the scope of the licenser as being in the c-
command domain of the licenser, since c-command i s the logical notion of scope
(Reinhart 1976, May 1977, among others). Being in the scope of (or in the c-
command domain) of thelicenser, however, cannot be a necessary and sufficient
condition for NPl licensing in Korean, since NPIs in Korean should be in the
same clause with the licenser as formulated in (20).

(20) *[[ ¢ NPI... 1 licenser}

The examplesin (21-22) show that argument NPl amwuto observe the locality
condition in (20), which we will call clause-bound condition.

(21) a [cp John-i amwuto coghanci an  hantq
JNOM  anyone like NOT do
‘John doesnot like anyone'
b. *[- John-un [ op Mary-kaamwuto coahanta-ko] mitci an  hanta]
JTOP M-NOM anyone likessCOMP believe NOT do
‘John doesnot believethat Mary likesanyone'
(22) a [pamwuto o-ki ceney], John-un samusil-ul ttenaessta.
anyone come before JTOP officeeACC left
‘Before anyone came, John left hisoffice
b. *[ cp Mary-ka John-eykey [ cp amwuto  owessta-ko] malhaki ceney]
M-NOM Jto anyone came-COMP say before
John-un samusil-ul  ttenaessta
JTOP office-ACC left
'‘Before Mary said to John anyone came, John |eft his office

Thesameistruefor the adverbial NP # isang (any more) as shownin (23-26).

(23) a [rpJdohn-un teisang chayk-ul ilkci an haesstd
JTOP  any more book-ACC NOT read NOT did
John did not read the book any more
b.*{-plohn-un [cpMary-ka te Isang chayk-ul ilknuntarko] mitci an hanta]
JTOPM-NOM any more book-ACCread-COMPbelieve NOT do
‘John doesnot believethat Mary reads the book any more



(24) a [y John-i ku chayk-ul teisang ilk-ki ceney]
JNOM that book-ACC anymore read before
Bill-i kukes-ul  ilepelyeessta.
B-NOM it-ACC lost
‘ Before John read the book any more, Bill lost it
b. *[r John-i nareykey [+ Mary-ka te isang ku chayk-ul ilknunta-ko]
JNOM meto M-NOM any more that book-ACC read-COMP
malha-ki cenye], nanun tosekwan-ul ttenaessta
say before, I-TOP library-ACC left
'‘Before John said to me that Mary read the book any more, | left the
library'
(25) a Na-nun [y John-i  chayk-ul teisang ilkessnun-ci] uysimsulepta
[-TOP  JNOM book-ACC any more read-COMP doubt
I doubt that John read the book any more’
b. * John-un [-p Mary-ka [ Tiom-i te isang chayk-ul ilknunta-ko]
JTOP M-NOM T-NOM any more books read-COMP
mathaessnun-ci] uysimsulepta
said-COMP suspect
‘John doubtsthat Mary said that Tom read the book any more'
(26) a [ cp John-i ku chayk-ul telsang  ilknunta-myun ]
JNOM  thatbook-ACC any more  read-if
Nanun kukes-ul Mary-eykey pillyecukeessta.
[-TOP it-ACC  M-to will lend
'If John readsthe book any more, | will lend Mary the book’
b. * [ John-i [+ Bill-i ku chayk;-ul te isangilknunta-ko] malha-myun]]
JNOM B-NOM that book-ACC any more read-COMP say-if
Nanun kukesi-ul Mary-eykey pillyecukeessta
[-TOP it-ACC  M-to will lend
If John saysthat Bill readsthe book any more, | will lend Mary the

book'

The table below in (27) summarizes the locdlity of the two types of NPIs in
Korean.

(27) clause-bound condition Argument NP Adverbia NP
amwuto(anyone) te isang (any
more)
Clausemate negation Yes Yes
Beforeclause Yes Yes
Adversative predicate Yes
Conditional Yes




Thus, the locdlity effect (clause-boundness) of the two types of NPIsin Koreen
as shown in (21-26) and as summarized in (27) motivates one to pursue the
syntactic licensng of NPIs in Korean, since the locality effect is typicdly a
syntactic phenomenon.  For this, one can smply dipulate that the NFIs in
Korean observe clause-bound condition as Seated in (20). Or one can deducethis
effect from NP1 movement whose nature has the effect of imposing the locdlity
effect (see Progovac 1994, among others). We will pursuethe second option. We
suggest NPIs in Koreen undergo LF-movement to adjoin to TP, driven by the
requirement for the NFI to be adjacent with the licenser (Lineberger 1987). The
movement is A-movement in nature as assumed in the literature for this type of
movement. (Saito 1989, among others) Thus the locality effect o NPIs can be
directly deduced from the natureof LF-movement of NPIs. Note that NPIs after
movement are il in the scopedf the licenser as shownin (28).

b. NegP
/\

NP IP NPA IP

(28a) isfor the conditiona, adversative predicate, and before clause, where the
licenser is the complementizer heading CP, and (28b) is for the negative
sentence wherethe licenser is the negation. *

4 Concluson

To summarize, we proposed that downward entailment is bascdly a vdid
semantic licensing condition for NPIs in Korean. For the didribution of
argument NPl amwuto (anyone), which can only appear in the negaion and
before clause, we suggested an daboration of the notion of downward
entaillment, i.e., presuppositiondenying downward entailment. Since negation
(clausemate) and before clause are presuppositiondenyingdownward entailing
environment, argument NPI amwuto can gppear only in these environments. For
the digtribution of #e isang, we assumed downward entailment in the usud sense.
We thus attributed the nonoccurrence of te isang in the reative clause and
comparative constructionin Korean to the lack of the complementizer. Based on
the locdity effect (clause-bound condition) of Korean NPIs, we suggested they
undergo LF movement, whase driving force is the adjacency requirement of
NPIs with the licensers. It was shown that the locality effect could be deduced
from the nature of the movement as A-movementinto TP position. Thelicensing
condition we suggest for Korean NPIs, both semantic and syntactic, shows that



both Ladusaw's (1980) downward entailment and Linberger’s (1987) adjacency
requirement are independently required.

Notes

*| would like to express my thanks to Jean-Roger Vergnaud, Audrey Li, and Joseph Aoun for their
comments at variousstages of this paper. As usual, my special thanks go to JinHee Kim for her
nativespeaker intuition.
1.Unlike English counterpart, the argument NPl in Korean is morphologically distinct from the one
with a free choice interpretation, which consists of amwu, (N) and lato (even) or na (even). The
abbreviations for glosses used in the examplesof this paper are NOM-NominativeCase, ACC-
AccusativeCase. POSS-PossessiveCase, TOP-Topicand COMP-Complementizer.
2. Korean has two types of negation: short form negation (verb preceded by the negator. an) and
long form negation (verb stem + c¢i followed by the negator, an). We will use only long form
negation for the distribution of NPIs, since their distributionsare exactly the samein both the two
typesof negations.
3 Amwukesto (anything) shows the same distribution with amwuto (anyone). Thus we will not
includeit in theexamples.
4. Although dlightly marginal te isang can also appear in the at most NP and yes-no question and
should beclause-bound( see section 3cf. Lee (1999)and Chung (1993).
a7Kikeshayya se meyng-uy haksayng-i Mary-lul teisang coahanta.

Atmogt  three CL-POSS student-NOM M-ACC any nare like

'At most t hree studentslikeMary any rare
b. 2?2John-i  Mary-lul teisang manna-ni?

JNOM M-ACC any more meet?

'Dpes  John meet Mary any more?
5. It is controversia whether the conditional is downward entailing. We refer the reader to Heim
(1984) and von Fintel (1999) for the conditional.
6. Regarding the notion 'the presupposition of thelikelihood scale’ wewould liketo refer the reader
toLee and Horn (1994).
7. 1t should be noted that non-clausemate negation where negation and an NP is separated by a
clausa boundary is not presupposition-denying downward entailment. As one can see later in
section 3, argument NPI amwauto (anyone) can appear only in theclause mate negation.
8 Something moreshould be said regardingwhat is the relevant complementizer which licensesthe
NPIs in the adversative predicateand the relativeclause headed by the universal quantifier. At this
moment, we suggest that the initial complementrizer in the restriction of the relative clause and the
complementclauseof the adversativepredicateact ast he relevant licenser.
9. Weassune the structurein (28b) for negativesentencesince the argument NPIamwuto (anyone)
in Korean can appear in the subject postion too, contra English. For our purpose here, it is
immaterial whether Korean projects NegP or not. We will smply assume the structure for
conveniencesake without necessarily committing ourselvesto the existence of NegP.
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A Multiple Inheritance Approach to
Postverbal-Dislocation Constructions

in Korean*

Chan Chung
Dongseo Univer sity

1. Introduction

This paper examines Postverbal-Dislocation Constructions (PDCs hereafter) in
Korean, commonly called afterthought or inversion constructions (Kuno 1978,
Choe 1987, Whitman 1991, Yoo 1992, among others). Korean has canonical
word order of SVO and is one of the typical head fina languages. However, in
the PDCs, the arguments of a verb occur at the postverbal position, asshown in
(I'b,c,d):
(1) a May-ka ku chayk-ul ilkessta.
M-Nom the book-Acc  read
‘Mary read the book.'
b. Mary-ka ilkessta, ku chayk-ul.
c. llkessta, Mary-ka ku chayk-ul.
d. llkessta, ku chayk-ul Mary-ka.
Even though this pattern is prevalent in casua speech, little attention has been
paid to its analysis so far.
One of the interesting properties of Korean PDCs is that they share the
properties of both scrambling and topic. The main goa of this paper is to
account for the mixed properties of the PDCs.

2. Propertiesof thePDCs

2.1. Scrambling related properties

The PDC has a scrambling property in a sense that it meets the Condition on
Extraction Domain, i.e., an element cannot be extracted to the postverbal
position out of acomplex NP or a sentential subject, as shown in (2a). Note that
scrambling out of such constituents is also not allowed asin (2b).

(2) a postverba dislocation out of acomplex NP



(2) a postverba dislocation out of a complex NP

* Mary-ka [uels i an pon] sdam-ul]
M-Nom not see  person-Acc
mannaci mos haysstay, ku  yenghwa-lul;.
meet not did the  movie-Acc

‘Mary did not meet anyone who did not watch the movie.'
b. scrambling out of acomplex NP
* Kuyenghwa-lul,  Mary-ka [ur[s , an pon] salam-ul]
the movie-Acc M-Nom not see person-Acc
mannaci mos hayssta.
meet not did
In contrast, (3) shows that both scrambling and postverbal dislocation are
possible out of a complement clause:
(3) a postverbal dislocation out of a complement clause
Mary-ka [; John-i _ ; ilkesstako] sayngkakhayssta, ku chayk-ul;.
M-Nom JNom read thought the book-Acc
'‘Mary thought that John read the book.'
b. scrambling out of a complement clause
Ku chayk-ul;, Mary-ka[s John-i i ilkesstako] sayngkakhayssta.
the book-Acc  M-Nom JNom read thought
Another interesting fact about the parallelism between scrambling and PDC
constructions is scope licensing of a Negative Polarity Item (NPI), e.g.,
amwuto 'anyone. Based on the examples in (4), Choe 1987 proposes that
amwuto must be a clause mate of its licensor, the negative predicate -ci anh
assta:
(4) a John-un [amwuto o-Ci anh assta-ko] sayngkakhayssta.
JNom  anyone come not did-COMP thought
‘John thought that no one came.’
b.* John-un [arnwuto oassta-ko] sayngkakhayssta.
JNom  anyone came-COMP thought
* John thought that anyone came.’
c. ?72John-un  [amwuto  oassta-ko] sayngkakha-ci  anh assta,
JNom  anyone came-COMP  think not did
‘John did not think that anyone came.'
(4c) is unacceptable because amwuto does not have a clause-mate negative
predicate. However, (5) below shows that the same sentence gets much better
when amwuto is dislocated to the postverbal position:
(5) John-un[__ ; oassta-ko] sayngkakha-ci  anh-assta, amwuto;.
J-Nom came-COMP  think not-did  anyone
‘John did not think that anyone came.’
Note that long-distance scrambling of an NPI can also ameliorate a violation
of the clause-mateconstraint, asshown in (6)(Suh 1990):



(6) Amwuto; John-un | |  oassta-ko] sayngkakha-ci  anhassta.
anyone  JTop came-COMP  think not-did
‘John did not think that anyone came.'

However, postverbal dislocation differs from scrambling in a sense that the
so-called root phenomenon occurs only in the PDCs, i.e., the postverbal
dislocation does not occur within an embedded clause as shown in (7a). (7b), in
contrast, shows that scrambling can occur within an embedded clause.

(7) a postverbal dislocation within an embedded clause
* Mary-ka[s; John-i  poasstako, ku yenghwa-lul] sayngkakhayssta.

M-Nom JFNom saw the movie-Acc  thought
‘Mary thought John watched the movie.'
b. scrambling within an embedded clause
Mary-ka [5 ku yenghwa-lul John-i  poasstako] sayngkakhayssta.
M-Nom the movie-Acc  JNom saw thought

PDC’s root phenomenon, however, does not occur when the postverbal
element isdislocated from an already dislocated embedded clause:

(8) Mary-nun i sayngkakhayssta,  [John-i i poasstako];,

M-Top thought JNom saw'

ku yenghwa-lul;.

the movie-Acc

‘Mary thought John watched the movie.'

2.2. Topic related properties

The Korean PDC is aso similar to the Chinese-style topic construction in a
sense that it allows a resumptive pronoun (Saito 1985 and Whitman 1991), as
shown in (9a). In contrast, (9b) shows that the resumptive pronoun is not
alowed in scrambling.
(9) a postverbal dislocation with a resumptive pronoun
Na-nun [; Mary-ka ku-lul; cohahantako] sayngkakhayssta, John-ul;.
[-Top M-Nom he-Acc like thought J-Acc
| thought that Mary liked John.'
b. scrambling with a resumptive pronoun
*John-ul, na-nun[; Mary-ka  ku-lul, cohahantako] sayngkakhayssta.
J-Acc [-Top M-Nom he-Acc like thought
Another PDC’s property shared with a topic is that a postverbal element
cannot be a wh-phrase as shown in (10a). (10b) shows that a wh-phrase cannot
be used asatopic:
(10)a. postverbal dislocation with a wh-phrase
* Mary-ka i mekess-ni, mwuess-ul;?
M-Nom ate-Q what-Acc
'‘What did Mary eat?



b. topic with a wh-phrase
* Mwuess-un;  Mary-ka i mekess-ni?
what-Top M-Nom ate-Q
Also note that the postverbal or topic phrase cannot be an answer to a wh-
question asshown in (11):
(1) A: Mary-ka mwuess-ul mekess-ni?
M-Nom what-Acc  ate-Q
‘What did Mary eat?

B: a* Mary-ka . mekessta, sakwa-lul,.
M-Nom ate apple-Acc
'Mary ate an apple.’
b. * Sskwa-nun;  Mary-ka , mekessta
apple-Top M-Nom ate

The examples such as (10) and (I 1) suggest that the postverbal phrase does not
bear information focus.

However, the PDC differs from the Korean or Chinese topic construction in
some other respects. The topic in Korean is generally interpretable as an element
within an adjunct or a complex NP, as long as the topic and the comment clause
satisfy the ™aboutness condition” (Kuno 1973) as shown in (12a). However,
(12b) shows that this kind of interpretation is not allowed in the PDC.

(12)a. Ku yenghwa-nun;  Mary-ka  [ne [= ; an pon] salam-ul]
the movie-Top M-Nom not see person-Acc
mannaci mos hayssta.
meet not did
'As for the movie, Mary did not meet anyonewho did not watch it.

b.* Mary-ka [u [« ; an pon]  saam-ul]
M-Nom not see person-Acc
mannaci mos hayssta, ku yenghwa-lul.
meet not did the movie-Acc

3. Previous Analyses

Kuno 1978 and Saito 1992 propose that a postverbal element be restricted to
either an element which can be deleted without any substantial change in the
meaning of the sentence or an element which represents supplementary
information, and that the postverbal dislocation phenomenon is just a stylistic
matter and does not involve any syntactic extraction. Problems with these non-
syntactic approaches lie in the facts about the syntactic constraints such as the
Condition on Extraction Domain {e.g., (2) and (3)) and root phenomenon (e.g.,
(7) and (8)).

Based on the observation on the scope facts in (4) and {%}. Choe 1987
proposes that postverba dislocation is a syntactic scope assignment process that



affects the scope of an NPI. However, the NPI scope change through postverbal
dislocation does not necessarily entail that postverbal position should be a scope
assignment position for quantifiers in general. Let us consider the examples in
13):
(13)a. Nwukwuna sey  ene-lul malhanta.
everyone  three language-Acc speak
'Everyone speaks three languages.'  (every = three; *three = every)
b.Sey enelul nwukwuna malhanta.
three language-Acc everyone  speak (every = three; three = every)
¢. Nwukwuna malhanta, sey ene-lul.
everyone  speak three language-Acc (every>three;*three = every)
The examples like (13a, b) are generally used in arguing that scrambling can
affect the scope of quantifiers in Korean and Japanese. However, as shown in
(13¢), "three languages" cannot scope over "everyone" when "three languages'
is located at the postverbal position. This invalidates Choe's proposal that the
postverbal position isascope assignment position.

Based on Hindi's postverbal dislocation constructions and the notion of "c-
command", Mahajan 1997 proposes that the postverbal element does not move
rightward but is stranded at its original position while non-postverbal elements
such as the head verb and its governed arguments move leftward. However, it is
not clear how this approach can explain the NPl scope (e.g., (5)) and
amelioration of the root phenomenon (e.g., (7) and (8)).

4. A New Analysis

In order to account for the given facts, this paper proposes a new analysis under
the framework of Head-Driven Phrase Structure Grammar (Pollard and Sag
1994, and Bouma et a. in press). This paper adopts the version developed by
Bouma et a. where various extraction phenomena are uniformly accounted for
without the assumptionsof trace and lexical rules.

4.1. EXTRA feature and multiple inheritance hierar chy

Bouma et a. propose that a gap has the feature structure in (14), which states
that the LOCAL value of agap-sselement corresponds to its SLASH value.

Gap-sss exist only on the list of dependents of the lexica head which selects
them.
We introduce two new features for Korean, TOPIC and EXTRA(position),



which belong to the PERI(PHERY) feature. They are responsible for the license
of the left and right peripheral positions, respectively, the topic and postverbal
positions.

In order to handle the PDCs, the constraint on kead-filler phrase in Bouma
et a. needs adlight change into (16):

(16)

| SLASH [2] w3

(16) states the following: the SLASH value of head-extraphrase is the SLASH
value of the head daughter minus the extra daughter plus the SLASH value of
the extra daughter.'

(17) isthe argument realization constraint in Bouma et a, which defines the
relationship between dependents and valence, stating that the elements on DEPS
that are of type gap-ss (gap-synsem) must be absent from the COMPS list.

(17) Argument Realization
SUBJ [I]
word = | COMPE [2] © list(gap-ss)
DEPS [1]®E[2]

We also need LP congtraint (I 8a) to specify that the element of the EXTRA
valuelinearly follows the head daughter.

(18)a. [EXTRA <SYNSEM[1]}>] = SYNSEM[i]

b.SYNSEM [I] < [- EXTRA [1}>]

(18b) specifiesthe head finality of Korean in a sense that the elements other than
the EXTRA vaue, such as the subject, complement, and topic, precede their
governing element.

Following Sag 1997 and Ginzburg and Sag 1999, the present analysis
assumes the multiple construction type inheritance hierarchy that is used to
capture the fact that instances of some construction types seem to resist being
uniquely categorized in a natural way. This paper proposes the multiple
construction type inheritance hierarchy in (19) to account for some of the mixed
properties of the Korean postverba construction:



(19

HEADEDNES

clause non-clause
head-adjunt-ph l"-., H‘xh
head-peri-ph
(16)
idp-cl
{HD-DTR|HEAD v-indv-word)
head-extra-ph head-topic-ph

I
HD-DTR | EXTRA {[ 1]} _
INFO-STR | GROUND | TAIL [2]

According to this hierarchy, type head-extra-ph itself has only one
constraint: the index value of the head daughter's EXTRA value carries one type
of the ground information, tail, and thus does not bear focus. Also, note that
head-extra-ph is a subtype of independent-clause (idp-cl) and head-peri-ph. The
constraints on idp-clause and head-peri-ph are inherited by head-extra-ph. The
constraint on idp-cl states that the head verb must be sort v-individual-word
which has a MOOD value such as declative (e.g. -ta), question (e.g. -kka), or
proposative (e.g. -ca) (Kim 1994). The constraint on head-peri-ph is stated in
(16).

The rest of this section shows how the aforementioned constraints and
multiple inheritance hierarchy account for the data given in section 2.

4.3. Consequences

The structure in (20) below shows how the proposed analysis accounts for the
simple example in (I1b). Here the object of ilkessta, ku chayk-ul, is the gap-ss,
and it is redized as an element of the DEPS value. The SLASH value of the
gap-ss is percolated up by the SLASH Amalgamation constraint (Bouma et al.
in press) and discharged by the head-peri-ph constraint in (16).



(2 | head-extra-ph

| COMPS:-

feb-grely-ph
SUBJ-
COMPS-
ku chayk-ul
[1]NP _ _
1 | LOCI[IZ]ICAT [3]]
|_ SLASH {[[2]ICAT [3] i
o _
Mary-ka ilkessta

4.3.1.  Wh-phrases

Following Kaiser 1998, the postverba element is assumed to carry the tail
information that belongs to the ground information (i.e., bottom of (19)), in
terms of Engdahl and Vallduvi. 1996. This constraint simply accounts for the
examples in (10) and (I 1) where the postverbal phrase cannot be a wh-phrase or
an answer to a wh-question. The wh-phrase or its answer is generally assumed to
bear focus information.

4.3.2.  Root phenomenon
As shown in (7), a postverbal phrase is allowed only in an independent clause.
The inheritance hierarchy in (19) straightforwardly accounts for the contrast
between (7a) and (8). Sentence (7a) is not licensed simply because the head-
extra-ph is not a subtype of dependent (embedded) clause but a subtype of an
independent clause. In other words, the head daughter of head-extra-ph must be
sort v-individual-word that carries MOOD value. In (7a), however, the head of
the embedded verb carries a COMP value (-ko in poassrako) instead of the
MOOD value.

In contrast, sentence (8)—where the embedded clause is extracted to the
postverbal position, and an NP is extracted out of the aready extracted
embedded clause—has the following structure:



(21) S[ idp-el

sUnRl
COMPS
SLASH { )
« (iii)
NPIL C[i)jCAT[4]}
« (i)
COMPS = =
COMPS < =
| comps<=
' | _SLASH {LOCI[1]|CAT[2 | |_SLASH {LOC[3]|CAT[4]3)
|
Mary-ka  sayngkakhayssta John-i poasstako

Nothing is wrong with local tree (i). Even though the dependent clause has a
non-empty SLASH value, no constraint is violated here because a postverbal
non-head daughter does not exist there. Note that the inheritance hierarchy states
that only an independent clause can have such a daughter, but it does not entail
that a dependent clause must have an empty SLASH value. Local trees (ii) and
(iii) are the structures, each of which is an independent clause that has a
postverbal non-head daughter.

4.3.3. Resumptive Pronoun

Following Pollard and Sag's 1994 sort hierarchy of NPs, this paper assumes the
sort hierarchy in (22) for the pronominal objects. Here new sorts of resumptive-
pronoun (resum) and genuine-pronoun (gen) are introduced. The sort resum is
similar to gap-ss in that it has its own SLASH value. A difference is that the
SLASH value is structure shared with only the resumptive pronoun's CAT and
INDEX values, not with its whole LOC value. Note that the antecedent is non-



pronoun (R-expression in terms of GB), and thus they cannot have the identica

LOC value.
(22) pron
wig i
reifl recp £en
| SLASH {[1}z} |
In this approach, the asin (23):
(23)
NP
Na-nun
sayngkakhayssta
Mary-ka ku-lul coahantako

In contrast, the long-distance scrambled sentence in (9b) does not alow a

resumptive pronoun because scrambling itself is not licensed by the head-peri-
phin my analysis, and thus it cannot discharge the non-empty SL ASH value that
is originated by the resumptive pronoun. The long-distance scrambling

mechanism isillustrated in section 4.3.4 below.



4.3.4. Long-Distance Scrambling and NPI Scope
Following Chung 1998, this paper proposes that long-distance scrambling in
Korean is licensed by the argument composition mechanism (Hinrichs and
Nakazawa 1994) that is similar to raising in GB, i.e., an element not discharged
within an embedded clause is inherited by the main clause. This approach
proposes that a sentence with an S-complement has two structures, i.e., one with
an embedded S-complement constituent (e.g., (24a)), and the other with a
liberated S-complement through argument composition (e.g., (24b)).
(24)a. |5 John-i [z Mary-ka ku chayk-ul ilkesstako] sayngkakhayssta].

JNom  M-Nom thebook-Acc read thought

‘John thought that Mary read the book.'

b. [sJohn-i  Mary-ka ku chayk-ul  ilkesstako  sayngkakhayssta).

JNom M-Nom the book-Acc read thought
According to Bouma et al., the relation between the DEPS feature and valence
feature is stated as in (17), i.e., the value of the DEPS is the SUBJ list plus the
COMPS list plus. In this approach, the matrix verb sayngkakhayssta of the
liberated sentence in (24b) has the structure in (25) where the arguments of the
embedded verb ilkesstako are inherited by the COMPS list of the matrix verb,
and its DEPS value is a collection of list of VAL values, including the arguments
inherited through argument compasition.™

Our account of long-distance scrambling through argument composition
naturally predicts the facts about the NPI scope if we reinterpret the clause-mate
congtraint in the following way:

(26) An NPI must be a DEPS value of its licensor.

In this approach, the feature structure of VAL and DEPS of the verbal-
complex NPI licensor sayngkakhaci anh assta "did not think" in (5) are as in
(27), where the postverbal NPI is realized as a gap-ss in the DEPS value, and
thus the condition in (26) is stisfied.”



L&y

SU BJ 5 M'[-.e.g]r 1
COMPS = =

DEPS fm-,,,_ [3]V, NP | gap-ss
CAT [4][ meg]
INDEX [2]
SLASH {[5] | CAT [4}}

g

5. Conclusion

An advantage of the present analysis is that the notion of multiple type
inheritance induces interactions of the given constraints, and thus that the mixed
properties of the PDC are naturally accounted for. Also it provides a preliminary
HPSG tool for Korean periphera position phenomena through the proposal of
the new peripheral features, TOPIC and EXTRA

Notes

* An earlier version of this paper was presented at the 2000 summer workshop of the Korean Society
for Language and Information. | thank Jong-Bok Kim, Byung-Soo Park and Byung-Rae Ryu for
their comments and suggestions. This work is supported by atravel grant from Dongseo University.
1. (16) differs from the head-filler phrase in Bouma et . in that the SLASH value can be discharged
when the SLASH value and the EXTRA daughter's CAT vaue, not their whole LOCAL values, are
identical. The reason is presented in section 4.3.3, where resumptive pronouns are discussed.
2. However, we assume that argument-structure (ARG-ST) value is not affected by argument
composition since it does not affect the binding theory. To this end, the constraint on the ARG-ST in
Bouma et al. needs to be assumed to be a default specification. and thus it can be overridden bv a
construction specific argument composition constraint. That is, the argument composition constraint
specifies that the valence feature changes do not affect the value of the AGR-ST.
3. Also note that argument composition occurs only between the verbal categories in head-
complement relations, and thus long-distance scrambling does not occur beyond the boundary of an
adjunct or NP (e.g., (2b) vs. (3d)).
4. The flat structure version of (4¢), where the word order is the same as (4¢c) but the embedded S
boundary is eliminated, would seem to be problematic. In this structure, the NPI is inherited to the
COMPS value of the licensor and then becomes one of its DEPS values. Then the condition in (26) is
satisfied, and hence the sentenceis incorrectly predicted to be acceptable. In our approach, the flattened
verson of (4c) is awkward due to a processing factor. This claim is supported by the fact that (4¢)
becomes much better when the NP! is stressed and when a short pause is put between the NP and the
embedded verb, asshown in (i):
(i) John-un AMWUTO, oassta-ko sayngkakha-ci anh assta,

JNom  anyone came-COMP  think not did

‘John did not think that anyone came.'
Here the pause plays the role of blocking the processing interference by phonologically separating the
NPI from the embedded verb and thus preventingamwuto o-asstako from being interpretedas a unit.
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The Syntactic Locus of Futurate M eaning*

Bridget Copley
MIT

1. Introduction

A futurate is a sentence with a future-oriented eventuality, which is acceptable
only when the eventuality is plannable:

1 a TheRed Sox are playing the Devil Rays tomorrow.
b. *TheRed Sox are beating the Devil Rays tomorrow.

Traditionally (Lakoff 1971, Prince 1973, Vetter 1973, Dowty 1979), the
example in (I1b) is bad to the extent that no one can plan for the Red Sox to beat
the Devil Raystomorrow; it improves under the "mafiareading”, in which

someone has fixed the game and the result has been planned ahead of time. It is
also possible to improve (Ib) under an extreme confidence on the part of the
speaker that the Red Sox will win the game. Asit is not clear to me whether the
planned reading should be subsumed under the rubric of thisconfidence reading,
| will continue to speak in terms of planning, though we should keep in mind that
there can be futurate sentences that do not involve planning and where
confidenceisall that matters (e.g., The sun isrising t onorr ow at 6.:30). | suspect
that there will turn out to be only a pragmatic difference between the two (in
which case they would not be properly termed different readings). But even in
the absence of a real theory of the pragmatic conditions under which futurates
can be used, we can still ask questions about the syntax of futurates. The
questions | would like to ask hereare: Does this sensitivity to plannability have a
syntactic location? If so, where is it? | will claim that this component of the
meaning of progressive futurates does have a syntactic location, and that this
position is the same as the position of the progressive operator. As an initial
hypothesis, we take the "plan" or "confidence" component to be realized as a
covert operator. Let's call this unpronounced hypothetical operator "PLAN", In
section 2 we will establish a lower bound for the position of PLAN, using

* | am grateful to Sabine latridou. Irene Heim, Kai von Fintel, Norvin Richards, Danny
Fox, ling-96, the MIT LF Reading Group, and audiencesa WECOL 2000, ICTL 2000,
and HUMIT 2000 for much enlightening discussion on the materid in this paper. All
errors and omissonsare of course my own. This research has been supported in part by
an NSF Graduate Research Fellowship.



evidence from the position of temporal adverbias and the possibility for futurate
readings in gerunds. Section 3 establishes an upper bound, by way of tempora
adverbial tests. The evidence in sections 2 and 3 indicate a position between
PROG and the VP; in section 4 | discuss a problem for this analysis that is
apparently raised by manner adverbial data, and how the problem might be
solved, namely by saying that Plan is actualy the progressive operator. | further
discuss some consequences of this move.

2. Establishinga L ower Bound

In this section, temporal adverbial and gerund evidence allow us to establish a
lower bound of the VP boundary for the position of the hypothetical futurate
operator PLAN.

2.1 Position of tempor al adverbials

Temporal adverbials can appear both clause-initialy and clause-finaly in
futurates. Each position is associated with a particular time: the high adverbial
constrains the time at which the plan is asserted to hold, and the low adverbial
constrains the time at which the planned event is scheduled to take place. These
positions cannot be switched (e.g., (2b) cannot be used to express what (2a)
EXPresses).

2) a Yesterday, theRed Sox were playing the Y ankees tomorrow.
high adverbial: low adverbial
plan time event time

b. * Tomorrow, the Red Sox were playing the Devil Rays yesterday.

Assuming unselective binding by tempora adverbials, this means that the plan
timeisbound higher than the position of the lower adverbial. Whereisthislower
adverbial? VP-fronting evidence indicates that it is part of the VP

3) VP-fronting
a Mary said the Devil Rays are playing tonight, and [playing
tonight] they are.
b. *Mary said the Devil Rays are playing tonight, and [playing]
they are tonight.

If we also assume that our hypothetical PLAN operator introduces the time at
which the plan is asserted to hold, we may conclude that PLAN is located higher
than the VP.

2.2 Gerunds



Gerund evidence also puts PLAN higher than the VP, as there turns out to be a
correlation between the possibility for futurate readings and how much
inflectional structure thereisin the gerund.

There are three kinds of English gerunds, which have been argued (Horn 1975,
Reuland 1983, Abney 1987) to contain different subsets of the entire range of
verbal and Infl projections. “Acc-ing” gerunds assign accusative case to their
subjects. The other two, "poss-ing” and "ing-of," assign genitive case to their
subjects. Ing-of gerunds in addition require their themeto bean d phrase.

4) a. acc-ing:
John singing the Marseillaise
b. poss-ing:
John's singing the Marseillaise
c. ing-of:

John's singing of the Marseillaise

Acc-ing gerunds are larger than poss-ing gerunds, he argues, since the former
share various properties with sentences which poss-ing gerundsdo not share:

(5)  inanimate subjectsok
a We were very upset that the refrigerator tipped over.
b. Wewere very upset at the refrigerator tipping over.
c.  Wewerevery upset at the refrigerator's tipping over.

(6) no pied piping where subject is+wh
a *theman [(for) who toleave early] you would have preferred
b. *the man [whose flirting with your wife] you took such exception to
C. the man [whoseflirting with your wife] you took such exception to

(7)  nowidescopefor subjects
a John is mad that everyone took aday off (*wide)
b. John disapproves of everyone taking a day off (*wide)
C. John disapproves of everyone's taking a day off (wide ok)

However, the fact that poss-ing gerunds can assign accusative case to a direct
object is a reason to grant poss-ing gerunds at least a VP. In fact, poss-ing
gerunds, like acc-ing gerunds (but unlike ing-of) are evidently large enough to
have aspectual morphology, as below:

B8 a Sue having eaten sardines
b. Sue's having eaten sardines
c. *Sue's having eaten of sardines

Let us assume, then, that acc-ing gerunds and poss-ing gerunds have a full VP
and at least some inflectional projections, but that ing-of gerunds have no verbal



projections higher than V. Asa consequence, given our resultsin the last section
we would expect PLAN to be able to appear in acc-ing and poss-ing, but not in
ing-of gerunds.' This is expected because PLAN is located syntactically just
above VP, thusstructures with at least a V P should be able to host PLAN.

This prediction is borne out: we do see futurate readings in acc-ing and poss-
ing, but not in ing-of gerunds. Compare (10), (11), and (12) to the judgmentsin
(9). (98) and (9b) exemplify the futurate in matrix clauses, where plannable
eventualities (as in (9a)) are judged good and unplannable ones (as in {9a)) are
not.

(9)  matrix
a John issuddenly singing "* Silent Noon"* next year.
b.  *John issuddenly liking vegetables next year.

(10) acc-ing
a What with John suddenly singing** Silent Noon'* next year, Mary
was surprised.
b. * What with John suddenly liking vegetables next year, Mary was
surprised.
(11) poss-ing

a John's suddenly singing "* Silent Noon'" next year surprised Mary.
b. *John's suddenly liking vegetables next year surprised Mary.

(12) ing-of
a  *John's sudden singing of **Silent Noon" next year surprised Mary.
b. *John's sudden liking of vegetables next year surprised Mary.

And for further comparison, DPs without gerunds:

(13) non-%aund DPs
a John's sudden performance of "' Silent Noon' next year
surprised Mary.

b. *John's sudden love of vegetables next year surprised Mary.

What we see is that acc-ing and poss-ing gerunds with a future-oriented
adverbial are much more acceptable when the eventuality is plannable (such as
singing, cf. (1a)) than when it is not plannable (such as liking, cf. (I1b)). Ing-of
gerunds behave like nouns, in that future-oriented adverbials are bad with both

I The fact that the gerund-forming affix is -ing is not terribly informative in alanguage
with as little morphology as English; generdly it is treated as distinct from the
progressive -ing affix, and a brief crosslinguistic survey shows that it is indeed
accidental homophony.



plannable and unplannable eventualities. This supports the idea that PLAN is
located just above VP, ing-of gerunds, without VP, are not large enough to have
aPLAN Phrase (PLANP), so they do not havefuturate readings.

Thus we have alower bound for PLAN (with the dots indicating that we do not
know just how much higher than VP PLAN is):

(14) lower bound established: PLAN higher than VP

/\
PLAN

VP

3. Establishingan Upper Bound

In this section we establish an upper bound for the location of PLAN. Temporal
adverbial tests appear to show that PLAN is somewhere below the progressive
operator.

3.1 Temporal adverbials

Punctual temporal adverbials (at noon, etc.) yield ongoing readings with
progressive VPs, and completive and inchoative readings with perfective VPs,
The ongoing reading is the one in which at noon, the event isin the process of
occurring, asin the progressive (non-futurate) examplein (15):

(15) John was eating sardines at noon.

The completive reading is one in which the whole event is viewed as taking
place at noon. The inchoative reading is one in which the event is viewed as
starting at noon. In (16), the most natura reading is the inchoative reading,
where the eating starts at noon, but also possible is the implausible completive
reading, in which the eating lasts a minute or less.

(16) John atesardinesat noon.

Ongoing and completivdinchoative readings can be distinguished by their ability
to appear in conjunction with then-clauses and still-clauses (on the temporal
readings of then and still). Still-clauses can be conjoined with ongoing sentences
but not completivdinchoative ones, asin (17a) and (18a). Then-clauses are a bit
marked with ongoing sentences, but may. be conjoined with
completive/inchoative ones, as in (17b) and (18b). Anaphora is indicated by
boldface:



(17) ongoing reading
a John was eating sardines at noon, and wasstill eating sardines
at 12:05.
b. ?John waseating sardines at noon, and then he took a nap.

(18) completive/inchoative readings

a  * John ate hissardines at noon, and still ate his sardines at 12:05.
(bad on relevant reading)
b. John ate his sardines at noon, and then he took a nap.

Although for many speakers, (17b) is possible, it nonetheless does not sound as
natural as (18b).

3.2 Temporal adverbialsin futurates

As we saw above in section 1.1, futurates can have "'incompatible” temporal
adverbias; the high one constrains the time of the plan, and the low one
constrains the time of the eventuality. For example, (19) says that at noon there
was a plan for the Red Sox to play the Yankees at 6:00 (and can not mean that
there wasa plan at 6:00 for them to play at noon).

(19) At noon. theRed Sox were playing the Y ankees at 6:00 pm.

Our method for the time being is as follows: treat till and then as anaphoric to
either the high adverbial or the low adverbia, and test for the presence of
ongoing or completive/inchoative readings. With still and then anaphoric to a
high punctual adverbial, we see that only the ongoing reading for the plan is
available, since (20a) is good and (20b) is bad. Now consider the cases where
still and then are anaphoric to alow punctua adverbial, in (21). Thefact that the
still conjunction in (21a) is good tells us that an ongoing reading is possible; the
fact that the then conjunction in (21b) is good indicates that a
completive/inchoative reading is possible.

(20) highadverbia (time of plan): ongoing
a At noon, the Red Sox were playing the Y ankees at 6:00 pm, and at
12:05, they were still playing the Y ankees at 6:00 pm.
b. *At noon, the Red Sox were playing the Y ankees at 6:00 pm, and
then they all went out for ice cream.

(21) low adverbial (time of eventuality): completive/inchoative, ongoing
a At noon, the Red Sox were playing the Y ankees at 6:00 pm, and
they werestill playing the Y ankees at 6:05.



b. At noon, the Red Sox were playing the Y ankees at 6:00 pm, and
then they were playing the Mariners at 8:30pm.

When-clauses are similar to punctual adverbials: in general they yield ongoing
interpretations with progressives, and inchoative or completive readings with
perfectives.

(22) a When I talked to John, he waseating sardines, and he wasstill
eating sardines three days later.
b. *? When | talked to John, he waseating sardines, and then he
took a nap.

(23) a * When | talked to John, he ate sardines, and he wasstill
eating sardines three days later.
b. When | talked to John, he ate sardines, and then he took

anap.

Again, temporal anaphora on a high when-clause shows that the plan is ongoing.
With the anaphora on alow when-clause, we see that the eventuality may receive
an inchoative, completive, or ongoing reading:

(24) high adverbia (time of plan): ongoing
a When | talked to Pedro, the Red Sox were playing the
Y ankees at 6:00 pm, and when | talked to Nomar, they were still
playing the Y ankeesat 6:00 pm.
b. *When| talked to Pedro, the Red Sox were playing the
Y ankees at 6:00 pm, and then they all went out for ice cream.

(25) low adverbial (timeof eventuality): completive/inchoative, ongoing
a At noon, the Red Sox were playing the Y ankees when thesun
went down, and they werestill playing the Y ankees when the
stars came out.
b. At noon, the Red Sox were playing the Y ankees when the sun
went down, and then they were playing the Mariners when the
starscame out.

In "ordinary™ (i.e., non-futurate) progressives, the eventuality has an ongoing
reading obligatorily, but in futurates, the ongoing reading is not obligatory (and
for most speakers is less preferred). The evidence presented here points to this
conclusion: what is progressive about progressive futurates is the plan, not
necessarily the eventudity. The natural hypothesis is that the presence of
progressive morphology affects the plan instead of the eventudity.
What would such a hypothesis predict about the aspectua properties of the



eventuality? latridou (2000) observes that in constructions where tense has no
direct connection with the eventuality, aspectual morphology does not contribute
aspectual meaning to the eventuality. In those cases, any aspectual interpretation
of the eventuality is passible.? Therefore we should be able to get any aspectual
interpretation for the eventuality. This is exactly what we saw: the eventuality
receives either a completive/inchoative or an ongoing interpretation.

It seems as if the imperfective operator is taking PLAN as an argument rather
than the VP. Here's why: in the non-futurate situation, we know that
imperfective morphology hasa certain semantic effect on the temporal properties
of the VP. Syntactically we assume that PROGP is the smallest maximal
projection dominating VP, asin (26).

(26) PROGP
PN
PROG VP

Consider now the progressive futurate. The semantics of the progressive, as |
have demonstrated, has no direct impact on the temporal properties of the
eventuality; instead it influences the temporal properties of the plan. By analogy
to (26), PROG must be taking PLANP as its propositional argument, as in (27).
Hence we now have an upper bound for PLAN:

(27) upper bound established: PLANPlower than PROGP
PROGP
N
PROG PLANP

- &
- "

PLAN ...
VP

4. An Apparent Problem: Manner Adverbials

The previous two sections established alower bound and an upper bound for the
position of PLAN. In this section we turn to manner adverbias, which when

2 In general, the eventuality may have any interpretation that does not create a mismetch
with the aspectual morphology. This is like agreement phenomeng; e.g., if an English
verb has agreement morphology, it has to agree with the subject. However, in non-finite
clauses, where there is no agreement morphology, the subject can be in any person.
Likewise, Iatridou suggests, any particular aspectua semantics can occur wherever it
does not create amismatch with the aspectua morphology.



combined with the perfect progressive futurate seem to raise a problem for the
analysis.

4.1" Plan-oriented" manner adverbials

Jackendoff (1972) discusses certain adverbs which can get either manner
interpretations or subject-oriented interpretations. Cleverly and stupidly are two
such adverbs. Interpretation depends on the position of the adverb with respect
to the verb:

(28) a John answered the question cleverly.
b. John cleverly answered the question.

Cleverly in (28a) has only the manner reading: 'John answered the questionin a
clever fashion'. (28b), according to Jackendoff, has both that reading and the
subject-oriented reading: ‘it was clever of John to answer the questions. (I find
the manner-oriented reading for (28b) somewhat marked.) That these are two
different meanings can be shown by the fact that such adverbials can occur
together, here with the meaning 'It was clever of John to answer the question in a
stupid manner";

(29) John cleverly answered the question stupidly.

Certain other manner adverbs do not normally participate in this kind of
aternation, including secretly, carefully, and suddenly: These apparently lack a
subject-oriented reading; when the adverb appears in the higher position, the
meaning is more or less the same as when the adverb isin final position (perhaps
with some difference in scope which is not relevant here).

(30) a John answered the question secretlylcarefullylsuddenly =?
b. John secretlylcareful lylsuddenly answered the question.

In progressive futurates, however, the two positions apparently reflect a
difference in meaning, not only with adverbs like cleverly, but also with the
second group of manner adverbs:

3D a Nomar is playing cleverlylsecretly tomorrow.
b. Nomar iscleverlylsecretly playing tomorrow.
C. Nomar iscleverlylsecretly playing stupidlylin plain view
tomorrow.

The a examples in (31) assert that there is a plan for Nomar to play
cleverlylsecretly tomorrow; the b examples assert that there is a cleverlsecret



plan for Nomar to play tomorrow, and in the ¢c examples, the cleverlsecret planis
for him to play stupidlylin plain view. When the adverb is pronounced just
before the verb, it apparently constrains time of the plan itself; cal this the
"plan-oriented" reading. Asfurther evidence, (32) shows that when an adverb is
semantically odd as a modifier for the plan, it is acceptable in the lower position
and bizarre in the higher position:

(32 a Nomar is playing carefully tomorrow.
b. #Nomar iscarefully playing tomorrow.

And (33) shows the converse; suddenly is semantically odd as a manner of
playing, especially when the playing is planned ahead of time. However,
suddenly is fine as a modifier of a plan. Not surprisingly, it is odd in the lower
position and finein the higher position:

(33) a #Nomar isplaying suddenly tomorrow.
b Nomar issuddenly playing tomorrow.

What are the syntactic conditions on whether a manner adverbial can modify
the plan? A working hypothesis might be that it hasto bein Spec, PLANP;

(34) 3P

3 TP
SN
Nomar T

/\
is PROGP

PN
PROG PLANP

N
cleverly PLAN'

PLAN VP

VP tomorrow

A

playing

To determine if this hypothesis could be correct, we will add inflectional
material, first by adding passive be to these sentences, and then by adding the
have of the perfect.



In (35) we see that the position below passive be is too low for a plan-oriented
reading, as evidenced by the fact that secretly in that position with in plain view
in the lower position (in 35b) is something of a contradiction:

(35) a John is being promoted secretly tomorrow.
b. John is being secretly promoted (*in plain view) tomorrow.
C. John issecretly being promoted (in plain view) tomorrow.

This does not contradict our working hypothesis, supposing that passive be is
lower than progressive fe, ¥ if PLAN is between them.

4.2 A problem

The perfect progressive futurate seems to raise a problem, however. The plan-
oriented adverbial is most felicitous when it is higher than progressive be (which,
recall, | have argued is higher than PLAN.) Consider, for instance, the examples
in (36) (due to Sabine latridou, p.c.). The manner adverbia in (36) isin a
position from which we would expect it to be able to modify the plan with ease;
yet that reading isdisfavored if not totally ungrammatical. (36a) favors areading
in which Ken has secretly retired in May of 1995, May of 1996, and so forth. In
contrast, (36b) favors a futurate reading: (36b) means that the plan for Ken to
retire in May has been in effect since 1995, and that plan has been secret. The
adverbial in (36b) modifies the plan even though it is higher than PROG. (The
arrows here indicate not movement of PLAN but rather potential positionsfor it.)

(36) a Since 1995, Ken has been secretly retiring in May.
AQYP
Since1985 TP
Ken PERFP
PERF PRQQP

PROG ADVP

ADVP

¥ assume be to be the location of the progressiveoperator; the argument is even stronger
if the progressiveoperator is lower, e.g. the pogition of -ing.
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Since 1995 TP
Ken PERF
PERF ADVP
secretl';.. Pi.?'(?)_GP

PLAN PROG /VE\
)

If manner adverbials must be local to the head they modify, thisis apparently a
problem. While the tempora adverbia evidence seems to suggest that PLAN is
no higher than PROG, the manner adverbial evidence apparently placesPLAN no
lower than PROG. We can't get out of this by saying that Plan isin two different
positions in the different tests, because when we run the tests simultaneoudly, we
get the same results. the playing event in (37) can get the inchoative/completive
reading.

(37) Since noon, the Red Sox have secretly been playing at 6pm.

This means that PROG cant be applying to the event, and above | argued that
that had to be because PLAN intervened between PROG and the VP. But asin
(36b), PLAN must bein a position where it can be modified by secretly, whichis
higher than PROG.

Another possibility, and | believe a more likely one, is that PLAN really is in
the position of PROG, and more strongly, that what we've been calling"PLAN" is
actually PROG. This is certainly what the syntactic evidence seems to suggest.
Cross-linguisticaly as well, futurate readings are most often possible with
imperfectives (and a progressive is a kind of imperfective). It might require a
much more complex meaning for PROG than | have assumed, or at the least, a
sophisticated pragmatics, in which any future event which can somehow be
referred to in the absence of a future operator, somehow must be a plannable
event. (For the second "somehow" in the previous sentence, | have sketched out
a preliminary account in Copley (2000), but | am not sure how the first
"somehow" might be spelled out.) If this is the right approach, what it meansis
that futurate readings are not a morphosyntactically unitary phenomenon; strictly
speaking, there is no single PLAN operator that is responsible for futurate
readings. This seems right, cross-linguistically, since this hypothetical operator



never seems to be realized overtly, and in one language at least (Chaha, an
Ethiopean Semitic language) the Aktionsart of the verb, among other things,
helps determine whether a sentence can have a futurate reading (Degif Petros
Banksira, p.c.). Even in English, progressives can have futurate readings in any
tense, while simple (perfective) verbs can only have futurate readings in the
present tense. So we might say that futurate readings are possible with the
English progressive on one hand, and the English present tense on the other,
without the need to unify the account morphosyntactically — albeit with much
work yet to bedone on therelevant semantics and pragmatics.
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An OT Treatment of Variation

in Indo Aryan Ergative Morphology
Ashwini Deo and Devyani Sharma
Sanford University

1. Introduction

While NIA languages provide a common example of morphologica ergativity,
ergative marking and agreement patterns are not uniform amongst these
languages. Our analysis of this variation in subject-marking and agreement is
framed in Optimality Theory (OT; Prince and Smolensky, 1993) and employs
language-particular rankings of universal constraints which alow an interaction
of nominal marking, verbal inflection, and universd markedness to derive
distinct marking systems (Prince & Smolensky, 1993; Aissen, 1999).

In $2, we introduce the MiddleIndo Aryan (MIA) ergative construction that is
the ancestor to the modem ergative clausein New Indo-Aryan (NIA), after which
we present the relevant data for ergative variation in Hindi, Marathi, Bengali,
Nepali and Gujarati in $3 and $4. We regard this variationas aresult of ongoing
processesof markedness reduction, which we present in the OT analysisin $5.

2. Morphological Ergativity in MIA

We assumea standard definition of ergativity: "'a grammatical pattern or process
shows ergative alignment if it identifies intransitive subjects and transitive
direct objects as opposed to transitive subjects” (Plank, 1979). The ergative
pattern in the past tense and perfective aspect in NIA emerges from a verbd
adjectivethat functioned like a passive participlein the perfective.’ Throughout
this paper, we assume this analysisof the Indo Aryan ergative construction. It is
not crucia to the discussion, but may be schematically representedasin (2).

() NP-inst NP-nom V-Sagr ' NP-erg  NP-nom  V-O-agr
obl subj passive subj obj active

The main point in (1) is that by late MIA the instrumental oblique was re-
analyzed as an ergative subject. This constructionhad the following properties:

* The agent, marked in the instrumental case, showed subject properties.

» The object of the transitive and the subject of intransitive clauses showed
nominative case marking.

 The verb, based on the earlier passive participle, showed gender and number
agreement with the nominative object, and the intransitive subject.



The ergative construction in MIA may be considered marked in terms of
morphologica structure. First, assuming a prominence hierarchy of grammatical
functionswhich ranks subjects higher than objects (Aissen, 1999), the ergative
constructionis marked because the least marked function (subject) is expressed
by a morphologicaly more marked case (ergative), while the more marked
function (object) is expressed in the unmarked (nominative) case. Second,
agreement generaly indexesthe least marked grammatical function, and subject
agreement is the most commonly attested pattern; however, in the ergative
construction, agreement is with the object.

The perfective clause in NIA, which derives historically from the MIA
construction, cannot be analyzed as a homogeneous construction of the MIA
sort. To attributeto Indo-Aryan languages an across-the-board ergativity of this
kind isto ignore alarger range of datathat, in our view, pointsto the emergence
of unmarked case and agreement systems.

The datain the next section presentstypological variation in subject-marking
patternsand in agreement patterns.* Under our analysis, the innovations in these

languages constitute a representative typology of how languages reduce the
markednessof an ergativeconstruction.

3. Thetypology of variationin NIA

The data covers the perfective clause in Hindi, Marathi, Punjabi, Bengali,
Nepali and Gujarati. As Marathi and Punjabi show the same case and agreement
pattern, we treat them as asingle group and only give examplesfrom Marathi.

3.1. Hindi

In Hindi, the perfective subject is morphologically marked with the ergative
postpositionin all personsand numbers. This post-positionin Hindi is -#e.

The verb in Hindi agrees with the highest nominative argument (Mohanan,
1994:105). (248) shows that the verb agrees with the nominative subject in non-
perfective clauses. In (2b), the verb cannot agree with the ergative-marked



subject, and agrees instead with the nominative object. Findly, in (2¢), the
verb shows default agreement because both argumentsare case-marked.

@ @

©®)

©

Sitaa raam-ko
Sia-FEM-ROM Ram-sasc-aoc
“Sita hits Ram.'

raam-ne chidiyaa

Ram-MASC-ERG  bird-FEM-NOM
'Ram saw a sparrow.’

Sitaa-ne Raadhaa-ko
Sila-FEM-ERG Radha-FEM-ACC
'Sita hit Radha.'

32 Marathi/ Punjabi

piiTthii hai
hit-PRES-FEM-SG  AUX-3-SG

dekhii
Sec-PERF-FEM-SG

piitaa
hit-PERF-pASC-5G

In Marathi/Punjabi, first and second person subjectsin perfective clauses are not
marked and are morphologicaly identical to non-perfectivenominativesubjects.

The examples in (3) show the agreement facts. Despite overt morphological
syncretism with the nominative forms, first and second person subjects in
Marathi/Punjabi still behave like ergative subjects. In (3 b), athough the subject
mii does not show overt case marking, the verb does not agree with it.

G @

()

©

mii Sitaa-laa
I-MASC-NOM Sita-FEM-ACC
‘I see Sita'

mii ek
I-MASC-ERG ane

1 saw asparrow.’

mii Sitaa-laa
[-MASC-ERG Sia-FEM-ACT

'l saw Sita'

bagha-to

See-PRES-MASC-SG

chimNii baghit-lii
bird-FEM-NOM see-PERF-FEM-SG

baghit-la
see-PERF-NEUT-SG



3.3. Bengali

Old Bengali had an ergative condtruction in the perfective aspect (Chatteriji,
1926, 1970:947-8) similar to the MIA ergative clause. Modem Bengdi has lost
this pattern atogether and all clause-types show a nominative-accusativepattern.

Thedatain (4) showsthat the verb always agreeswith the nominativesubject.

4 @ aamii Sitaa-ke dekhchii
I-NOM Sila-FER-ACT s¢e-PRES-1-SG
'l seeSita
(b) aamii Sitaarke dekhlaam
I-NOM Sita-FEM-ACC SEC-PAST- -850
'l saw Sita'
(© anu siitaa-ke dekhlo
Anu-FEM-NOM Sita-FEM-ACC seE-PAST=-3-50
‘Anu saw Sita.'
3.4. Nepali

Nepai hasergativemarking on the subject in al three persons and differs from
the other languagesin that overt subject case does not block subject agreement.

Non-perfective 3 uu | unii j
Perfective 3 usu-le \ un-le ]




The transitive verb in Nepali agrees in person and number with the subject. In
(5), the verb takes the same suffix in an intransitive clause with a nominative
subject asin atransitive clause with an ergative subject. The nominative object
in (5b) does not trigger agreement. In Nepali, therefore, it is the subjecthood of
an argument that triggersagreement, not overt case-marking (or absence thereof).

(5) @) ma bas-en
I-NoM Sit-PAST-1-SG
| sat.'
© ma-le mero lugaa dho-en
I-ERG iy dahesNOM  seePAST-sG
I washed my clothes!
35 Gujarati

Guijarati shows ergative marking in al three persons.

Gujarati differs from most other NIA languages in its agreement patterns. in
perfective clauses, the verb agreeswith the object even if it is marked accusative.

6 @ ditaxe kaagal Vaac-yo
Sila-FEM-ERG letter-MAsSC-HOM  read-PAST-MASC-SG
'Sita read the letter.

() siitaa-e raaj-ne pajav-yo
Biln-FEM-ERG Raj-MASC-SG-ACC harass-PAST-MASC-SG
‘Sita harassed Rg).' (adapted from Mistry, 1997)

Konkani (Grierson 1905) also shows this pattern, in which case marking does
not block agreement with the object, but it does block subject agreement.



4. Cross Classification of Inde Aryan Languages

From the dataiin §3, it isevident that NIA languagesare classifiablein different
ways according to their agreement and subject marking patterns. Table 6 groups
the languages accordingto subject-marking patterns. Hindi, Gujarati and Nepdi
show overt ergative case in all three persons. In Marathi/ Punjabi, there is no
overt marking on first and second person ergative subjects. Finally, Bengali has
no morphological or abstract case on its perfectivesubjects.

Those languageswhich group together with respect to subject marking patterns
are not necessarily the ones showing similar agreement marking properties. As
shown in Table 7, Hindi and Marathi/Punjabi agree with the nominative object,
Gujarati extends verbal agreement to accusative marked objects. Nepali and
Bengali both show agreement with the subject.

Table7: Typology of agreement in perfective clauses

AGREEMENT HINDI MAR/PUNJ | GUIJARATI NEPALI BENGALI
S-Agr A T L o v v
0-Agr (nom) v v v (0] (0]

Note from the top row of languages, that the groupings of subject-marking types
and agreement typesdo not overlap exactly. This variation is accounted for in
the analysisthat follows.

5. OT Analysisof Typological Variation

Thetypologica rangein the data, with partly independent subject and agreement
patterns, lends itself to an analysis that draws on universal markedness
hierarchies. In Optimality Theory, grammars are represented by language-
particular rankings of universal, violable constraints. Constraints fall into two
classes:. faithfulnessconstraints, which relate afeaturein the input to one in the
output, and markedness constraints, which restrict possible output structures.
Candidate outputs are evaluated for a given input according to these ranked
constraints, and the optimal candidate violatesthe lowest ranked constraints.
Here, we use Aissen's (1999) implementation of harmonic alignment and
congtraint conjunction in syntax, based on Prince and Smolensky (1993).
Alignment constraints are derived from the alignment of various universa



hierarchies.” Since such constraint alignments are derived from universal scales,
they cannot be mutually reranked within one constraint subhierarchy.

We first present universa subject-marking constraints and their specmc
rankings, followed by universal agreement subhierarchiesand their rankings."

51 Subject-marking constraints

The hierarchy of subject-marking constraintsin Table 8 was proposed in Aissen
(1999). The universal scales of grammatical function and person rank are listed
in the first column. The typological markedness reversa between subjects and
objects(Battistella1990) is captured by direct and inverse alignments of subject
and object respectively with the person hierarchy, as in the second column.
These state, for instance, that it is more harmonicfor asubject to be first person
than third person. Finaly, the universal subhierarchiesof actua constraints are
shown in the third column. These are derived by prefixing the "' Avoid" operator
(*) to each alignment and stating the ranking in termsof decreasing markedness.
Most importantly, the relative ordering of these constraintsis universal.

Table 8: Deriving person markedness constraints

UNIVERSALSCALES | HARMONICALIGNMENT | CONSTRAINT ALIGNMENT
Subject = Object | SwLoc = Sw3 | *Suw3 = *SwLoc
Local (Ist, 2nd)= 3rd |  Qil3 = OiLoc | *OilLoc = *Oi/3

Aissen conjoins these constraints with the constraint *@,, requiring arguments
to be marked with some case form. This captures the idea that marked
configurationsof featuresshould be morphologically marked. The ranking in (7)
states that 3rd person subjects are universally more marked than 1st and 2nd
person subjects.” Each constraint can only be satisfied by overt case-marking.

(7) %513 & *@c » *suiLoc & *Oc (Aissen 1999:673)

As our data is specific to the domain of perfect|V|ty, we conjoin Aissen's
constraintswith aconstraint on perfectivesubjects®

The highest condtraint in (8) states that a subject occurring in a perfective
context and simultaneously being associated with third person must be overtly
marked. The universaly less marked constraint requires this of local person
perfective subjects.

(9) *struUC.: Avoid (case specification) structure (P&S 1993:25, Aisseen 1999)



Finaly, the constraint in (9) penalizes any morphological structure. Aissen
(1999) employs the constraint *STRUC. to specificaly pendize case
morphology, which is our use here. *STRUC serves asan economy constraint.
Using just the three constraintsin (8) and (9), we can begin to account for
changesin the various |A subject-marking systems.” In (10) we list the possible
rerankings of the three constraints, along with the systems in which these

rankings are found.

(10) <—*struc (Bengdli: no subjs marked)
#5005 & *SUVPERF & *Oc
< *5TRUC (Marathi/Punjabi: only 3p subjs marked)
*SU/LOC & *SU/PERF & *@¢
«<—*sTRUC (Nep., Hindi, Guj., MIA: all subjsmarked)

In (10), the constraints requiring subject marking are progressively demoted
below *STRUC — partidly in Marathi and Punjabi and completely in Bengali
— alowing the universal avoidance of overt subject marking to emerge. The
rankings for each languagetype are shownin (11).

an (8 *sTRUC » *sUiE & *SU/PERF & *@c » *sWWLOC & *SU/PERF & *@i¢
(b) *s10% & *SU/PERF & *@c ® *STRUC # *SU/LOC & *SU/PERF & *Qc
(C) *s'3 & *SU/PERF & *@c » *SULOC & *SU/PERF & *: » *STRUC

In Bengdli, in (11a), *STRUC dominates both markedness constraints, so the
morphologically unmarked candidatesare selected as optimal. In Hindi, Gujarati
and Nepdi, in (11¢), *STRUC is ranked below both subject constraints, resulting
in marked subjectsalwayssatisfying one of the higher ranked constraints.

Finally, in Marathi/Punjabi, in (1lb), *STRUC intervenes between the two
markedness constraints. This example is shown in more detail in (12) below.
The tableau shows only the relevant, partia inputs for transitive, perfective
clauses and the constraints are also abbreviated for reasons of space. As in
Aissen (1999), case constraints and case-marking in candidates refer to overt
morphology, not abstract case. We return to the distinction between these two
after presentingour initia analysis.

(12) Marathi/Punjabi

| *suwaresr & *0g | *sTRUC | *sufoCierr & *@c |

IHFLIT: Subj (3rd)
= C. Seg | ]
d. S-0 *

The candidates (a), (b), (c), and (d) are evaluated according to the ranked
constraints. Two different inputs are contrasted, to show which candidate gets



selected accordingto the person feature in the input and the language particular
rankings. 3rd person subjects must be case-marked to satisfy the highest
constraint, even though they violate *STRUC, but since the lower-ranked subject
constraint is below *STRUC, null-marked ist and 2nd person subjects ae
preferred, so candidate (b) is chosen over (a).

The three constraint rankings in (I 1) give us the three sets of language types
from Table 6. As *SuU/3 and *SU/LOC are constraints within a universa
subhierarchy, they are never mutually reranked; their ranking only varies in
relation to *STRUC. Under our analysis, their progressive demotion below
*STRUC representsthe systematic elimination of overt marking on subjects.

5.2. Agreement constraints

As the data earlier showed, agreement cannot be captured as a direct default
which occurs only when case is absent. Nepali allows agreement across case-
marked subjects, and Gujarati allows agreement with case-marked objects.
Thus, independent agreement constraints are necessary.

(13) EXPRESSAGR A predicateagreeswith some argument

This constraint is a type of faithfulness constraint requiring agreement of some
sort.® We distinguish explicit number, gender or person agreement from default
agreement here. The constraint in (13) is not satisfied by default agreement,
which takes the form of masculine or neuter singular inflection in these
languages. The choice of full agreement vs. default agreement in different
contextsis accounted for in the analysisthat follows. Since default agreement is
treated as non-agreement in our analysis, it is assumed to occur in order to
satisfy an independent requirement for finiteness marking. The constraint on
finiteness marking requires some overt marking to distinguish finite from
nonfinite verb stems. Asthis requirement holdsidentically for all the languages
in question, we exclude this constraint from our discussion. So candidates with
completely uninflected verb forms are not considered here. Candidates with
default agreement, however, may be chosen for certain inputs and do interact
with full agreement. The examplesthat follow show the circumstances under
which default agreement is preferred over full agreement.

EXPRESS AGR is used in Bresnan (in press) only for subject agreement. In
order to generalize her constraint systematically, we align it with the relationa
hierarchy to permit agreement with more than just subjects, but still to constrain
the relative markedness of each type of agreement. The resulting constraint
aignmentsare given in (14).

The universally least marked agreement pattern, according to this constraint
hierarchy, is subject agreement. Object agreement is more marked and agreement



with non-core grammatical functions is the most marked. This highest
constraint is left out of the discussion, asit is never violated in the data here.

Since the data includes agreement across certain cases, we must ensure that
agreement is not only sensitiveto grammatical function but also to case. To this
end, we assume a similar alignment of agreement with case, as shown in (15).
In her cross-linguisticstudy of the interaction of case-marking with faithfulness
constraints, Woolford (to appear) proposes the universal hierarchy of
*ERGATIVE,*DATIVE @ *ACCUSATIVE # *NOMINATIVE, which we follow here
to derive case-sensitive agrecment.”

The two universal subhierarchies of agreement constraints in (14) and (15)
interact to derivethe observed language types. In the examplesthat follow, case
selection is ensured by the constraints presented in the last section. These
examples are restricted to agreement alternations. Each example shows three
different types of clausd inputs — perfective with a specific (ACC) object,
perfective with a nonspecific (NOM) object, and nonperfective— to show how
the constraintsinteract to deriveagreement for different clausetypes.

First, we turn to the Hindi, Marathi and Punjabi group, which allows
agreement with either subject or object, aslong as its case is nominative.

(16) Hindi, Marathi, Punjabi

*ERG/AGR EXPR *ol/ *su/ O
*ACC/AGR AGR AGR AGR AGR

INPUT: & Dispec) Wipeilh )
a. SergO-acc V-Sagr *1 R
b. Serg O-acc V-Oagr *1 w

@ c. SergO-acc Vdefault "

INPUT; S Of(nonspec) V(perf) ]
d. S-ergO-nom V-Sagr » BodnNe T ox [T T

e. Serg O-nom V-Oagr * [

. Serg O-nom V-default * |

NPUT: S O V(nonperf)

® g. Snom O-nom V-Sagr L .
h. S-nom O-nom V-Oagr .1

i. Snom O-nom V-default ® g

f

In (16), the first input requirescase on both subject and object. In this situation,
default agreement wins out of candidates (), (b), and (c), because agreement
with either argument would violatethe restriction on agreement with ergative or
accusative. When the object is not marked accusative, as in (d), (€), and (f),
object agreement is preferred to a violation of the higher-ranked EXFRESSAGR
Finaly, if neither subject nor object is case-marked, as in (g), (h), and (i), then
subject agreement isideal because object agreement is universally more marked.



Turning to Gujarati in (17), the only difference from the Hindi group in (16) is
the promotion of the faithfulnessconstraint EXPRESSAGR above *ACC/AGR.

(17) Gujerdti

" *ERG/ EXPR
AGR AGR

*ACC/ *oy *Su/
AGR AGR AGR

O
AGR

This reranking only affectsthe first input (17). In the Hindi group, this input
resulted in default agreement since both arguments were case-marked. In
Gujarati, because EXPRESSAGR is higher ranked, agreement with the accusative
is less bad than default agreement and so candidate (b) wins. The other two
types of inputs are unaffected, and still select the highest nominativeargument.

Finally, Nepali also contradictsthe nominative agreement pattern of the Hindi
group by alowing agreement with the ergative. This violates the highest
congtraint in (15). But, this is still preferableto agreement with any type of
object, hencethe ranking shown in (18).

(18) Nepdli, (Bengali)

EXPR *0J/ *su/ *ERG/ *ACC/ *NoM/
AGR AGR AGR AGR AGR AGR

INPUT: S O V(nonperf)

# . Snom O-nom V-Sagr » | stk TR

h.  S-nom O-nom V-Oagr

L:(-

i. S-nom O-nom V-default *




The only difference here between Nepali and the other groupsis that none of the
case constraints on agreement outrank the grammatical function subhierarchy.
Oneway of looking at it is that since overt subject marking in Nepali has not
been reduced, the agreement pattern has generalized agreement to the least
marked argument, eliminating the marked situation of object agreement
altogether. Bengali fallsin the same category for agreement but has no subject
marking at all, so athough the ranking in (18) is identica for Bengdi
agreement, candidateswith nominative subjectswould be the winners.

To briefly summarize this section, the forma groupings of languages
according to our analysis correspond to the cross-classification of the data in
Table 7. The analysis shows that the directions in which each ranking has
moved essentially representssome manner of markedness reduction.

6. Discussion
6.1. Null ergative case

Onefina note on theanalysisof case constraintsis necessary. Aissen's (1999,
2000) discussion of case markedness constraintsis restricted to morphological
case. This approach is well-suited for the progressive loss of overt case-
marking. However, the facts for Marathi/Punjabi show clearly that the null
morphology of first and second person subjects does not indicate bare
nominatives, but rather non-overt ergatives. This can be seen in the Marathi
datain (19). In  (19b), the adjectival modifier of the perfective, transitive
subject, which agrees with the head noun, occurs in the oblique case. By
contrast, this modifier takes the nominative form when modifying a
nonperfectivesubject asin (19¢). Furthermore,the verb does not agree with the
null ergativesubject in (19b) either.

(19) (@ mii e aambaa khaa-llaa
I-ERG one mango-NOM eat-PERF-3-SG
'l ateamango.'
(b) vedyaa ashaa  mii &  ambaa khaa-llaa
foolish-OBLIike-OBL I1-0BL one mamgo=MOM  ewl-PERF-3-50

'Foolish me ate a mango.'

(© vedii ashii mii &k  ambaa khaa-te
foolish-NOM like-NoM INCM one magpNOM eat-PRES-1-SG
'Foolish me eats a mango.'

Woolford (to appear) also notes the need for this distinction between null
ergativeand nominativein languagessuch as Marathi. She exclusively restricts
her case analysis to abstract case, while the analysis in Aissen (1999) applies



only to morphological case. In our analysis here, we must distinguish between
Bengali, which has true nominative subjects and agreement with these subjects,
and Marathi and Punjabi, which have underlyingly ergative, null-marked
subjects that do not agree with the verb. Thus, both Woolford's and Aissen's
interpretations of constraints on case must be unified to encompass the
typological rangein the present data.

One way of expressing this, as Woolford does in a somewhat different
approach, isto includefaithfulness constraints that require abstract ergative case
to be associated with perfective subjects, independent of the loss of overt
morphological marking. For the present, we simply include a version of
Woolford's (to appear) constraint that marks perfective subjects as abstract
ergatives.

The actua ranking for Punjabi and Marathi how, in contrast to the purely
morphological approach that was given in (I Ib) and (12), must include a high
ranking abstract case constraint to make the distinction between null ergatives
and true nominatives.

With this revision, although the morphological markedness constraints permit
null-marking on first and second person subjects, the faithfulness constraint
requiresabstract ergativecase. Thisismerely a provisiona representation of the
interaction of abstract and morphological casewhich is needed in this data.

6.2. Summary

To summarize, at the outset of our talk we showed that the MIA ergative,
perfective construction had severa universally marked fesatures, such as case-
marking on the subject and verb agreement with the object. A forma model of
two general strategiesof reducing markedness along universal hierarchies was
provided for the range of NIA systems. In termsof subject marking, the gradua
promotion of *STRUC above case marking constraints gives rise to unmarked
subjectsin Bengali, Marathi and Punjabi. Those languageswhich retain subject-
marking — Hindi, Gujarati, and Nepai — show markedness changes in
agreement instead. The promotion of the faithfulness constraint EXPRESS AGR
combined with universal hierarchiesof agreement typeslead to the emergence of
unmarked patternsof either subject agreement or nominative agreement. Thus,
in Hindi agreement is restricted to the least marked case (nominative), and in
Nepali it isrestricted to the least marked grammatical function (Subject).

* Thiswork is based in part on work supported by the National Science Foundation under Grant
No. BCS-9818077. We would liketo thank Joan Bresnan, Brady Clark, Paul Kiparsky, and Peter
Sells for many valuable comments. Any remainingshortcomingsareour own.
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' Our use of the term 'perfective’ follows Masica (1991) in specifying morphological past tense
marking as well asergativity in Indo Aryan languages.
“ All the NIA languages in the typology under consideration here have developed a complex
system of object marking based on definitenessand animacy. We regard it as an additional
strategy for markedness reduction (Cf. Differential Object Marking; DOM; Aissen 2000) but do
not discussit in the paper.
! This operation takes a binary structural scale (e.g. a grammatical functionscale) and aligns each
member of a second scale (e.g. an animacy scale) with the first.
* Thefocushereis on the association of morphological marking with grammatical functions, and
not on the determination of grammatical functionsthemselves, which will be assumed to be
independently ensured through the type of argument-function correspondencesproposed in
Lexicd Mapping Theory (LMT; Bresnan & Kancrva, 1989) and further developed for OT in
Bresnan (in press).
? The corresponding object marking constraintsare not addressed in this paper (see Aissen (2000)
for adiscussion of this constraint subhierarchy).
“ See Sharma (to appear) for a discussion of the alignment of perfectivity and grammatical
functions for aspectually-split ergativity in Indo-Aryan languages.

Faithfulnessto input featuressuch as gender and number is assumed to be satisfied in all
candidates.
* The crucid differencein choosing to formulatethe constraint as EXPRESS AGR rather than as a
markedness constraint such as *EXPRESS AGR (formulated like *STRUC) is that the formulation in
(13) favors agreement of some sort, while a markedness constraint would favor non-agreement.
We assume that case marking performs a discriminant function amongst arguments cross-
linguisticaly, often signaling a marked situation. Agreement, on the other hand, is seen as a
prominence relation with the least marked. In other words, case and agreement do not perform
identical functions; case is avoided except under marked circumstances, such as 3rd person
subjects, while agreement is a default, occurring in unmarked contexts such as subjects over
objects.
* As the case-agreement hierarchy assumed in (15) is inspired by Woolford (to appear), we
restrict it to abstract case asshe does. In fact, this givesthe correct results, as the constraint
*ERG/AGR correctly prevents agreement with 1st and 2nd person subjects in Marathi/Punjabi,
regardless of whether their morphological case is overt.
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Syntactic vs. Semantic Valence;
Verba Affixesin Minangkabau

CatherineR. Fortin
Univer sty of Pittsburgh

1. Introduction

This paper argues for the existence of the phenomenon of two distinct types of
valence, semantic valence and syntactic vaence, asdefined in Van Vainand La
Polla’s Role and Reference Grammar (RRG) (1997). Empirical support for this
claim is provided by an analysis of the usage of verba affixes in Minangkabau
(a Western Maayo-Polynesian language) which demonstrates that these are in
fact separate notionswhich are reflected in the intuitions of the native speaker of
Minangkabau.

2. Semantic and SyntacticValence

When discussing valence or trangtivity of verbs, linguists have not aways
consistently differentiated between semantic trangtivity and grammatical
(syntactic) trangitivity. This has led to much ambiguity surrounding the terms
valence (and especidly) trangtivity, asthe followingillustrates:

"There are some [linguisty who would sy eat is dways a trangitive vab. These
linguigts use the term trangtive in the sense we use the teem " semanticdly trangtive'.
Others would sy that eat is Sometimes trandtiveand sometimes intranstive. These
linguistsare mogt likely referring to syntactic trangtivity. Still otherswould say thet
there are two related verbseat in the lexicon of English, one of which istrangitiveand
theother intrandtive (Payne 1997: 171).

A number of semina works has been published in Europe in the last three
decades on this problem’. The topic has more recently been followed up on
within the syntactic framework of Van Valin and LaPolla’s Role and Reference
Grammar (RR3, which has attempted to address this issue by clearly
distinguishing two distinct types of valence, semantic valence and syntactic
vaence. Vaence is the genera notion which deals with the question, 'How



many arguments doesa verb take? More precisely, however, semantic valence
may be defined as 'the number of semantic arguments that a verb mey take
(Van Valinet al 1997: 147); dternatively, it may be describedas 'the number of
necessary participants that must be "on stage” in the scene expressed by the
verb' (Payne 1997: 169-171). Conversely, syntactic valence refers to 'the
number of overt morpho-syntacticallycoded argumentsa verb takes (Van Vain
et al 1997: 147) within a particular clause; or we may say that it refersto 'the
number of arguments present in any given clause, where an argument is any
nomina element (including zero) that bears a grammatica relation to the verb'
(Payne 1997: 170-2).

What is the value, then, in making a distinction between the syntactic and
semantic valences of a verb? There are a few critical differences between the
two typesof valence, and by making a distinction between the two, ambiguities
of the type that Payne refers to in the preceding quotation may be eliminated.
Firg, the semantic valence of a verb may be considered lexical: the semantic
valence of a given verb never changes, no matter what context that verb appears
in, unless there are some overt morpho-syntactic processes which serve to
modify it. On the other hand, the syntactic valence of a given verb may vary,
and is often determined by the particular clause in which the verb appears.
Crucially, therefore, the syntacticand semantic valences of a given verb within a
given sentenceneed not be equivalent.

A simpleexample from English can illustratethis difference. The English verb
eat has a lexica semantic vaence of two; this is invariable. However, its
syntactic valence may dternatively be one, as in The dog is eating, where the
direct object of eat isnot overtly expressed; or it may be two, asin The dog is
eating a bone, wherethedirect object of the verbis overtly expressed.

Why, then, is it the case that the syntactic valence of a verb within a clause
may be less than the lexical semantic valence of that same verb? We can call
upon discourse to explain this seeming discrepancy: 'In the overwhelming
magjority of instances when a verb with a semantic valence of two occurs with no
(overt morpho-syntactic) referenceto the second argument, the situation is one
in which the identity of the item that fills that second argument role has not been
established and need not be established in order for the speaker to achieve
his/her communicative god' (Payne 1997: 170). In other words, one of the
semantic arguments of the verb may remain unexpressed, if the speaker feels
that thereisno need to explicitly defineit assuch.

Therefore, the syntactic valence of a verb within a given clause may either be
lessthan or equal to that verb's lexical semantic valence. Conversely, however,
the syntactic valence of the verb within a given clause is never permitted to
exceed its semantic valence. Another simpleexample from English will serveto
illustrate this point. The English verb sit, which has a semantic valence of one,
mugt then have a syntactic valence of one, as in The dog is sitting. When the
syntactic valence of the verb is increased to two with the addition of an overtly



expressed direct object, but without an analogous change in its semantic
valence, illegd constructionsresult, asin * The dog issitting the floor.

Another term which needs to be defined is trangitivity, which is very closely
aligned to the notion of valence. A transitive verb is one which describes the
relation between two participants, such that one of the participantsacts toward
or upon the other. The following Minangkabau example illustrates a transitive
verb, batfo, read’. In thisclause, the verb is both semantically and syntactically
trangitive (that is, it has a semantic valence of two as well as a syntactic vaence
of two).

(1) ambo mambatfo boku

ambo maN- batfo boku
1 TRANS- read  book
'I' read the book.'

Likewise, an intrangitive verb is one that describesa property, state or situation
involving only one participant. The following Minangkabau example illustrates
the semantically and syntacticaly intrangitive verb gala?, 'laugh’. Again, this
meansthat the semantic valence of the verb is one, and that the syntactic valence
of theverbisalsoone.

@) ambo gala?
ambo gaa?
1 laugh
'l laugh.'

3. Minangkabau

Minangkabau provides justification for positing that there are indeed these two
distinct types of valence.

3.1 Typological I nformation

Minangkabau is a language of the Malayo-Chamic sub-branch of the Western
Malayo-Polynesian branch of the Austronesian language family. Although
Minangkabau is closely related to Malay, it is not mutualy intelligible with
either Malay or Bahasa Indonesian.

Minangkabau is spoken primarily on the western part of the idand of Sumatra
(Sumatera Barat), Indonesia; various recent estimates place it as having
between 3 million to 7 million speakers. The ethnic group is aternatively
known as Urang Padang, and the language as Padang. Virtualy all Minang
speakersare Mudim.

Minangkabau word order is canonicaly SVO, and the language is largely
isolating, displaying only a limited amount of inflectional and derivational
morphology.



3.2 TheCorpus

For this study, a corpus of 278 verbs was elicited and classified according to
type per Payne's semantic classification of verbs. This classification, as seen in
Table I: Minangkabau verbs, demonstrates that a full semantic range of verb
types was considered in the analysis. Of these 278 verbs, 239 (86%) were verb
roots, while the remaning 14% were verbs derived from roots of
Minangkabau’s other mgor word classes (namely nouns, adjectives, and
prepositions).

Tablel: Minangkabau verbs, according to Payne's classification of verbs

ACTION (DYNAMIC) 30 MOTION (LOCOMOTION) 25
ACTION (NON-DYNAMIC) 10 MOTION (SMALE) 5
ACTIONHFROCESTES 63 NORMAL 8
BCDILY RUNCTIONS 30 FNSATION 9
COGNITION 14 STATES 15
EMOTION 4 UTTERANCE 20
FACTIVES 3 WEATHER VERBS 5
INVOLUNTARY 21 UNCLASSIFIABLE 7
MANIPULATION 9

Total 278

4. TheEmpirical Support

Throughout the remainder of this paper, it will be argued that distinct notions of
syntactic and semantic valences are clearly recognized by the native speaker of

Minangkabau. It will be shown that there are certain verbal prefixes which
serve to mark semantic trangitivity only (i.e., they serve to indicate that the
semantic vaence of the verb is two (or more)). Conversdly, there are certain
verbal suffixes which serve to change syntactic transitivity only (i.e., they serve
to increase the syntactic valence of the verb beyond its lexica semantic
vaence).

The following table, Table 2 Minangkabau valence, summarizes the two
affixes that will be the focus of the remainder of this paper. (Althoughthistable
does not provide an exhaustive listing of all Minangkabau vaence-affecting
verbal morphology, these two affixes are by far the most productive, and most
relevant to illustratethe phenomenon being discussed.)

Table2 Minangkabau valence
maN-" marks semantic valence

—kan changessyntacticvaence



4.1 Marking Semantic Valence in Minangkabau

The verba prefix maN- marks verb roots which are not semanticaly
intrangitive. In other words, it may mark verb roots which have a semantic
vaence of two, such as gigi? 'bite’, and those which have a semantic valence of
three, such as agiah ‘give. The prefix productively marks all semanticaly
transitive verbs, whether or not they are syntacticaly transitiveor syntactically
intransitive in their clause. However, the prefix may optionally be deleted if and
only if the following requirement is met: the syntactic valence of the verb must
be exactly equa to the verb's semantic valence. In other words, if the speaker

overtly expresses all of the semantic arguments of the verb, the prefix maN- is
effectively rendered superfluous, as it is illegal for the syntactic valence of a
verb to exceed itssemantic valence.

Example (3) illustrates the usage of maN- with a semantically transitive verb
root, gigi? 'bite. In sentence (3)a., neither an overt direct object nor the
semantic transitivity marker maN- is expressed; thisisan illegal constructionin
Minangkabau, since the semantic transitivity of the verb root is not represented.
However, sentences (3) b, c., and d. are adl acceptable. In (3.)b., maN- has
been deleted, as an overt direct object, pisay 'banana is contained within the
clause. Conversdly, in (3.)c., maN- is necessary to mark the verb, since the
direct object of the verb is not morpho-syntactically represented. Findly, in
(3.)d., both maN- and the direct object are overtly stated.

(3)a  *ipo gigi? b. ipo gigi? pisq
ino gigi? ino gigi?  pisag
3 bite 3 bite banana
'He hites." 'He bitesthe banana.'
c. ipo mangigi? d. ipo mqgigi? pisap
ino maN- igi? ipo maN- (igi? pisq
3 TRANS- bite 3 TRANS- hite banana
'He bites.' 'He bitesthe banana.'

Example (4) demonstrates that the case is the same with semantically
ditransitive verb roots (i.e., possessing a semantic valence of three), such as
agiah 'give. Asboth the direct object, fue 'cake’ and the indirect object ana?
‘child’ are overtly expressed, maN- may optionally be deleted, as in sentence
(4.)a., or nat, as in sentence(4.)b.

(4.) a.  ambo agiah kue ka ana? kete?tu
ambo agiah kue ka ana?  kete? +itu
1 give cake to child small +DEM
| giveacaketothat child.



b ambo maagiah kue ka ana? kete?

ambo maN- agiah kue ka ana?  kete?
I TRANS- give cake to child smal
1 giveacaketothechild.

Within the corpus of verbsconsidered in thisstudy, there are atotal of 61 verb
roots which have a semantic valence of two or three. All 61 verb roots
demonstratethat maN-root and bare root have the same meaning to speakersof
Minangkabau and display the same distribution; in effect, the two are usualy
interchangeable, in any clause where the syntactic valence is exactly equal to
that verb's semantic valence.

However, there does appear to be one redtriction on usage of the bare root,
namely that a demonstrative pronoun such as ike or iru with the object noun
phraseis required if the verb is not marked with maN-. One possibility is that
this is because attention must be drawn to the object, effectively demonstrating
that there is indeed a specific noun phrase upon which the action is being
performed. Example (5) demonstrates this restriction, in this case upon the
semanticaly transitive verb palua 'hold on (one's) Igp: sentence (5.)c. shows
that maN- may not be omitted from the verb if the demonstrative iko is not used
to mark the direct object noun phrase, ana? kete? 'small child'.

(52 ambo mamalua ana? kete?

ambo maN- palua ana?  kete?
1 TRANShold.on.lap child  small
I hold (the, &) childon my lap.'

k. ambo paluaana? kete?ko
ambo palua ana?  kete? +iko
1 hold.on.lap child smal +DEM
I hold thischild on my lap.’

¢*  ambo palua ana? kete?

ambo paua ana?  kete?
1 hold.on.lap child  small
I hold (the, @) childonmy Igp.

There is further evidence that m d - serves to mark semantically transitive
verbs, As the next set of examples will demondtrate, verbs with a semantic
valence of one cannot occur with maN—. Example (6.) demongtrates this
phenomenon with the semantically intransitiveverb mimpi 'dream’; assentence
(6.)b. indicates, it is not possiblefor thisverb to take the prefix md - .

(6.)a.  ana? kete?tu mimpi
ana? kete? +itu mimpi
child small +DEM dream
‘That child dreams.’



b. *  ana?kete?tu mamirnpi
The semantic transitivity marker maN—- is also productively used to form
derived semantically intransitive verbs from nouns. In the corpus of data, there
exist numerousinstances of verbs which have been derived from nominal roots®
with the affixation of maN—;  these derived verbs consistently possess a
semantic valence of one. The meaning of the derived verb remainsvery closeto
that of the nominal root, however. The next two examples demonstrate this
process. In Example (7.), the derived verb manitia? ‘drip’ has been formed
from prefixing sea¥— to the nominal root titia? 'droplet of liquid.
(7) darah manitia? dari gjiam
darah maN- titia? dari  gjiam
blood TRANS- droplet from  chicken
'Blood dripped from the chicken.'

In Example (8.), the derived verb malompe? 'jump’ has again been formed
from prefixing maN- to the nominal root lompe? jump'.
(8)  ana?u malompe?
ana? +itu  maN- lompe?
child +DEM TRANS- jump(N)
"The child jumped.

42 Changing Syntactic Vaence in Minangkabau

| have just described how semantic transitivity is marked in Minangkabau;
now, | will discussthe processof changing syntactic vaence. The verbal suffix
—kan is a syntactic valence-changing device which licenses an additional
argument noun phrase in the clause; thisis its primary function. However, as
was argued earlier, asit is in fact never permissiblefor the syntactic valence of a
verb to exceed its semantic vaence, any increasein the verb's syntactic valence
must also be accompanied with a corresponding increasein its semanticvalence.

In summary, then, —kan productively attachesto verb rootsto mark an increase
in the normal syntactic (and, therefore, semantic) valence of the verb root by one
argument. However, the semantic role of the additiona argument may vary, as
the followingexampleswill demonstrate.

In the first group of examples, it is shown how the affixation of —kan will
render an intrangitive verb root transitive (i.e., it increases the verb's syntactic
vaence from one to two); simultaneoudly, the verb's semantic valence will
increase from one to two as well. Sentence (9.)a. shows the semanticaly and

syntacticdly intransitive verb root tabayp 'fly (intrangtive)’; lexicaly, therefore,
the verb root permits for only one argument, the subject, in this case buruay
“bird’.

(9J)a.  buruap tabay



buruap tabag
Bird fly
"The bird flies!

In Sentence (9.)b., following the affixation of —&x% (as well as the optiona
semantic trangitivity marker maN-), a derived syntactically and semantically
transitive verb, mayabapkan 'fly (transitive)' has been created. The derived
verb permits an additional argument, a direct object, in this case the nomina
compound kapatabag 'airplane’.

b, ipo manabagkan kapatabag
ipo maN- taban —kan kapa— taban
3 TRANS- fly  —appLiC* boat— fly
'He fliestheairplane.'

Sentence (9.)c. demonstrates that —kar can indeed function independently of
maN-. The syntactic valence of the derived verb is effectively reduced
following the prefixation of the passivizing prefix 4, which promotes the
original duect object of the derived verb to subject position.

£ ube? ambo ditabankan dari indonesia
ube? ambo di- tabag -kam dari indonesia
dug 1 PASS.  fly —APPLIC from Indonesia
'My medicinewas flown from Indonesia

Another instance of thisis shown in Example(10.) Sentence(10.)a. isrepeated
fiom Example (6.)a. above, showing the semantically and syntacticaly
intrangitive verb mimpi 'dream’.  In this case, following the affixation of —kan,
semanticdly and syntactically transitive verb mimpikan ‘dream about' is
created. In this case, the newly-licensed argument is again the direct object.
This example further demonstrates that maN- is not necessary to mark
semantically transitive verbs, even if they have been derived fiom lexicaly
semanticaly intransitiveverb roots.

(10)2  ana? kete?tu mimpi
ana?  kete? +itu  mimpi
child smal +DEM dream
‘The child dreams'

b.  ana? kete?tu mimpikan eskrim

ana?  kete? +itu mimpi —kan €S krim
child small +DEM dream -APPLIC ice cream
‘The child dreamsabout ice cream.’

The next example shows that the undergoer (i.e., the second argument of the
verb) must be an entity (e.g., a noun phrase) and not a proposition, in order for
the verb to be considered semantically and syntactically transitiveand therefore
marked as such. Sentences (11.)a. and b. demonstratethat the semantically (i.e.



lexicaly) intransitiveverb azanias may not be marked with maN—, even though
it isfollowed by a proposition (datay 'come).
(1138 3mpo dzandsi datag
ambo dzand3i datap
1 promise come
1 promiseto come.’
b.*  ambo mandzandsi datag
ambo maN- dzand3i datag
1 TRANSSpromise come
I promiseto come’

However, in Sentence (11.)., the suffixation of —kan licenses an additional
argument, a direct object (effectively, the promisee); only now may the verb be
marked with maN- asa semanticaly transitiveverb.

€. ambo mandzandzikanpo untua? datag
ambo maN- dzmndsi —kar +ipe  untua? datag
1 TRANS- promise —AFFLIC +3 for come
I promise her to come.’

The &ffix —kan can aso be used to derive ditrangtive verbs (that is, verbs with
asyntactic and semantic valence of three) from transitive verbs (with an origina
vaenceof two). Example(12.) demonstrates this phenomenon with a verb root
which is transitive both semanticaly (i.e. lexicaly) and syntactically (in the
sentence), pindzam 'borrow'.  Sentences (12.)a. and b. again demonstrate that
the verb is optionally marked with maN-.

(12)a.  ambo pindzam buku si ai
ambo pindzam buku s ali
1 borrow book  ~NM Ali
I borrow Ali's book.'

b ambo mamindzam buku si ali
ambo maN- pindzam buku s ai
1 TRANS- borrow book ™M Ali
I borrow Ali's book.'

The affixation of —kan in this instance producesa semantically-related derived
verb with a valence of three, pindzamkan 'lend’. In this case, therefore, —kan

licenses an additional argument bearing a beneficiary theta role.  Again, the
derived verb may optionally be marked with maN-, as in Sentence (12.)d.

¢ ambo pindzamkan buku ka si ali
ambo pindzam —kam buku ka Si ai

1 bsroww —APPLIC book o NM Ali
1 lend the book to Ali.'



4 ambo mamindzamkan buku kasi ali

ambo maN- pindzam -ken buku ka s ai
1 TRANS—borrow  —~APPLIC book to nm  Ali
I lend the book to AL.’

Another example of this process is seen in (13.), with the semantically and
gyntectically transitive verb root pakaj ‘wear'.  Sentence (13.)b. again
demonstratesthe usage of the passivizing prefix di—, which elevatesthe original
direct object of the verb, bajdsu 'clothes' to subject position.

(13.)a.  ambo pakaj bajdzu
ambo pakag bajdzu
1 wear  clothes
I wear the clothes.’

b.  bajdzuko dipakaj si upia?

bajdzu +iko di- pakg s upia?
clothes +DEM PASS wear NM Upia
‘These clothesare worn by Upia.'

In Sentence (13.)c., following the suffixation of ~kan, a derived verb with the
meaning 'help to wear’ is created. In this instance, the additional argument
licensed by —kan, the third person pronoun jno, bearsthe thetarole of causer.

€ bajdsuko dipakajkanpo kasi upia?
bajdzu +iko d— pakaj-ken +ipo ka si upia?
clothes +DEM PASS-wear—APPLIC +3 to NM  Upia
'‘Upia was helped by her to wear these clothes.’

In some instances, a slight semantic shift may occur following the affixation of
—kan; the change in meaning may vary in relativedegree, as the followingtwo
examples will demonstrate. Example (14.) demonstrates a slight semantic shift,
while Example (15.) demonstrates one that is somewhat greater. Sentence
(14.)a. shows the semantically and syntacticaly transitive verb Fiped
‘remember’.

(1.2 ambo manine? kawan lamo ambo
ambo maN- ?ipe? kawan lamo ambo
1 TRANS- remember friend old 1
‘I remember my old friend.’

Following the suffixation of ~kan, a derived verb meaning 'remind' is created.
Although the verb is now semantically ditransitive, its syntactic valencein this
case remainsat two, as the additiona argument of the verb (e.g., the entity to be
remembered) isnot here overtly expressed.

ambo mayinetkan kawan lamo ambo

ambo maN- ?ine? ~kan kawan lamo ambo
1 TRANS— remember —4FrFLIC friend old |



I remind my old friend (not to forget about something).’
Example (15.)a. demongtrates the usage of a semanticaly and syntactically
intrangitive verb lari 'run'’.

(15.0a. lpo lari
ipo lari
3 run

'He runs(away).

Following the affixation of —kan, a semanticaly and syntacticaly transitive
verb with the shifted meaning 'steal' has been created. In Sentence(15.)b., it is
again necessary to mark the direct object with the demondtrative ity as the verb
has not been marked with maN—.

b.  ipo larikan sapatutu
ino lari —kani  sapatu +itu
3 un —APPLIC shoe  +DEM
'He stolethose shoes.'

Findly, parallel to the derivational properties of maN-, —kar may be used to
create semantically and syntactically transitive verbal forms from roots of other
major word classes (namely, nominal, adjectival and prepositional roots). The
usage of —kan for this purposeis likewiserather productive.

Sentence (16.) demonstrates the usage of the derived semanticaly and
syntactically transitive verb mapabapkan 'cause (something to happen). The
verb was derived from the affixation of —kan to the nomina root sabap 'cause,
reason’. Themeaning of the derived verb is extremely similar to the meaning of
theroot.

(16.)  ambo mapabapkanpo mati
ambo maN— sabap -#kam +ipo  mati
1 TRANS- cause —APPLIC +3 dead

I caused it to bedead.
Sentence (17.) demonstrates the derived semanticaly and syntactically

transitive verb maygadapkan 'raise, rear’. The verb has again been derived
following the affixation of —kan, in this instance to the adjectival root gadap

'big. The meaningof the derived verb isagain quite similar to the meaning of
theroot.

(17 ipo mangadankan ana?
ipo maN— gadan —kan ana?
3 TRANS- hig —APPLIC child

'She raised her child.’
Lagtly, Sentence (18) demonstrates the semantically and syntactically

transitive derived verb manaje?kan 'raise (up). The verb has been derived
from a prepositional root in thiscase, naje? 'up’.



18. ambo manaje?kan bendera
ambo maN- nge? -kan  bendera

1 TRANS— Up —APPLIC flag
"I raised theflag.'

5. Conclusion

This paper hasargued for necessity of elucidating two distinct typesof valence
and trangitivity, semantic valence/transitivity and Syntactic valence/transitivity.
Semantic valence reflects the number of semantic arguments that a verb may
take in any given situation, while syntactic valence reflects the number of
overtly morpho-syntactically expressed noun phrases licensed by the verb (and
any valency-increasing verbal morphology) in a given sentence. Van Vain and
La Polla’s Role and Reference Grammar is one theory of syntax which does
makethis distinction clear.

Minangkabau provides empirical support for the usefulness and necessity of
this distinction, following the different affixes which are used to reflect these
concepts. The verba prefix maN- is used primarily to mark semantic
trangitivity, while the verbal suffix —kan is used primarily to change syntactic
trangitivity. The distribution of these two affixes demonstrate that a separation
of the notions of semantic and syntactic valencesare a part of the understanding
of the native speaker of Minangkabaul.

These two affixes also have secondary derivational functions. The semantic
trangtivity marker maN- is also used to derive semantically intransitive verbs
from nominal roots. The syntactic valency increaser —kan is productively used
to derive verbsfrom nominal, adjectival and prepositional roots.

Notes

! Theseworks include:

Koch, Peter. 1981. Verb — Vaenz — Verfugung. Zur Satzsemantik und Vaenz franzosischer
Verben am Beispeil der Verfigungsverben. Heidelberg: Winter.  Helbig, Gerhard. 1992.
Probleme der Valenz und Kasustheorie. Tibingen: Neimeyer.

Many of these works related the approach of Lucien Tesniére’s syntactically-centered research to
Fillmore's Case-Theory.

% N representsa nasal consonant of indeterminatepl aceof articulation; its placeof articulationis not
specified dueto the following two morphophonemic prncesses:  the nasal either assimilatesits place
to that of the following consonant (when it is a plosive) or isdeleted entirely when it isfollowed by a
liquid or vowel.

" Various authors (e.g. Croft 1991) have argued that the semantic valence of nouns is zero:
‘VALENCY is defined here as | NHERENT RELATIONALITY. A concept is inherently relationa if its
existence @ presence requires the existence or presence of another entity... on this account,
however, [a noun such as the English] man isnot relationdl: the existenceof a man does not imply
the existenceof another entity, in the way that an existence of an instance of [a verb such as the
English] Aitting does.. thus, in terms of inherent relaionality, the valency of common nouns is
zero' (Croft 1991: 63).
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* 1 have glossed the —kan suffix as APPLIC; however, it istruethat thissuffix is not exactly what is
generally referred to asan applicative in other languages. However, | have chosen to use it here for
lack of amore appropriateterm.
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Preposition Stranding in English: Predicting
Speakers Behaviour

Stefan Th. Gries
University of Southern Denmark a Senderborg

1. I ntroduction

11 The phenomenon

In English PPs, the prepositions commonly precede their complements:
(1) He has paid [+ for the room].
2) It isworth listening [re to him].

here are cases, however, wherethis general word order preference is overridden
in that the preposition is separated from its complement, In some instances, the
choice of construction is optiona:' either the preposition remains directly in front
of its complement (i.e., the preposition is pied-piped; cf. the (a)-sentences) or it is
strandeddeferredorphaned after its complement has been moved away (the (b)-
sentences; the examples are taken from Takami 1992:1):

©)) a. [#+ To whom], did John give the book t;? (inVvP
b. Who; did John givethe book [ tot;]? orinS)
4) a. [#+ Of whaom], did you see a picture t;? (in
b. Who; did you see a picture [ of t;} ?

The (b)-sentences exhibit a phenomenon that has frequently been referred to as
Preposition Stranding (henceforth F5).° From my point of view, there are three
particularly interesting questions concerning PS:

) Whenisit possible/grammatical to strand the preposition at al, and when is
it not? This issue has been discussed in many studies. The approaches vary
from purely syntactic ones (in which the argument-adjunct distinction, the
notion of subjacency and the ECP have played a role; cf. Hornstein and
Weinberg 1981; Chomsky 1981, 1986) over semantico-cognitive ones
(Deane 1991, 1992; Kluender 1990) and discourse-functional ones (most
notably Takami 1988, 1992) to psycholinguistic analyses (cf., e.g., Hawkins
1999 and the references cited therein).

2)  Why does English offer the opportunity to strand prepositions at all? Given
the following set of facts, it seemsfairly strange that PSis possible and fre-
quently found in English in thefirst place:

. PSin interrogatives is prescriptively considered ungrammatical;
e ingenerd, English has a comparatively rigid word order allowing lit-
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tleword order variation;

o filler-gap constructions are known for the processing load they impose
on interlocutors compared to their pied-piped counterparts, which is
why they are cross-linguistically quite rare: First, speakers need to
process/produce the whole of the bridging structure while still having
to produce the preposition. Second, hearers need to identify the gap to
which the filler belongs (cf. Wanner and Maratsos 1978; Hawkins
1999): only after thefinal word of the sentence has been processed do
they know that the sentence-initial NP is part of the PP (especialy in
the absence of overt case-marking). Moreover, hearers can sometimes
choose one of several possible gap sites during online parsing: in fur
Which student] did you ask t Mary about t?, the hearer needs to relate
thefiller NP to oneof possiblegaps (indicated by thet's).

3) Which variables govern the choice of construction? More precisely, how
important are these variables in determining the choice of construction?
What is the reason for the distribution of constructions we find? On the ba-
sis of these variables, can we predict the constructional choices by native
speakers of English?

It isquestion no 3that | would like to focus on in this paper. But first it is neces-

sary to introduce some terminology. In the remainder of this paper, the word

order in the (a)-sentences is referred to as PPC (pied-piped construction) — the
word order of the (b)-sentences is referred to as SC (stranded construction). Fur-
ther, the utterance in which PS occurs is divided into severa parts, as illustrated

in (5) and (6).

(5) [1¢ Which posts]; did you get [1ar an appointment [pr to t]1?
extracted phrase+ bridging extraction site
head noun structure
(6) [ip Which currency]; would you prefertotrade [ int]?
extracted phrase+ bridging extraction
head noun structure site

12 Hypothesesand Objectives

Various studies of word order alternations have shown that constructional choices
are often influenced by the amount of processingthat is necessary for the produc-
tion of the utterance (cf. Gries 1999, 2000; Hawkins 1991, 1994, 1999; Arnold
and Wasow 1996, 2000, to name but a few). While these theories share the idea
that processing cost is an important determinant of constituent ordering, they also
differ with respect to several parameters.

For instance, Hawkins® studies focus on the processing cost of the hearer by
postulating that particular constituent orders make online phrase structure recog-
nition more efficient. Arnold and Wasow (1996, 2000), by contrast, emphasise
the speaker's perspective and, in Arnold and Wasow (2000), argue convincingly
that it can be very difficult to decide on whose processing effort (the speaker's or
the hearer's) is relevant asthe empirical evidence supports both points of view. In



Gries (2000), | tend towards assigning higher priority to the speaker's perspective
on production, which | will aso doin the present work.

A second magjor difference is concerned with the determinants (or manifesta-
tions) of processing effort. While earlier studies by Hawkins have exclusively
relied on morphosyntactic determinants of procesaing, Hawkins (1999) also em-
braces lexico-semantic variables. Arnold and Wasow (2000) include morphosyn-
tactic variables (heaviness) aswell as discourse-functional ones (newness). In this
study, | suggest (as in Gries 2000) that the processing cost of utterances differing
only in terms of their constituent orderings is determined by (or, at least, corre-
lates with) an even larger variety of variables, namely phonological, morphosyn-
tactic, semantic, discourse-functional and other variables (such as structural prim-
ing or speed of lexical retrieval).

Given the fact that filler-gap dependencies generally involve a large amount of
processing cost, | propose that the choice of construction in the case of PS will
also besensitiveto the processing cost incurred by the planning and production of
the utterance. Since, the SC involves more processing cost | propose that the SC
will be avoided in situations where its processing cost would add to an aready
high amount of processing effort. In such cases, the PPC would be chosen in
order to minimise the overall processing effort. More succinctly, | propose that

the PPC will be used in instances where the processing cost of the utterance

isaready high;
e  the SC will be used in instances where the processing cost of the utterance
isnot too high.

Additionally, on a methodological level, | would also like to support my claim

(cf. Gries 2000) that instances of syntactic variation are best analysed

(1) on the basis of naturally-occurring corpus data and

(i) by using multifactorial statistics such as the General Linear Model
(GLM), Linear Discriminant Analysis (LDA) and Classification and Re-
gression Trees (CART).

As a basis for my analysis, | used a concordance program to search the British

National Corpus (BNC) for instances of the two constructions; the following set

of data was obtained:

Written Spoken Row totals

PPC 122 (49.39%) 0 (0%) 122 (40.53%)

SC 125 (50.61%) 54 (100%) 179 (59.47%)
Column totals 247 (100%) 54 (100%) 301 (100%)

Table 1. Analysed Data from the BNC (Raw Frequencies + Column Percentages)

2. Previous Analyses

Previous analyses have shown that different groups of variables are relevant to
whether PSis possible or not and the choice of construction; consider Table 2.




Vauefor PPC Variable Valuefor SC
. dominance of extracted phrase
dominart (Erteschik-Shir and Lappirr)'n 1979)
T h_i(:gh attention attraction of extracted phrase
(Deane 1992)
high topicaity of extracted phrase{Kuno 1987)
high semantic harrierhood” of low
the extracted phrase (Kluender 1990)
high entrenchment of the extracted phrase
(Deane 1992)
low semantic barrierhood of the bridging structure high
(Kluender 1990)
[1abic length of the bridging structure
short M (Ouirk et o, 1985) long
high relation between light verb and
extraction site (Deane 1992) -
low attention attraction of the bridging structure
(Deane 1992)
VP-final position of extraction site (Deane 1992)
sewer/more impor-  cognitive status of extraction site
tant than rest of S (Takami 1992)
high attention attraction of extraction site (Deane
1992)
low entrenchment of the extraction site
(Deane 1992)
attribute or cha- referent/denotatum of extraction site
racteristic part (Bolinger 1972)
indefinite definiteness of the extraction Site (Deane 1992)
semantic case role of the extraction site agent/
(Deane 1992) subject
non-specific specificity of theextraction site (Deane 1992)
formal formality of register (Quirk et a. 1985) low / neutral
complex syll. length of preposition (Quirk et al. 1985) short
frequency of preposition(Quirk eta. 1985) frequent
meaning of preposition(al phrase) spatial, in-
temporal/abstract (Quirk et al. 1985)4 strum., reason
passive voice of theverb active
relation between preposition and its comple-
strong et (Ouitk et al 1985) P loose
l0ose relation between preposition and itsverb strong/close
(Quirk et al. 1985, Biber et al. 1999) (prep. verbs)'

Table2 Variables That Are Argued to Govern PS

The following comments on this inventory of variables are called for: Firt, the




analyses are commonly only based on intuitive and introspective examples and
acceptability judgements: sometimes this is explicitly mentioned (cf. Takami
1992:5f.) — sometimes we are simply intended to follow the author's claims (cf.,
e.g., Deane 1992). Correspondingly, naturally-occurring data have hardly ever
been used to validate prior analyses.

Second, most variables were investigated in isolation only so (i) no weightings
of variables are offered, i.e. we cannot assess/quantify the degree of importance
of any particular variable, and (ii) no interactionsof variables can be considered.

Finally, let us turn to what are generally claimed to be the objectives of scien-
tific research, namely description, explanation and prediction. Asto description,
no satisfactory data-based description has been offered so far. As regards expla-
nation, with few exceptions (most notably Deane 1992, Hawkins 2000, Takami
1992), no explanatory account incorporating several analyses has so far been
proposed. Finally, the prediction of native speakers constructional choices has
never been attempted although it is plausible to assume that prediction would be
the most rigorous way of putting one's own analysis or that of othersto thetest.

3. Results(for Selected VariablesOnly)

So far, not al of the above variables have been investigated: the results still must
be taken with a grain of salt. The following is a list of variables (and possible
levels) entering into the analysis, the dependent nominal variable is of course the
choice of construction (where PPC and SC are coded as 0 and 1 respectively).
MODALITY: spoken, written;

VERB: trangitive, intransitive, prepositional, copula, phrasal-prepositional;
VOICE: active, passive;

PREP—SEM: prepositional semantics: abstract, metaphorical, spatial, tempord;
AGENT-HEAD: agent, non-agent;

CONCRETE-HEAD: abstract, concrete;

FREQ HEAD: infrequent, frequent;

ENTRENCH-HEAD: entrenchment of the head noun according to Deane’s
(1992) entrenchment hierarchy;

FREQ-PREP: frequency rank of the preposition (in each modality);
LENGTH_BS: syllabiclength of the bridging structure;

LENGTH-PREP: syllabic length of the preposition;

BARRERBS barrierhood of the bridgingstructure;

LENGIH EP. syllabiclength of the extracted phrase;

BARRIER—EP: barrierhood of the extracted phrase.

31 M onofactorial Results

As a first and simple step, one can start by (i) calculating means of the ordi-
nal/interval variables and (ii) crosstabulating the nominal variables for both con-
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structions. For instance, the means (and standard deviations) of Length—BS of the
PPC and the SC are 13.3 (8.7) and 4.5 (2.3) respectively. This differenceis highly
significant {iwa=1095; df=133; py, <0000 ***), showing that longer bridg-
ing structures result in a preference for PPC whereas shorter bridging structures
are more likely to license SC; this result can be summarised using a simple coef-
ficient of correlation (r,=-0.6; t=-12.92; p<0.001 ***). Analogous calculations
can be donefor al measurementvariables. Consider, e.g., Table 3.

Trangitive | Intransitive | Prep. | Phrasal-prep. | Copula| Totals
PPC 73 24 | 2 §] 21 | 12
SC 38 65 B [ 56 179
Totals 111 89 18 6 77 301

Table 3: Distribution of Constructions Relativeto VERB

For such a table, a Chi-square value and a corresponding coefficient of correla-
tion can be computed in order to determine whether VERB contributes to the
choice of construction. In this case, the results also deviate highly significantly
from the (according to H,) expected results (y =48 33; df=4; p<0.001 ***)." |n
order, however, to avoid going through al individual resultsat such atiring level
of specificity, the following table (continued overleaf) summarises the results for
al variablesinvestigated (sorted according to strength of impact of the variables).

Variable Correlationa Strength with PS
LENGTH_BS [ Foe=-00 p=0L00] ™7
BARRIER_BS r y=-0,554; p<0.001 *°~
) VERB— ; $=0.4; p<0.001 **¥
MODALITY (written=0; spoken=1) $=0.386; p<0.001 *xE
VOICE (act.=0; pass.=1) 1$=-0.28,p<0.001 *
LENGTH-PREP rs=0.246; p<0.001 ™™~
ENTRENCH—HEAD =0.14; p<0.001 ***
CONCRETE_HEAD (abstract=0; concrete=1) [ ¢=0.14; p<0.016 *
BARRIER_EP re=0.13; p=0.029 *
AGENT_HEAD (no agent=0; agent=1) d=0.115; p=0.054 ns
AREP-SEM $=-0.1103; p=0.101 ns
FREQ_HEAD (rare=0; frequent=1) 1$=-0.096; p=0.107 ns
FREQ-PREP T=il{135; p=0.362 ns
LENGTH-EP rs=-0.003; p=0.959 ns

Table 4: Monofactorial Results

Less technicaly, in the monofactorial analysis the bridging structure seems to be
the most important determinant of the constructional choice. Given the high cor-
relation between LENGTH-BS and BARRIER-BS(r=0.92; p<0.001 ***), the close-
ness of the morphosyntactic length and the semantic barrierhood is little surpris-




surprising. Equally obvious is that the preposition does not seem to too relevant
to the constructional choice contrary to what was suggested by some authors.” On
the whole, the following overal ranking of variables isfound: bridging structure
- verb - head noun - preposition.

32 The Problem of Interactions

While the preceding investigation goes beyond many previous studies (by pre-
cisely measuring the importance of the variables for the first time), it is still far
from complete. Knowing monofactorial preferences for constructions does not
necessarily enable us to predict speakers' choices since in many (if not most)
discourse situations, we will find conflicting preferences of variables. For in-
stance, we know that transitive verbs prefer PPC while concrete head nouns pre-
fer SC. How do speakers, then, decide in the cases given in (7) (transitive verb +
a concrete head noun) and (8) (intransitive verb and abstract head noun)?

Q) a Which half do you want the marmalade on?
b. On which half do you want the marmalade?

8) a Which sport, apart from rowing, could you do that in?
b. In which sport, apart from rowing, could you do that?

Thisisadifficult question, since

1) inmonofactoria analyses, interactions of variables cannot beidentified;

2) for purely mathematical reasons, the absolute values of the correlation coef-

ficients must not be compared directly.

Thus, two possible strategies are proposed: one can resort to truly multifactorial
procedures (cf. section 3.3) or one can use multidimensional crosstabulation to
determine the frequencies of the two constructions in all cases of conflicting
variable values/levels. For instance, multidimensional crosstabulation shows that
of al 301 cases, there are 30 cases like (7) (i.e. where VERB: transitive contrasts
with CONCRET E=—HEAmoncrete), of which 19 exhibit PPC and 11 exhibit SC
(this distribution is not significant: Pl wi=.13 In other words, in a direct
comparison, VERB: transitive wins out in getting its constructional preference
recognised, but fails to do so significantly.® This can be done for all contrasting
pairs in order to determine a ranking of variable strengths. Since this (i) isquitea
laborious task and (ii) still does not enable us to predict speakers choices, how-
ever, an analysis using multifactorial techniquesis probably more rewarding.

33 Multifactorial Results

One might wonder how many variance one's present state of the art can account
for and, at the same time, how the variables influence is atered once they areal
considered simultaneously (the only cognitively redlistic avenue of research).
‘The Genera Linear Model (GLM) answers exactly these questions. The multiple
correlation coefficient (with correction for shrinkage according to Wherry) for al
above variables without interactions is quite high and highly significant:
R¢=0.635; Fyy 11:=17.011; p<0.0001 ***)."



More interesting for our present purposes, however, isto try to predict speakers
choices. A linear discriminant analysis (LDA) takes as input a set of independent
variables and produces as output a categorial choice of the level of the dependent
variable (STRUCTURE). Using cross-validation, apriori predictions of speakers
choices in one's analysis can be tested for accuracy while, at the same time, the
analysis as a whole can be subjected to the most rigorous test conceivable,
namely whether it enables the researcher to actually predict what native speakers
do. Theresults of the LDA for our data set can be summarised as follows.

The set of variables entering into the analysis discriminates highly significantly
between the two constructions (canonical R=0.746; 3'=219.48; df=1%; p<0.001
**%). More interestingly, the constructional choices can be classified correctly
(post Fren=) in 89.7% of all cases. The most essential result, however, isthat the a
priori prediction accuracy (as determined by the so-called leave-one-out method)
is 86.1%, i.e. 86.1% of the construcﬂonal of native speakers in actua discourse
choices can be predicted cerrectly." What is more, the predictions are arrived at
by assigning to each variable a numerical weighting/loading, which can be inter-
preted as reflecting the importance of a variable in discriminating between PPC
and SC. Table5 provides the weightings resulting from the present analysis.

Variable L]-;Ig:c;iﬂr:g Choiceof Construction
barrierhood of the bridging structure | -0.701 | high valuesfor these variables
length of the bridging structure -0.69 = PPC
transitive verbs -0.426 | low vauesfor thesevariables
voice of theverb -0.258 =+ SC
tempora meaning of the preposition | -0.089
frequency of the head noun— -0.087
metaphorical of the preposition -0.009
abstract meaning of the preposition ~ 0.014
length of the extracted phrase | 0.036

spatial meaning of the preposition | 0.4 according to the low factor

loadm%s( 0.223 = loading =
0.223),"" these variables do not

discriminate significantly be-

tween the two constructions

entrenchment of the head noun 0.165

intransitive verbs 0.165
[ength of the preposition 0.218
modality 0.382 high/low value = SC/PPC |

Tableb: Factor Loadi ngs of the Discriminant Analysis



It is obvious that, of al variables investigated, the bridging structure, the verb and
the modality influence PS most strongly. The hypothesis of the influence of pro-
cessing effort on the choice of construction seemsto be borne out since the length
and the barrierhood of the bridging structure relate straightforwardly (along the
lines discussed in section 1.1) to the morphosyntactic and semantic processing
effort respectively necessary for the production of the utterance.

As to the influence of transitive verbs on PS, one might wonder whether this
finding supports the role of processing put forth, but there is an obvious explana-
tion for that, too: as opposed to al other kinds of verbs investigated here, transi-
tive verbs require a direct object, i.e. at least an additional NP. This NP will obli-
gatorily add to the length and the barrierhood of the bridging structure asin, say,
To whom did John give fxr the book] ? or Who did John give fxr» the book] to?
and thereby yield a preference for the PPC. A look at our data supports this hy-
pothesis; consider Table 6.

Transitive Not transitive Total
(111 sentences) [ (190 sentences)
LENGTH-BS: Mean (Std. dev.) 10.9 (7.7) 6.5 (6.4) 8.1(7.2)
BARRIER—BS: Mean (Std. dev.) 4(2.9) 25(2.7) 3(29)

Table 6: The Effect of Transitivity on LENGTH—BS and BARRIER—BS

The average length and barrierhood of the bridging structure is much higher for
transitive verbs than for non-transitive verbs; the differences are; according to
Welch's ¢ test, highly significant and the influence of transitive verbs can, thus,
be explained in terms of processing effort.

The effect of verb voice on PS is more difficult to relate to processing cost:
when the main verb isin the passive, we find SC significantly less than expected.
At this preliminary stage, | can only suggest somewhat tentatively that the non-
canonical passive is more difficult to process than the canonical active so that
both passive and SC is avoided by speakers. Admittedly, compared to the other
more solid arguments, thisisfairly vague and requires further investigation.

The strong influence of the modality, however, is most probably not due to a
causal influence on processing — rather, it is more likely due to writers prescrip-
tive knowledge/awareness (never usea prepositionto end a sentence witht).

4. Summary / Conclusions

We have seen how the analysis of syntactic variation can benefit from the use of
rigorous corpus-based and (multifactorial) statistical investigation. While such
techniques to analysing variation data were quite common in the 70s (cf. the
notion of variable rules employed by Cedergren, Labov, Sankoff and others),
nowadays the analysis of variation does not (at least to my mind) utilise the
power of these techniques frequently enough. Thisisall the more surprising since
even introductory textbooks (1) to corpus linguistics as well as other publications
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haveargued time and again that monofactorial studies often do not suffice:

[...] straightforward significance or association tests, athough important, cannot a-
ways handle the full wmplexity of the data. The multivariate approaches [...J offer a
way of looking & large numbersof interrdated variablesand discoveringor confirming
broader patternswithin thosevariables. (McEnery and Wilson 1997:82)

Although linguists... typicaly do not use atistica techniques, the gpproach just illus-
trated fits conceptually with correlational models usng multipleregresson anayses...
[i.e.,] with a more complex design we can obtain information thet is not reedily avail-
ableby aamchar andysis. (Batesand McWhinney 1982:181)

In this respect, I would thus argue that, methodologically at least, thereis a great
deal that we as linguists can learn from other behavioural sciences as far as data
collection, hypothesis testing and exploratory statistical techniques are concerned.
| would also hope that a shift to more rigorous testing of the sort detailed above
would render linguistic findings more objective and reliable than has been the
case in the preceding 40 years of predominantly intuitive/introspective analyses
of acceptability/grammaticality judgements (cf. Schiitze 1996 for a similar line of
reasoning, though not in the direction of multifactorial corpus analyses).

In the case at hand. the most crucial determinants of PS seem to be the process-
ing effort associated with the two word orders and the knowledge of prescriptive
grammar rules. On a more general note, the findings concerning processing effort
lend themselves to being integrated into psycholinguistic theories based on inter-
active activation networks such as Bates and MacWhinney’s (1982, 1989) Com-
petition Model, where variables with different constructional preferences compete
with each other: the notion of interaction as dealt with in section 3.2 operational-
ises the notion of conflict validity, the prior probabilities of the two constructions
in the LDA/CART analyses correspond to resting levels / baseline activations,
and the variables' weightings could readily be interpreted as association strengths
between variables and the constructional choice. However, further research is
necessary to integrate more of the previous findingsinto psycholinguistic theory.

5. Notes

! Here and in the rest of the paper, the expressions choice of construction or speakers decisionsare
not to be understood as implying that there is alwaysa conscious choice on the part of the speaker.

* In the psycholinguisticliterature, PSis just one instanceof what isfrequently referredto asfiller-gap
dependencies. However, this paper is only concerned with PS in interrogatives; | will leave aside
instances of pseudo-passives(such as The problem had been accounted for.), Tough-Movement (such
asLast night was difficult to sleep through)and relativeclauses (They ate what they had paid for).

* Barrierhood isan index accounting for open/closed-class wordsand frequency.

' Biber et al. (1999:106) provideallist of prepositionsthat can usually be stranded (about,after, at, by,
for, from, in, like, &£ on, to, with) while some others are only rarely attested (against, around, into.
near, off; through, under, up). However, on the whole, Quirk et al’s (1985) generalisation seems to
hold as many of these prepositionsare indeed used to denote spatial configurationsor to introducean
insbument. Note also that there are some prepositionsthat are hardly ever deferred: since, during,
until (Quirk et al, 1985:817).



* Unfortunately, the identificationof intransitiveprepositional verb is far from straightforward. So far,
no clear-cut tests have been devised to distinguish intransitive prepositiona verbs (as in John asked
Jfor some details) from verbs that are simply followed by a PP (John lef? before noon). One test that
has been proposed (cf. Collins Cobuild on CD-ROM) is that only prepositional verbs license the SC,
but of course this test could not be used here since it is not independent of the focus of the present
paper. For traditional treatments of this question, cf. Quirk et al. (1985:1165ff.) and Biber et al.
(1999:406, 414). The from my point of view most promising approach is illustrated in Hawkins
£2000:24lff.).

Note however, that the overall significant deviation mainly results from the effects found for transi-
tive verbs as can be inferred from theindividual cells' contributionsto Chi-square.
" LENGTH—PREP has resilted in a significant effect, but the actual differenceis so small as to be mean-
ingless(mean LENGTH—PREPfor PPC: 1 syllable; mean LENGTH-PREPfor SC: 1.2 syllables).
¢ This strategy is very similar to the operational definition of the notion of conflict validity as pro-
Eosed by Batesand MacWhinney | 1989).

With interactions the model results in a multiple correlation coefficient larger than 1 (not defined),
so problemsof multicollinearity still need to be addressed.
* There are researcherswho might object to the application of an LDA to my data since the data do
not meet the requirement of a multivariate normal distribution, which is why distribution-free tech-
niquessuch as CART should have been used. However, while many researcherstend to emphasise the
importance of distributional assumptions, there is also a number of scholars who argue that, in prac-
tice, these assumptions are not as essential as they might seem on a purely mathematical basis (cf.
Winer et al. 1991:5). Second, it has even been claimed that there is no test that reliably identifies
multivariate normal distributions (cf. Bortz 1999:435). Lastly, CART and LDA differ in that the
former includes al variablesin a sequential fashion whereas the latter does so simultaneously (and,
thus, more cognitively realistically). Nevertheless, it might very well be the case that these reasonsdo
not satisfy truly mathematically-oriented researchers. | have, therefore, also analysed my data using
the CART moduleof Statistica 5.5; the algorithms used therein are based on CART by Breimanet a.
(1984). The results are very similar: the classification accuracy obtained is 90.4%, the prediction
accuracy for asmall part of the corpus data is 87.5%, and the six most important variablesare BAR-
RIER—BS, LENGTHBS, FREQ PREP, MDDALI TY, LENGTH—EP and VOICE. Thus, even a distribution-
free techniquedoes not invalidatethe result of the LDA.
" The question may arise as to what is the motivation for the cut-off point of +0.223. Basically, the
choice of acut-off point isin general an arbitrary one - | have chosen +0.223 because this rules out
factor loadings contributing less than 5% to the variance (il 223 ={1115)

6. References

Arnold, Jennifer E., and Thomas Wasow. 1996. Production Constraints on Particle
Movement and Dative Alternation. Poster presented at the CUNY Conference on Human
Sentence Processing.

Arnold, Jennifer E., Thomas Wasow, Anthony Losongco, and Ryan Ginstrom. 2000.
"Heaviness vs. Newness: The Effects of Structural Complexity and Discourse Status on
Constituent Ordering'™*, Language, 76:28-55.

Bates, Elizabeth, and Brian MacWhinney. 1982. "' Functionalist Approaches to Gram-
ma"', in: Wanner Eric, and LilaR. Gleitman (eds.). Language Acquisition: The State of the
Art. Cambridge: Cambridge University Press, p. 173-218.

Bates, Elizabeth, and Brian MacWhinney. 1989. "' Functionalism and the Competition
Modd", in: MacWhinney, Brian, and Elizabeth Bates (eds.). The Crosslinguistic Study of
Sentence Processing. Cambridge: Cambridge University Press, p. 1-73.

Biber, Douglas, Stig Johansson, Geoffrey Leech, Susan Conrad, and Edward Finegan.
1999. Longman Grammar of Spoken and Written English. Harlow, Essex: Pearson Educa-
tion.



Bolinger, Dwight D. 1972. "What Did John Keep the Car that Was in?', Linguigtic In-
quiry 3:109-114.

Bortz, Jiirgen. 1999. Statistik fiir Sozialwissenschafiler. 3" ed. Berlin, Heidelberg, New
York: Springer.

Breiman, L., J. H. Friedman, R. A. Olshen, and C. J. Stone. 1984. Classification and Re-
gression Trees. Monterey, CA: Wadsworth and Brooks/Cole Advanced Books and Soft-
ware.

COBUILD on CD-ROM. 1994. HarperCollins PublishersLtd.

Deane, Paul D. 1988." Which NPs Are there Unusual Possibilitiesfor Extraction From?',
in: Macleod, Lynn et al. (eds.). Proceedingsof the Twenty-fourth Annual Meeting of the
Chicago LinguisticsSociety. Chicago: Chicago LinguisticsSociety, p. 100-111.

Deane, Paul D. 1991. ""Limits to Attention: A Cognitive Theory of Island Phenomena”,
Cognitive Linguistics2:1-63.

Deane, Paul D. 1992. Grammar in Mind and Brain. Berlin, New York: Mouton de
Gruyter.

Erteschik-Shir, Nomi, and Shalom Lappin. 1979. " Dominanceand the Functional Orien-
tation of 1sland Phenomena", Theoretical Linguistics6: 41-86.

Gries, Stefan Th. 2000. Toward! Multifactorial Analyses of Syntactic Variation: The
Case of Particle Placement. PhD Dissertation, University of Hamburg.

Hawkins, John A. 1999. "Processing Complexity and Filler-Gap Dependencies across
Grammars”, Language75:244-285.

Hawkins, John A. 2000.""The Relative Ordering of Prepositional Phrasesin English: Go-
ing Beyond Manner-Place-Time', Language Variation and Change 11:231-266.

Hornstein, N., and Amy Weinberg. 1981. " Case Theory and Preposition Stranding™, Lin-
guigtic Inquiry 12:55-92.

Kluender, Robert. 1990. "A Neurophysiological Investigation of Wh-Idands*, in: Hall,
Kiraet d. (eds)). Proceedingsof the Sxteenth Annual Mesting of the Berkeley Linguistics
Society. Berkeley: Berkeley Linguistics Society. p. 187-204.

Kuno, Susumo. 1987. Functional Syntax: Anaphora, Discourse, and Empathy. Chicago:
University of Chicago Press.

McEnery, Tony, and Andrew Wilson. 1997. Corpus Linguistics. Edinburgh: Edinburgh
University Press.

Quirk, Randolph, Sidney Greenbaum, Geoffrey Leech, and Jan Svartvik. 1985. A Com-
prehensiveGrammar of the English Language. London: Longman.

Radford, Andrew. 1997. Syntax: A Minimalist Introduction. Cambridge: Cambridge Uni-
versity Press.

Ross, John Robert. 1967. Constraintson Variables in Syntax. PhD Dissertation, M.1.T,
Cambridge, MA.

Schiitze, Carson T. 1996. The Empirical Base of Linguistics: Grammaticality Judgements
and Linguistic Methodol ogy. Chicago: University of Chicago Press.

Takami, Ken-Ichi. 1988. " Preposition Stranding: Arguments against Syntactic Analyses
and an Alternative Functional Explanation™,Lingua 76: 299-335.

Takami, Ken-Ichi. 1992. Preposition Sranding: From Syntactic to Functional Analyses.
Berlin, New Y ork: de Gruyter.

Winer, B.J, Donald R. Brown, and Kenneth M. Michels. 1991. Satistical Principlesin
Experimental Design. 3" ed. New Y ork: McGraw-Hill.



The Acquisition of Gricean Maxims'
Katharine Hunt
University of Washington/Bellevue Community College

This paper considers the acquisition of Gricean maxims of conversation, and
argues, based on datafrom a pair of two-year-old twins, that children as young
as 24 months old understand the requirements of the maxims and generally
abide by them. It isclaimed that some apparent violations of the maxims in the
conversation of young children are the result of the linguistic and cognitive
limitations of the subjects. More surprisingly, however, a number of maxim
violations by the subjects are shown to be instances of intentional flouting of the
maxims for strategic purposes. Finally, this paper also discusses the role of
parents in teaching children about socially appropriate ways in which the
maxims may be violated.

1 Introduction

Grice (1975) proposes that conversation is governed by what he terms the
Cooperative Principle, which he states asfollows:

"Make your conversational contribution such as is required, a the stage at
which it occurs, by the accepted purpose or direction of the talk exchangein
which you areengaged.” (p. 45)

He then proposes four specific maxims which follow from this general principle:
maxims of quantity (how much is said), quality (the truth of what is said),
relation (the relevance of what issaid) and manner (the clarity of what is said).

Grice does not claim that such maxims are always followed in conversation.
Rather, he observes that maxims may fail to befulfilled in conversation, and that
such failures may entail particular meanings. He proposes four reasons why a
speaker might not fulfill a maxim:

"1 He may quietly and unostentatiously VIOLATE a maxim; if so, in some
cases he will beliable to mishesd *

2. He may OPT OUT from the operation both of the maxim and the CP. He
may say, indicate or alow it to become plain that he is unwilling to



cooperate in the way the maxim requires. He may say, for example, |
cannot say more; my lips are sealed.

3. Hemay befaced by aCLASH: He may be unable, for example, to fulfill
the first maxim of Quantity ... without violating the second maxim of

Qudlity....
4. He may FLOUT amaxim; that is, he may BLATANTLY fail to fulfill the

maxim.... This stuaion is one which gives rise to conversation
implicature; and when a conversationd implicature is generated in this
way, | shdl say that maximisbeing EXPLOITED." (Grice1975:49)

When adults violate the maxims, then, the violations are typically regarded as
falling into one of these four categories. When young children violate the
maxims, however, other explanations are possible. Pellegrini et al. (1987)
suggest that violations may occur because children do not understand the nature
of the maxims, or because, although they understand the maxims, they are
unable to abide by them for some other reason.

There is little prior research on the acquisition of the Gricean maxims.
Pellegrini et al. (1987) studied conversations between parents and children ages
2-4 to see the extent to which the children violated the maxims, and concluded
that children 2 and older do not frequently violate the maxims of quality and
manner, but that violations of the maxims of quantity and relevance occur more
frequently, especially among the younger children. In addition, Ninio and Snow
(1996:150) also note that young children have frequent difficulty abiding by the
maxims of quantity and relevance.

Given the results of this prior research, this paper focuses in the next two
sections on the acquisition of the maxims of quantity and relevance. However,
the data under consideration provide interesting insight into the acquisition of
the maxim of quality, and so this maxim is discussed in the final section of the
paper.

The data analyzed in this paper come from my twin daughters, Jennifer and
Allison, who were just 24 months old at the time of the study. The twins were
videotaped while at home interacting with other family members.’ The data
include 79 utterancesfrom Jennifer, and 87 utterances from Allison.

2. Maxim of Reation

The maxim of relation claims that conversational contributions must be relevant.
Asone might predict, based on prior research, the subjects of my study did not
always abide by the maxim of relation. However, providing an exact count of
how often they violated the maxim is somewhat difficult. Grice himself notes
that there isa problem with reconciling the notion of relevance with the fact that
topicsare legitimately changed in the course of conversations. For the purposes
of this paper, utterances were classified as satisfying the maxim if they were



clearly relevant to the preceding utterance, or if they represented topic changes
at appropriate points in the conversations. Utterances which did not satisfy
either of these criteria were classified as violations of the maxim. Following
these criteria, about 87% of Jennifer's utterances and about 86% of Allison's
utterances satisfied the maxim. This high proportion of compliance with the
maxim suggests that the subjects do understand that conversational contributions
should generaly be relevant. Of particular interest, then, are the instances of
violations, and how they should be explained. Consider the following
interaction:

Example 1.

MOTHER: How's your water?

ALLISON: Tummy.

MOTHER: In your tummy?

JENNIFER: | have tummy too!

ALLISON: Heré's my tummy!

MOTHER: Yesgh, that's right.

ALLISON: Tummy, tummy, tummy, timmy.

NoUAwN R

Utterances by Jennifer and Allison in lines4, 5, and 7 all appear to abide by the
maxim of relation, since they relate to the topic ""tummy" established in line 2.
However, Allison's utterance in line 2 was classified as a violation of the
maxim, since it does not seem to represent a relevant answer to the question
posed in line 1.  If the subjects do indeed understand that conversational
contributions should be relevant, why does Allison violate relevance here? A
possibleexplanation can be found in the linguistic limitations of thesubjects. At
the time of this study, the speech of both subjects was largely telegraphic,
including few function words. Allison's utterance “Tummy” may in fact have
been intended to mean "In my tummy", as | suggest in my response in line 3.
Under this interpretation, the violation of relation is only apparent, and due to
linguistic limitations, rather than a failure to understand that conversational
contributionsshould be relevant.

Many of the other utterances | classified as violating the maxim are also
amenable to an analysis in terms of the linguistic limitations of the subjects
rather than a failure to understand the maxim of relation. However, therearea
few cases which appear to require a different explanation. Consider, for
example, the highlighted utterances in the following three dialogues:

Example2.

(Jennifercrying.)

MOTHER: What happened?
ALLISON: | pinched Jennifer.
MOTHER: You need to say sorry.
ALLISON: 1 hit water.
MOTHER: Say sorry, Allison.

ghwNE
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Example 3.
(Jennifer scratches Peter's face)
1. MOTHER: Jennifer, can you say sorry? Can you say sorry, Jennifer?
2  JENNIFER: This. {(holding out block)
3. PETER: Dont change the subject.

Example4.
(Allisonkicksover Peter/Jennifer’s tower)
1. PETER Qooh.
2. MOTHER Can you say sorry to Peter?
3. ALLISON (to FATHER): | kicked Peter.

In each dialogue, the highlighted utterance is a clear violation of relevance.
Unlike the prior examples, these do not appear to be unintentiona or only
apparent violations of the maxim, due to linguistic limitations. Instead they
appear to be intentional floutings of the maxim.

Note that in each example the utterance violating the maxim of relation follows
arequest for an apology, and seems to havethe strategic goal of avoiding having
to makean apology. At the time of this study, the subjects were very resistant
to making apologies, and used a range of strategies, such as covering their faces
or running away, to avoid having to apologize. Their ability to exploit the
maxim of relevance for the same purpose seems to provide strong evidence of
their understandingof how the maxim worksin conversation.

3. Maxim of Quantity

Grice defines the maxim of quantity asfollows (Grice1975:45):

1. Maéke your contribution as informative as required (for the current

purposssd the exchange).
2. Do nat meke your contribution moreinformativethanisrequired.

As noted by Pellegrini et al. (1987:94), young children are more likely to
violate this maxim by giving too little information than too much, since their
utterances are typically rather short. Thus, for my initial analysis, | classified
utterances as satisfying the maxim if they provided enough information for the
listener to understand their intended meaning.” Under this criterion about 83%
of Jennifer's utterances and about 89% of Allison's utterances satisfied the
maxim of quantity.

This high degree of compliance suggests that the subjects understand that
conversational contributions should provide an appropriate quantity of
information. If thisis so, however, what account can be given of the maxim
violations?



Just as with violations of the maxim of relation, some violations of the maxim
of quantity can be attributed to linguistic limitations. However, many of the
violations of this maxim seem to be better explained in terms of cognitive
limitations, in particular in terms of the subjects' difficulty in taking the
perspective of the other participantsin the conversation. Consider, for example,
the following utterance from Allison:

Example 5.
Allison: It's on couch. These are mine. These are mine, Mum.

| classified this utterance as a violation of quantity because the utterances did
not provide enough information for me to establish referents for the pronouns
"it" and "'these™. | was not in the room with Allison when she said this, and so
could not see the objects she was refemng to.  Allison's failure to abide by the
maxim of quantity in this instance does not, however, require that we abandon
our claim that she understandsthe maxim. Rather, we can explain her behavior
if we assume that she simply did not understand that my field of view was not
the same as hers."

Another instance in which the maxim of quantity is violated is in the first
utterance of the following conversation. The utterance does not give enough
information to enable the hearer to understand the apparent intended meaning,
"Therds an airplaneoutside”.

Example6.
1. JENNIFER: Outside.
2. MOTHER: [Whet's outsde? ([ = overlgoping utterances)
3. PETER]I didit!
4. MOTHER:Very good. What's outsde?
5. JENNIFER: Airplane

The apparent violation in line 1 may again be due not to an inability to
understand the requirements of the maxim, but rather to a failure to take into
account the perspective of the listener. In this dialogue, Jennifer may assume
that everyone else is paying attention to the noise she has heard, and that it can
therefore be assumed as background information, or an established topic. Under
this assumption, "outside” would constitute her comment on the topic, and
would be appropriatein terms of quantity from Jennifer's point of view.

An interesting question which arises from this discussion is how children
acquire the ability to judge how much information they must include in their
utterances. It seems likely that acquisition of this skill is directly helped by
parental responses to violations. In my data, when the quantity maxim appeared
to be violated, the listener typically either asked a clarification question, or
suggested what the missing information might be.  In this way the child
received direct feedback showing that insufficient information had been
provided. In some cases a dialogue was then co-constructed, in which, over



several utterances, an adequate amount of information was provided, thus
providing a model of how the maxim should be satisfied.

My focus so far in this section has been on violations of part 1 of the maxim of
quantity, as we typically expect young children to provide too little rather than
too much information in their utterances. However, one characteristic of
children's speech, their frequent use of repetition, might be viewed asa violation
of part 2 of the maxim, since such repetitions provide a lot of redundant
information. Consider for example the following conversations:

Example7.
1. JENNIFER: Light broken. Light broken. Light broken. Light broken.
Light broken. Light broken. Light broken. Light broken.
2. MOTHER: Yes itis Hmmm. That's right.

Examples.

ALLISON: Tape broken. Tape broken. Tape broken.
MOTHER: What?

ALLISON: Tape broken.

MOTHER: It's broken?

ALLISON: Yesh.

gl

In both data sets, the subject repeats the same utterance several times. Should
this be viewed as an indication that the child does not understand part 2 of the
maxim? Interestingly, in all these examples the repetition ceases when an adult
response indicates that the child's utterance has been understood. Data of this
type were also noted by Ochs and Klein in their analysis of the conversation of
Ochs' twin sons. They observed that **when verification was not expressed by a
co-conversationalist, the child would solicit it. The child would repeat his
utterance over and over until it was acknowledged." (Ochs and Klein 1975: 35-
6) Such repetitions then do not seem to result from a failure to understand the
maxim of quantity, but rather indicate the child's realization that in conversation
utterances should normally receive some kind of response, and their insistence
that such a response should be provided.

An apparently different type of repetition occurs in the following dialogue.
The background for the dialogue is that Allison has been asked to give back
Jennifer's teddy. Allison does so, but in a rather rough way, throwing the teddy
at Jennifer.

Example9.
1. ALLISON: | throw it.
2. FATHER: That wasnice. You took it to Jennifer. Very good.
3. ALLISON: I throwit.
4. FATHER: That wasgood to giveit to Jennifer.
5. ALLISON: | throwit.
6. FATHER: It was very niceof you to takethat to Jennifer.



7. ALLISON: 1throw it.

8. FATHER: Yesyou took it to Jennifer. You were very nice.
9. ALLISON: | throw it.

10. FATHER: Yesah, that wasa nice way to giveit to Jennifer.

11. ALLISON: I throw it.

12. FATHER: Uh huh. It was niceto giveit to Jennifer that way.
13. ALLISON: I throw it.

14. FATHER: Uh huh.

15. ALLISON: I throw it.

16. FATHER: Jennifer really appreciated that. Jennifer said thank you.
17. MOTHER: Yesh, Jennifer did say thank you.

Unlike the previous examples, in this case Allison does receive an adult
response immediately after her first utterance. Despite this, however, she
repeats her utterance seven times, with each repetition being followed by a
similar parental response. This example does seem to represent a violation of
the maxim of quantity. Again, however, it does not result from a failure to
understand the nature of the maxim. The father's response in this case is
intentionally designed not to acknowledge Allison's boasting about her bad
behavior. Allison, however, wants her boast to be acknowledged, and so the
responses she receives are unsatisfactory from her point of view. Her repetitions
seem intended to elicit, through persistence, a more satisfactory response. In a
sense, then, these repetitions are not so different from the ones in examples 7
and 8 discussed above. In neither case do they result from a lack of
understanding of the maxim of quantity.

4. Themaxim of Quality

The final maxim | discuss here is the maxim of quality, which is
defined asfollows (Grice 1975:46)

1 Do not say what you believeto befdse.
2. Do not say that for which you lack adequate evidence.

| focus hereon part 1 of the maxim, which requires that speakers tell the truth.

This maxim is violated very rarely in my data. Overall Jennifer violates it only
once, and Allison only twice. Even in situations where one might expect an
older child to violate the maxim to avoid taking blame, as in line 2 of the
following dialogue, Allison answers truthfully.

Example10.
(Jennifer crying)
1. MOTHER: Wha happened?
2. ALLISON: I pinched Jennifer.
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The very smal number of violations of the maxim suggests that the girls
understand the reguirements of this maxim also. Given this, it is particularly
interesting to consider the three instances of maxim violation.

In this first example, Allison is holding a teddy belonging to Jennifer. The
bold-faced utterances represent violations of the maxim of quality:

Example11.
1 ALLISON: That's my teddy.
2. MOTHER: Isthat your teddy?.... Whoseteddy isthat Allison?
3. PETER: Jennifer's.
4. ALLISON: That's my teddy
5. ... (Didogueon unrelated topic.)....
6. ALLISON: It's Daddy's.
7. FATHER: No, that's not my teddy, Allison. Whoseteddy is this?
8. JENNIFER: Jennifer.
9. ALLISON: Jennifer.

The violation here certainly seems to be intentional and strategic.
There are various types of evidence which support this interpretation,
some of which can only be gleaned from the video, and not from the
transcription. They include the following:

the repetitionof the utterancein line (4), even after her assartion
has been questioned (line2) and contradicted (line 3)

- therepetitionwith varigion in line(6)

- the heavy emphasison the possessive pronoun "my™ in lines 1
and 4
the persistence in the topic, continuing it even after a lengthy
break for discussionof another topic
her satisfied facia expression

It seems, then, that in this exchange Allison isintentionally flouting the maxim.
At the time of this dialogue, Allison was perhaps feeling left out, as she was not
involved in a story that was being read to her sister, and it seems likely that her
violations were designed to challenge her parents to some kind of reaction, and
thusget their attention.

A second instance of intentional violation of the maxim of quality comesin the
following interaction. In this case Jennifer and Allison have both been
pretending to knock over a tower built by their brother, and finally Allison does
knock it over.

Example 12.
1. MOTHER: Oh Allison.
2 ALLISON: Daddy! Letmd Let Peter buildit!



3. MOTHER: Do yau know what? Yau are the one who knocked
tha tower over, Allison.

4. ALLISON: Daddy knocked over that tower.

5. MOTHER No he didn't. Do yau know who knodked that
tower over, Allison? Who knocked that tower over?

6. ALLISON: Allison.

Allison's violationsin lines 2 and 4 of this dialogue appear to be designed to
avoid taking responsibility for her actions.

The find instance of violation of the maxim of quality comesin the following
dialogue. Prior to thisinteractionJennifer has accidentally knocked over part of
Peter's tower, and has then intentionally knocked over the rest of the tower.

Example13.

I.  ENNIFER (smiling): Sorry Peter.

2. (Jenniferscratches Peter on the face)

3. MOTHER Jennifer, can you sy sorry? Can yau sy sorry,
Jennifer?
JENNIFER (holding out block): This
PETER: Don't changethe subject.
JENNIFER (smiling, looking at her mother): Sorry Peter.
MOTHER: Sy it to Peter and don't amile

No o s

Line 5 seems to represent a clear violation of the maxim of quality, since
paralinguistic features make it clear that Jennifer is not in fact sorry: she is
speaking in a cheerful voice, looking at her mother rather than her brother, and
hasasmileon her face.

Thisinteractionis particularly interesting because of what it shows about how
children learn the social rules regarding appropriate violation of the maxim of
quality. If the child is not in fact sorry, as seems likely here, the child cannot
satisfy the parent's demand for an apology without violating the maxim of
quality.” The parent's insistence that the child must apologize (line 2) and must
make the apology seem sincere (line 6) forces the child to violate the maxim of
quality, and thus teaches the child that in certain situations it is socially
appropriate, or even necessary, to violate the maxim of quality. This contrasts
with the parental response in examples 11 and 12 above in which the child's
violation of the maxim was immediately pointed out, and the child was
questioned until she ultimately produced an utterance which did not violate the
maxim. This difference is due to the fact that the violations in the earlier
dialogueswere not socially appropriate.

In fact, the acquisition of the maxim of quality seems to differ from the
acquisition of the other maxims discussed. When children first begin to speak
(i.e. in the one-word stage), they frequently violate the maxims of quantity and
relevance, but use language in a literal way that never violates the maxim of
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quality. Asthey get older, and more accomplished linguistically, their violations
of the maxims of quantity and relevance decrease in number (Pellegrini et al.
1987), but conversely their violations of the maxim of quality increase. Data
such as these suggest how parents play a role in teaching their children the
cultural normsabout how and when it isacceptable to violate this maxim.

5. Conclusion

The analysis presented in this paper has shown that very young children appear
to understand the maxims of relation, quantity and quality, and generaly abide
by them in their conversation. Of the violations that do occur, some are due to
linguistic or cognitive limitations of the subjects. However, a number of
intentional maxim violationswere discovered in thedata. These violationsshow
the considerable skills of even very young children in manipulating the norms of
conversation. Finaly, the paper provides examples of how parental responses
aid children in learning not only how to satisfy the maxims, but also how to
violatethem in appropriate circumstances.

Notes

!'| would like to thank Sandra Silberstein, Bill Dolan and the audience at WECOL 2000, especially
Ritva Laury, for helpful commentson thispaper. All errorsareof course my responsibility.

* In theremainder of the paper, violate (Iower case) will not be used in thistechnical sense, but
rather to denotefailure to adhere to a maximfor any reason.

" Theinteractionsinvolve Jennifer and Allison (pseudonymsfor the twins), their older brother Peter,
and their parents.

* A topicchange which interrupted an adjacency pair, for example, would represent a violation of the
maxim.

* Since1was thelistenerin thisdata, | could use my own intuitionsto judge whether | understood
the utterance. When other speakerswere the audience, | used cuesfrom their response to determine
whether they had understood the utterance. Notethat | excluded from consideration casesin which
the utteranceswere incomprehensible becauseof phonological or grammatical errors.

® A similarinability to take the perspective of another person is shown when children of thisage
hold objectsup to the telephoneto show them to the person on the other end.

7 Thanks to Sandra Silberstein for drawing my attentionto thisaspect of thedata.
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Lexicalization Patternsof Motion Verbsin

Korean
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SUNY at Buffalo

1 Introduction

The purpose of this paper is to investigate the lexicalization patterns of motion
verbs in Korean by examining the conflation patterns of semantic elements in
monomorphemic and multimorphemic motion verbs' and to compare the
semantic difference between them.

Motion events, in general, consist of four major semantic elements. Figure,
Path, Ground, and Mation. Figure (F) is a moving or conceptually movable
object. Ground (G) isareference-frame, or a reference object stationary withina
reference-frame, with respect to which the Figure's path or site is characterized.
Path (P) is a path/course followed by the Figure. Motion (M) is the presenceper
se of motion or locatednessin the event (Talmy 1985, 1991, 2000).

Consider examples (1) (nonagentivemotion) and (2) (agentive motion) below:

(1) a Therock rolled down the hill.
b. pawi-ka entek-eyse kwull-enayli-ess-ta.
rock-NOM hill-from  roll-C movedown-PST-DEC"
'(lit.) Therock moved down from the hill by rolling.'

In (la), the rock is the Figure, rolled is the Motion verb including both Motion
and Manner, down is the Path, and the hill is the Ground in the motion event. In
(Ib), however, the Motion component is conflated with Path and Manner is
expressed separately. Thus, kwull- only expresses the Manner of the motion and
the final motion verb nalyli- contains both Motion and Path. The same
conflation patternisfound in an agentive maotion asin the examplesof (2):

(2) a | rolled the keg into the storeroom.
b. na-nun cakun namwuthong-ul cecangsil-ey kwull-i-e  neh-ess-ta.
I-TOP keg-ACC storeroom-LOC roll-CAU-C put in-PST-DEC
'(lit.) I inserted the keg in the storeroom by rolling it.'



In example (2a) above, | isthe Agent, rolled isthe Motion verb which expresses
both Manner and Motion, the keg is the Figure, into is the Path, and the
storeroom is the Ground of the motion event. In (2b), however, as in (I1b) the
Motion component is conflated with Path and Manner is expressed separately.
Thus, kwull- only expresses the Manner of the Motion and the fina caused
motion verb neh- contains both Motion and Peath.

With respect to Korean motion verbs, | will make the following arguments:
Firgt, Deixis-conflation(the conflation of Motion with Deixis in the verbroot) is
also one type of Path-conflation pattern in Korean™; second, Conformation-
conflation (the'conflation of Motion with Conformationin the verb root) applies
to monomorphemic motion verbs and light verb constructions, whereas Deixis-
conflation pattern applies to a Deictic verb in serial verb constructions (SV Cs);
third, as for the Path of motion, the Conformation-conflation pattern covers a
minimal Path, whereas the Conformation Path in the Path verb and the Deixis
Path conflated in the Deictic verb in SVCs cover a minimal Path plus some
extended trangl ational motion.

This paper will proceed in the following way. In section 2, the typology of
lexicalization patterns of motion verbs of the languages in the world, including
Korean, will be discussed. In section 3, the status of the Path verbs precedinga
Deictic verb in serial verb constructions will be considered. In section 4, the
semantic difference in cognition between simplex and complex motion verbs
will betreated."* Last, section 5 will include the conclusion of thispaper.

2 Typology of L exicalization Patternsof Motion Verbs

The languages of the world can be classified into three major types, depending
on the semantic element that is conflated with Fact of Motion in the verb root
(Talmy 1985, 1991,2000). Type 1 is a Co-event language. In thistype, the Co-
event such as precursion, enablement, manner, cause or concomitance is
conflated with Fact of Motion in the verb root. The languages and language
families that belong to this type are Indo-European languages except for
Romance, Finno-Ugric, Chinese, Ojibwa and Warlpiri. Type 2 is a Path
language. In this type, Path notion is conflated with Fact of Motion in the verb
root. The languages that belong to this type are Romance, Semitic, Korean,
Japanese, Turkish, Tamil, and Polynesian. Type 3is a Figure language. In this
type, the moving object is conflated with Fact of Motion in the verb root. This
typeisactualy very rare. The American Indian languages such as Atsgewi and
Navajoare of thistype.

Consider a maotion event consisting of a framing event and a co-event as in
example (3):



(3) [ 4MOWED the ball into the box] WITH-THE-CAUSE-OF]I kicked it].
a English: | kicked the ball into the box.
b. Spanish: Meti la pelotaalacaja de una patada.
I inserted (*MOVED-in) the ball to the box by akick.'
c. Korean: na-nunkong-ul baks-ey cha(-se) neh-ess-ta.
[-TOP ball-ACCbox-LOC kicking(-by) put.in-PST-DEC
' inserted ( , MW ED-in) the ball in the box by kicking it.

In (3a), the Co-event, i.e., Cause, is conflated with Fact of Motion in the verb
root kicked and the Path notion is separately expressed as into. But in Spanish,
Path is conflated with Fact of Mation in the verb root and the Co-event (Cause
here) is expressed separately as an adverbial phrase. Similarly, in Korean, the
Co-event verb cha- is expressed in a gerundive form and precedes the motion
verb neh-, which includes both Motion and Path components. Thus, Englishisa
Co-event languageand Spanish and Korean are of a Path languagetype.

From a typologica point of view, Korean is basicdly classified as a Path
language (Talmy: 1985, 1991,2000, Choi and Bowerman: 1991, Kim: 1997). In
Korean, however, Path is not always conflated with Fact of Motion in the verb
root. Hence |l will classify the motion verbsin Korean into three typica patterns
asin (4):

(4) a Class 1: Simplex Motion Verbs
b. Complex Motion Verbs
® Class 2: SVCs including a Path Satellite/Path verb"
@ Class 3: Sino-KareanMotion Light Verb Constructions(LVCs)

In Class 1, Path and Motion are conflated in a monomorphemic verb root. In
Class 2, a Path verb as a satellite or a full motion verb may precede a Deictic
verb and the resultant form consists of a Path satellitelverband a Deictic verb as

in (5):

(5) ku-nun pang-eysena(Path satellite)-ka-ass-ta.
he-TOP room-from out-go-PST-DEC
‘He went out of the room.’

In Class 3, the Path notion is expressed together with Motion in the same
morpheme but, unlike Class 1, this morpheme necessarily accompanies another
bound morphemesuch as Ground or Path asin (6):

(6)ku-ka  kyosil-ey ip-cang-ha-ess-ta.
he-NOM classroom-L OCmove in(M&P)-place(G)-do-PST-DEC
'(lit) He moved into the classroom/ He came/went into the classroom'



Class 1 isof amonomorphemic motion verb type and Class 2 and Class3 are of
a multimorphemic mation verb type. In Korean, multimorphemic motion verbs
are more productivethan monomorphemic motion verbs.

Now we can raise the following questions regarding Korean motion verbs
First, what is the status of the Peth verb preceding a Deictic verb, i.e., isit aPath
satellite or a full-motion Path verb? second, wha is the semantic difference
between a ssimplex motion verb and a complex maotion verb? In the next two
sections, | will try to answer thesetwo questions.

3 Path Verbsor Path Satdlites?

What is the status of the Peth verb preceding a Deictic verb in serid verb
constructions?To answer thisquestion, first, two previousstudiesare compared.
Look at theexamplesfrom Choi & Bowerman (1991: 88-89).

(7) Choi & Bowerman (1991)

a Spontaneous motion (intransitive) b. Caused mation (transitive)
tul-e- ka  'go into/enter’ neh- ‘insert’
move in-C go- insert-
(Path] [Motion+Deixis] [Motion+Path]

They argue that Korean has a mixed conflation pattern. In other words, in
spontaneous motion, the Path verb expresses just a Path notion and Mation is
conflated with Deixisasin (7a), whereasin caused motion, Motion is conflated
with Path asin (7b), hence a mixed conflation pattern.

Now consider the analysisby Kim (1997):

(8) Kim (1997)
ttwi-e-  tul-e- o-
run-C-  movein-C- come ‘run into a place toward the spesker’

[Manner] [Path+Motion] [Deixis]

Unlike Choi & Bowerman (1991), Kim claims that Korean employs the same
conflation pattern for expressions of both spontaneous and caused metion, i.e.,
in either case, Motion is conflated into the Path verbs and that thefinal Deictic
verb addsonly direction to the preceding Peath verb asin (8). For theevidenceof
her analysis, she presents the 'Se-Insertion’ rule™. According to her, Path verbs
do not dlow 'se-insertion’ after the Path verb preceding a Deictic verb but
Manner verbsallow this rule. In the former, the Path verb is the main verb and
in the latter the Deictic verb is the main verb. This analyss, however, must be
wrong in two respects. First, some Path verbs also permit 'se-insertion’ beforea
Deicticverb. Consder the examplesbdow:



(9)a ku-ka  cha-eyse nayli-e-o-assta.
he-NOM car-from (move)down-C-come-PST-DEC
'He got off the bus(z He got off the busand came).'
b. ku-ka  cha-eysenayli-e-se-0-ass-ta.
he-NOM car-from move down-C-and-come-PST-DEC
'He got off the busand came {=He got off the bus).'

As the examples above show, 'se-insertion’ applies to some contexts. Second, a
Deictic verb can stand alone without a Path verb or a Manner verb as in (10a)
but a Path verb or a Manner verb cannot stand alone without a Deictic verb to
describeatrandational motion asin (10b): "

(10) a ku-ka  pang-ey o-assta
he-NOM room-L OC come-PST-DEC
'He came to the room.'
b ku-ka pang-ey  *tul-/*ttwi-ess-ta.
he-NOM room-L OC * move in-/*run-PST-DEC™
'He ran into the room.'

Let us consider some more examples. As is argued above, to express actua
motion, a Path verb as a satellite or a Manner verb or both of them must
combinewith a Deictic verb:

(11)a *ku-ka  kyosil-ey tul-ess-ta.
he-NOM classroom-LOC ?-PST-DEC
b. 7ku-ka  kyosil-ey nwi-e tul-ess-ta.*
he-NOM classroom-LOCrun-C ?-PST-DEC
'He suddenly/surprisingly/threateningly ran into the classroom(+He
cameinto the classroom by running).’
c. ku-ka  kyosl-ey ttwi-e tule-o-ass-ta.
he-NOM classroom-L OCrun-C into-come-PST-DEC
‘(fit.)He cameinto the classroom (by) running/he ran into the classroom.’

Example (11b) seems to be unproblematic but it has a different meaning from
(Ilc). Thus, the usual way of speaking is (llc), ie., the construction of
'‘Manner-Path-Deictic verb.!

Now we can further classify the Path notion into three main components. the
Vector (arrival, traversal, and departure), the Conformation (a geometric
complex), and the Deictic (hither' and 'hence’) (Tamy: 2000). Based on this
classification, | arguethat in SVCs including both a Path verb and a Deictic verb,
the lexicalization pattern should be 'Conformation — Motion+Deixis.” Look at
the example below:



(12) Im (2000a):
ttwi-e-  tul-e- o-
run-C- into come 'run into a placetoward the spesker'
[Manner] [Path{Conformation)][Motion+Path(Deixis)]

In this SVC, the final Deictic verb is the main verb, asis clamed by Choi &
Bowerman (1991: 88-89) and Tamy (2000: 57). The Conformation Path
satellite precedes the Deictic verb, which in turn contains the Deixis Path. Asa
result, the whole construction expresses a complex Path, i.e., ‘Conformation +
Deixis' Likewise, in a simplex spontaneous maotion verb, Korean employs the
sameconflation pattern: Motion is conflated with Path in the verb root asin (13):

(13) ku-ka  kang-ul  kenne-ess-ta
he-NOM river-ACC move across/cross-PST-DEC
'He crossed theriver.'

Therefore, we can say that Korean employsthe same conflation pattern, i.e. the
conflation of Motion with Path, i.e., either Conformation or Deixis, both in a
spontaneousmotion and in a caused motion.

Now we need to make a distinction between a Path satellite and a Path verb
beforea deictic verb: theformer includesa Path notion alone whilethe latter has
both a Path component and a Motion component. They can be differentiated
from each other by binary featuresof semanticelementsasin (14):

(14) a Path satellites: [-Motion, +Path] b, PathVerbs: [+Motion, +Path]

As the examples in (15) below show, ma- ‘out’ is a complete Path satellite.
Hence. (15a) isgood but we cannot say something like (15b):

(15) a ku-ka  kyosil-eyse . na-ka/o-ass-ta.
he-NOM classroom-fromout-go/come-PST-DEC
'He went/came out of the classroom.'
b *ku-ka  kyosil-eyse na-ass-ta
he-NOM classroom-fromout- PST-DEC

In contrast, motion verb kenne-ta is a full-motion verb even when it isfollowed
by a Deictic verb. Asin (16b), it can stand aone without a Deictic verb but the
simplex form and a complex form of this motion verb have different meanings
asin (16a,b), which will bediscussed in detail in the next section:

(16) a ku-ka  kang-ul  kenne-ka-ass-ta.
he-NOM river-ACCcross-go-PST-DEC
'He went somewherecrossing theriver.'



b. ku-ka kang-ul  kenne-ess-ta.
he-NOM river-ACC cross-PST-DEC
'He crossed theriver (# Hecrossed the river and went somewhere).'

In conclusion, tul- ‘in/into” and na- 'out’ have completely changed into Path
satellites, whereas kenne- 'cross s a full-motion verb including both Path and
Motion components.™

4 Semantic Difference in Cognition between Simplex and
Complex Motion Verbs

When both a simplex motion verb and a complex motion verb, consisting of a
Peth satellite and a Deictic verb, are alowed, we find there is some semantic
differencein meaning between them. First, we will consider the Path verb which
isin trangition to a Path satellite and its corresponding complex form consisting
of itssimplexform and aDeictic verb.

(17)a ku-ka  bus-eyse nayli-n-ta.
he-NOM bus-from move down-PRS-DEC
'(lit.) Heismoving down from the bus/ Heis getting off the bus!
b.ku-ka  bus-eyse nayli-e-ka-n-ta.
he-NOM bus-from (move) down-C-go-PRS-DEC
'(lit.) Heisgoing downfrom the bus/ He is getting off the bus.’

We assume that there is some difference in cognition between (17a) and (17b):
First, nayli- in (17a) is neutral asto the location of the speaker but nayli-e-ka- in
(17b) relatesto thelocation of the speaker (with the speaker in the bus); second,
in (17a) the speaker regards the whole motion as just one motion process, i.e.,
vertical motion from the bus to the ground but in (17b), the speaker recognizes
the mation as a complex one-the Figure i s getting off (moving down) the bus by
taking somesteps or actions. Further examples are presented with regard to this.

(18) a. koyangi-kathakca-ey ttwi-eoll-a-ka-ass-ta.
cat-NOM  table-L OC run-C (move)up-C-go-PST-DEC
'(lit) The cat went up the table by running/ The cat ran onto the table.'
b. koyangi-kathakcarey ttwi-e oll-ass-ta.
cat-NOM  table-LOC jump-C move up-PST-DEC
(lit.) Thecat moved up the table by jumping/ The cat jumpad ontothe table

It seemsthat in (18a), the cat took severa steps to go up the table,.whereasin
(18b), the cat’s jumping onto the table is a one-process motion, i.e. an upward



vertical motion. For the same reason, (19a) isfine but in (19b) we cannot expect
that one can go onto the top of a hill by one jump, hence (19b) is unacceptable.

(19) a ku-ka  entek-ul ttwi-eoll-a-ka-ass-ta.
he-NOM hill-ACC run-C (move)up-C go-PST-DEC
'(lit.) He went up the hill by running/ He ran up the hill.'
b. *ku-ka entek-ul ttwi-e oll-ass-ta.
he-NOM hill-ACC jump-C move up-PST-DEC
“*He moved up the hill by jumping/*He jumped onto the hill.'

Likewise, in (20a) he took severa stepsto go upstairsbut in (20b) we cannot
think that he could move upstairsby one jump.

(20) a ku-ka il-chung-eyse i-chung-ulo ttwi-e(ll-a ka-assta
he-NOM one-floor-fromtwo-floor-to run-C (move)up-C-go-PST-DEC
(lit) He went up to the second floor from the first floor by running.'
b. *ku-ka  il-chung-eyse i-chung-ulo ttwi-e oll-ass--ta.
he-NOM one-floor-fromtwo-floor-to jump-C move up-PST-DEC
*(lit.) He moved up to the second floor by jumping.'

Now compare the motion of moving up with that of moving down asin (21):

(21) a ku-ka  i-chung-eyse il-chung-ulonayli-e-ka-n-ta.

he-NOM two-floor-fromone-floor-to (move)down-C-go-PRS-DEC
'(lit) Heisgoing down from the second floor to thefirst floor.'

b. *ku-ka  i-chung-eyse il-chung-ulonayli-n-ta.

he-NOM two-floor-from one-floor-to move down-PRS-DEC

c. ku-ka  i-chung-eyse il-chung-ulo ttwi-e nayli-n-ta.
he-NOM two-floor-from one-floor-to jump-C movedown-PRS-DEC
'He isjumping down to the first floor from the second floor.'

d. ku-ka  i-chung-eyse il-chung-ulottwi-e nayli-e-ka-n-ta.
he-NOM two-floor-fromone-floor-to run-C (move)down-C-go-PRS-DEC
'He isrunning down to the first floor from the secondfloor.'

In (21a) heis taking many steps to go downstairs but the motion along the stairs
in (21b) cannot be a one-process motion and so it sounds unacceptable. Unlike
(20b), (21c) is OK. However, (21c) and (21d) have different meanings. The
motion in (21c) is executed by means of jumping, i.e., a vertical motion, where
the motion from the second floor to the first floor is regarded as one unit of
motion, whereas the motion in (21d) is achieved in terms of running down the
stairs from the second floor to the first floor and thus the motion from the
second floor to the first floor is divided into many successive units of motion.
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Thus, we can make a distinction between a one-process motion and a complex-
process motion asfollows:

(22) a A one-process motion i s present when the whole motion isregarded asa
single unit of motion.
b. A complex-process motion is present when the whole motion is
composed of morethan onesingle process.

Now we will consider the differencein meaning between a full-motionsimplex
Path verb and a corresponding complex Path verb composed of its simplex form
and a Deictic verb. Three pairswill beconsidered.

cina-ta VS. cinakarta: In English, motion verb pass can be used for the motion
of either 'pass something' or 'go somewhere past something.' In Korean,
however, we have different lexicdization patterns for these two different
motions, which is proved by the examplesin (23) and (24):

(23) a He passed the building.
b. ku-ka  ku kenmwul-ul cina-ass-ta
he-NOM the building-ACC pass-PST-DEC
'He passed the building.'
(24) a Hepassed the building to the station.
b.ku-ka  yek-ulo ku kenmwul-ul cina-ka-ass-ta™,
he-NOM station-tothe building-ACC pass-go-PST-DEC
'(lit.) He went to the station past the building'
C. *ku-ka yek-ulo ku kenmwul-ul cina-ass-ta
he-NOM station-to the building-ACC pass-PST-DEC

In Korean, cina-ta meansjust the minimal-Path motion across/along the Ground
asin Figure 1 and cina-ka-ta expresses the motion of a minimal Path plus some
more motion before/after/both before and after the Ground as in Figure 2,
whereas pass in English can cover either the motion of the minimal Path
across/along the Ground or the motion of the entire Path of the minimal Path
plus some more motion. The sameexplanationistrueof verbssuch as nem-tavs.
nem-e-ka-taand kenne-ta vs. kenne-ka-ta.

kenmwu-Ul cina—tab kWO cinafata A
'to pessabuilding ‘g0 somewhere pagt a building

Figurel Figure2
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