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Structure And Texture: Toward An
Understanding Of Redl Languages’

Emmon Bach
UMass(Amherst) / SOAS(ULondon)

1 Abdstract

This paper is about the tensions between the inner and outer view of R-
languages (“'red languages’), the language-centered and theory-centered study
of languages, the (often foreign) linguist and the (sometimes linguist) native
goeaker, description and theory, alanguage as a set of choices and extensions of
universal grammar and as a concrete redlizetion in a particular culture and
higory. The materids for this peper are drawn modly from First Nations
languages, especially those of the Pacific Northwest.

2 Setting: a Central Puzzle
Let'sstart with two viewsof language:

I. Languages are "badcdly" al the same, the differences between them are
superficid.
11, Languagesare "badcdly" very different.

These two views have predominated at different times and among different
people: view |: Chomsky, 1995; Pinker, 1994 - view I1: Bloomfield, 1933; Joos,
1957: the"Boastradition.” For example, Chomsky haswritten:

The primary [task at hand for the Minimalist Program] is to show that
the apparent richness and diversity of linguistic phenomena s illusory
and epiphenomenal, the result of interaction of fixed principles under
dightly varying conditions." (N. Chomsky, 1995: 8)

Onemay ask: why istherichnessand diversity only "apparent”?



Languages are not all the same. Do contemporary linguistic theories ded
adequately with linguistic diversity? Some writerssay No (Nichols, 1992; Bach,
19095; Baker, 1988).

Theories of Universd Grammar are calculated to deal with the ways in which
languages are amilar. But if the Language Faculty is supposed to offer a basis
for understanding language acquisition then it must have some room for quite
deep and surprising differencesamong languages.

It used to be that linguistswere enjoined to describe each language on its own
terms. Now it is often presumed that dl languagesare basicdly thesame.

Ordinary people who spesk one or another of the languages of the world will
be surprised to hear that al languages are basicdly one ("Earthese™), not to say
chagrined, especidly if they have struggled as adults to learn a new language
that isvery different from their own.

Linguidtictheorieshaveto ded with two questions:

A. How comelanguagesare so different?
B. How comelanguagesareso smilar?

The attention paid to these two questionshas varied a lot over the years. If you
dart from the sense that languages are basicdly very smilar, then Question B
should be uppermog, if you start fram the sense that they are very different then
it isQuegtion A that burns. In fact, both questionspresupposethat we have some
way of characterizing differences and similarities among languages as well as
some expectations about what is expected in the way of variation. In my
opinion, neither presuppodtion is met at present, a view expressed by Johanna
Nichols.

....standard historical method ... has no theory of diversity and no way
of scientifically describing diversity. Hence, diversity has no theoretica
datus in higtorical linguistics (or, for that matter, in synchronic
linguigtics). (Nichals, 1992: 5)

Here, | want to emphasize that languages can be pretty different, and that
linguistictheoriesthat do not accommodate these differencesare not adequate.
The main questionsof thistak:

i. How different or smilar are languages anyhow?
ii. Wherearethedifferencesand similaritiesin languages?
iii. Can thetwo viewsbe reconciled?

We need to ask thequestion: What do we meen by "language”’ anyway?"



Kindsof language:
Chomsky introduced a didtinction between two senses of language

E-languages
(Think: Extensond language.)

I-language
(Think: Ideal or Intensional language.)

We might add:

R-languages

(Think: Redl language, Bach 1995, Bach 2001.) | mean by thisalanguage in the
sense that a speaker "has” a language with all its specia quirkiness, in acultural
context, and in many of its agpects present in consciousness (more on this
toward the end of the essay).

These questionsare not just theoretically or academically rdevant. They havea
practical, ethical, and political resonance as well, especiadly in the context of
First Nations languages, and the crisis of minority and dominated languages in
theface of continuinglinguisticimperidism.

3 SomeWays of Difference

The Pecific Northwest is often cited as a prime examplefor ared linguigtics, a
"Sprachbund,” where rdated and unrdated languages share many substantive
characterigtics. In this, the main section of this paper, | will sketch somewaysin
which some First Nations languages of British Columbia are similar and
different, drawing on a few other languages of the world for contrast and
comparisons.

3.1 Sounds

3.1.1 Inventory
Front and back velar (uvular) sounds contrast in many languages of British
Columbia

Smalgyaxian (Tsimshianic): Coast Tsimshian, Nisgaa, Gitxsan.
Woakashan: Nuuchahnulth, Makah, Kwak™'ala, Heiltsuk,
Ooweky'ala, Haisla, Henaaksiala Salishan

NaDene: Tlingit



The contrast is represented in variousways in the practical orthographiesof the
languages.
Xvs XX
Cvs X
kvs g (k)
gw4ig)

Structurally, these languages dl differ from English. Phoneticdly, Englishaso
has front and back velar sounds:

keep vs cool have a predictabledifferencein pronunciation of "K'
sound (front vs back)

Structura change: Coast Tsimshian x becomes i so in the spalling X" means
back x (x)

3.1.2 Phoneticredlizationd structural difference
Northern Wakashan:
Haisla/Henaaksiala and Smalgyaxian have paatalized front sounds: k , g =ky,

BY.

Southern Wakashan (Ahousat) does not palatdize.

But: paataizationgonein rounded versons: k", g" in N. Wakashan
compare: Haisla: g"ia 'wake someone up' or g¥ixem 'oread, flour’

Comparelabidized paatalsin Gyong (Nigeria): [dy“u gy"u], Ngamambo
(Cameroon).

3.1.3 Contextud variants

Northern Wakashan: Kwak"'ala, Haisla, Henasksidaunround before » sounds,
but not Ooweky'ala:

Haisla: gux* [gyux"] vs Ooweky'ala: g"Vuk" 'house

3.1.4 Words
The exuberant use of lexica suffixesis an areal feature shared by Wakashan,
Sdlishan, Chemakuan (Quileute), etc. e.g.:

(Haisla) Xa’islak’ala ‘Haisla language*:

Xa =is<{e)la -[k}tal -a
downstream/downchannel -' on beach’ - to live' -' sound/language completive
(Detailson theforma structure of Haisla words can befound in Bach 2001a.)



Here -[k]!ala is a typical lexical suffix (sometimes referred to as "semantic
auffixes”). It istypicaly used to make words for speaking a particular language
or for the language itself. We might think of an English analoguelike the suffix
-ese, but the meaning of -[k]!ala is considerably broader as the following
comparisonsshow:

1

English-ese in Burmese (Burma), Chinese, Japaneselike Haisla -[k]!al(a) ?
Compare

Q"emksiwak'ala 'English’ etc. BUT:

q’alala 'sound of footsteps from Vq’alh- ‘wak' + -[Kk]!al(a) 'sound of X:
English *walkese, *footstepese Here aresome other typical examplesof
derivational affixes or processes with meaningsthat seem to be quite
common in variouslanguages of the area

going after X, gathering X, hunting X

Sma gyaxian: xhoon ‘going after fish/salmon (hoon)'

Haisla: mamiya 'going after fish, sdmon(mia)’

-[glila: 'to make, get, become X, something in the fisrm of X ' gukila'build
house

(guk"-), Xesduak*ila 'go totheKitlope ared,

beg"enemgila ‘figure of a person’ (in story, made by putting cloak ontoa
digging stick).

sick with, hurting, dyingdf...

‘Haisla: -sdana

“lexau'bisdana 'catch acold

*aziq’esdana 'having anightmare {eziq’ 'bug, ghost)

pualisdana'redly hungry'

cdled X:

Haisla: Emmon-kelasunug”a 'my nameisEmmon’
adso: -tla, Kwakw'ala: -xtla

Ahousat: ~(®)ta :suffix with this meaning only used with referential root V'u-
Other characterigtics that differentiate various languages in  Pecific
Northwest: some have suffixes only, some have prefixes and suffixes, some
have compounding, some have no compounding (Wakashan, Eskimo-Aleut),
some have elaborate systemsof reduplicationand root extensions, some not.
Comparisons with other languages:

English -itis as in tendinitis, sinusitis and similar affixes have the sorts of
meanings that might be found with lexical suffixes in Northwest languages.
An important differenceis this. in English, the vocabulary is divided into
learned/Greco-Latinate vs native English. Compare also Japanese: Yamato vs

Sino-Japanese



8. Aretheseprocessesexamplesof Incorporation?(Baker, 1988)
Complex words derived from syntactic structuresor syntax-like lexical-
conceptua structures.
going X-ing (fishing, etc.), mesat-eating, baby-st,..
| think not, in such analysespolysynthetic languages (in the classical sense)
are assmilatedto isolating languages.
Why not do the opposite? English compounds might be looked at as
reductionsof free formsto affixes.

9. Agang incorporation:;
(i) Wakashan has no compoundsexcept for these supposedly incorporated
complex words.
(i) Wakashan (at leest): lexical suffixes semantically not arguments (objects,
etc) but adjuncts: Haisla =ilh doesnot mean 'house but 'in house, inside' etc.
Hence the analysis as Head movement from and aregument position is not
appropriate. In any event, the topic of how to ded with theselexica affixes
obvioudy requiresafuller discussion.

3.1.5 Sentences
Languages of the areashow a variety of syntacticcharacterigtics:

Verb-Find: Tlingit, Haida:

Verb-nitial: Smagyaxian(Tsmshian), Wakashan, Salishan, Chemakuan;
free word order: Alaskan Yupik Eskimo

But again: detailsvary alot: compare Smalgyaxian (Tsimshianic) with
Wakashan:

1 Haisla: Verb - Subject - Object - Oblique

2. Coast Tsimshian: Ergative - Absolutive, with variation; preverba dements,
placement of agreement markers. Ergative suffixed to preverb, or prefixed to
verb.

3. Do dl languages use the same syntactic categories Verbs - Nouns -
Adjectives?? Some Northwest languages (Wakashan, Salishan) have been at the
center of discussion of this point, since they have been daimed not to have a
lexica digtinction between nouns and verbs. (Bach, 1968, forthcoming;
Demirdache and Matthewson, 1995; Jacobsen, 1979). If all languages have the
same syntectic categories. why should we take the Indo-European set as
"unmarked/ null-hypothesis'?

3.1.6 Meanings

1 Whét can betrandated and what cant.

Example: wordslikeHaisla nuyem, Smalgyax: adawx 'dory, tradition, law, ...
2. Universd and parochid semantics(Stein, 1981). Linguistsoften assume that
the basic structure of meaningsmust be the same in d1 languages. This may be



true at the mogt abgtract leve, but at the level of R-language it seems likely
that:

3. A red language encodes and heps shape a culture. The availability of
particular words and meaningsis a definite part of alanguageasit presentsitself
to a user of the language. Cultural change brings language change at least at this
leve. In the full sense of "meaning,” incuding not denotations, but
connotations, associations, and so on, different languages have different
resources and limitations. Linguists believe that all languages are equivaent in
their expressive potentid, this does not meen that they are equally expressive of
particular content at a particular moment. Hence, you can dways explain but
you can't dwaystrandate.

3.1.7 Syyle
1. How many nominals in a sentence? It seemsthat in some NW languages, the

use of more than one nomina phrase as a core argument — subject, object — is
highly marked at best, and possibly outright ungrammeatical.

2. Narrative markers. clumdly trandate as 'And then..., and then..." Literal
trandationsof textsoften lead to unnatura sentencesand sequencesof sentences
in thetrandation.

3.1.8 Global parameters?

The idea here is that language diversity can best be captured by posting
"parameters’ that govern the language as awhaole. But it oftenseens that within
a language different corners of the language work in different wayswith repect
to such posited parameters. More on this below.

4 CherishingDifference: Structureand Texture

Creators of naturd languages choose from a universa palette and create their
own specia way of talking and being in language.

A good theory of Universd Grammar is supposed to help explain how kids
acquire their particular languages. Such a theory must have room for the
diversity of Parochia Grammars. The actud diversity we find cannot, in ny
opinion, be solely attributed to globd parameters, in the sense of setting
properties for a language as a whole. Findly, there must be a place in this
picturefor linguisticcrestivity at theleve of grammar cresation.

Evidence for this creativity liesboth in the retention of special characteristics
of a language or language group over time and in the (sometimes quite rapid)
changes of languages (Thomason, 2001).

Differences among languages as perceived and used by red speakers have to
do bath with the basic structures of the language and with the texture of the
language as used among groups of people and in particular contexts.



41 LanguagesasPoems

When we talk about "the language of Shakespear€e' or the like, what are we
talking about? We don't just mean his dialect or even idiolect = his individua
variety of the English of thetime. We mean rather something like his individua
style. What is style? It is the particular choices that an individual makes and
exploits within a common language, and even ways in which the writer = or
speaker — stretchesthe limits of the language. Thisis not just a matter of "high
language” or Literature.

Likewises individud languages, "red languages'™ show individua
characteristicsas well, in the choicesthat they makewithin and even in theways
that they stretch the limitsof Universal Grammar.

Notes

*
This paper is dedicated to the nenory of the late Hilda Smith of RiversInlet and Port Hardy.

Thanks to many teachers, coworkers, and helpers from C'imauc'a (Kitamaat Village), Ahousat,
Kitsumkalum, Odanak, and elsewhere. Nt aes aremy own.
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The Paradox of Asserting Clarity

ChrisBarker and Gina Taranto
UC San Diego

1. TheDilemma

Standard wisdom (Stalnaker 1979:325, van der Sandt 1992:367, etc.) holdsthat
assartions are fdicitous only if they add new information to the common
ground. After all, what use could it be to claim that a propositionis true if it is
dready accepted as true? In this pgper we suggest that this question is not
rhetorical. Our answer is that some sentences can have side effects besides
adding information to the common ground, and that sometimes it is worth
asserting a sentenceentirely for thesake of itsside-effects.

To motivateour claim, consider a variation on Partee’s marbleexample:

1 a Exactly twoout of three marbles areon thetable.
b. Onemarbleis not on thetable,
c. It's under thecouch.

(Ib) is entailed by (1a); it adds no new information about the situation under
discussion. However, it causes the creation of a discourse referent for the
missing marble, which alowsthe pronomind referencein (Ic). Without (1b) it
would beinfelicitousto use the pronoun in (Ic). Thus, as pointed out in Beaver
(2002:172), it is possible to assert a sentence purdly for the sake of its side-
effects, here, building adiscoursereferent to facilitate anaphora.

This paper presentsa case-study of the semanticsdf clear, which wetaketo be
a Discourse Adjective following Taranto (2002a, 2002b). The central example
weconsderisgivenin (2).

(2) Itisclear that Mary isadoctor.
Intuitively, for (2) to be true, the discourse participants must each possess dl

the knowledgethey need to concludethat Mary isa doctor before (2) is uttered.
If either is not dready convinced that Mary isadoctor, then the propositionisn't
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clear at all. But if it is dready evident that Mary is a doctor, then asserting (2)
adds no new information to the common ground, suggesting the puzzlein (3).

(3) Lemmal If (2) istrue, it adds no new information to the context, so why
bother to assert it?

To begin, note that it is not appropriateto utter (2) if the fact that Mary isa
doctor hasjust been asserted. Thusthediscoursein (4) isdigtinctly odd.

4 a | just learned that Mary isadoctor.
b. #Clearly, Mary isadoctor.

Whatever uttering (4b) is supposed to accomplish, it can't be doneimmediately
after uttering (4a). For (4b) to befdicitous, thefact that Mary is adoctor cannot
be part of the common ground. Assoon as Mary's doctorhood isin the common
ground, as would be the caseimmediatdy after an utterancedf (4a), it becomes
impossibleto assert that it is clear that sheisadoctor. Thissuggeststhat perhaps
an utterance of (2) adds new information after dl, namdy the information that
Mary must beadoctor. But thisgives usasecond puzzle:

(5) Lemma2 Assume (2) entails Mary isadoctor. If the speaker has decided
that Mary is a doctor on the basis of information that the hearer also has,
then (2) only addsinformationif the gpeaker assumes that the hearer has not
come to the same conclusion- in which caseit is not in fact clear that Mary
isadoctor, otherwisethe hearer would have redized it on her own.

The second lemma might be rephrased as ""how can (2) be uttered without
assuming the hearer is an idiot?” Perhaps it can only be used in situations in
which the hearer has dl the evidence he needs to redize that Mary is a doctor,
but failsto take that last logical step. Consider the propositionsin (6).

(6) a Maryisholding astethoscope.
b. Mary iswearingalab coat.
c. Mary knowslotsdf Latin morphology.

Assume the propositionsin (6) are true, and that they are in the common
ground by virtue of having just been uttered by B. At this point A replies with
her versgon of (3): “Clearly, you dolt, Mary isadoctor."

Resolving our dilemma requiresdeveloping a specific mode of context update,
and daborating that model in order to handle vagueness.



2. Context update

An initid attempt to resolve Lemma 1 will serve to introduce the approach to
context update we pursue.

(7) The Missng Entailment Hypothesis (to be regjected): Assume the factsin
(7) dong with other information in the context entail that Mary is a doctor.
The reason (4) can add new information is that it is possiblefor a context to
entail a proposition without that proposition being part of the context.

We adopt an extension of Stalnaker's theory of context update. According to
Stalnaker (1979), as developed by Heim (1982) and used by Beaver (2002), the
common ground is aset of possibleworlds, namely, the set of dl possible ways
theworld might be. When asentenceis asserted, the common ground is updated
by removing from it dl of the worlds in which the sentenceis not true. For
instance, assume that as far as the hearer knows it may or may not be raining.
Then the common ground, shown schemeticdly in (8), will contain some worlds
in which it is raining and some worldsin which itisnot raining.  An utterance
of (9) adds information, which causes the context to shrink. The new
information reduces the variety of ways theworld might be, as shown in (10).

(8) Contextl: Raining Nat Raining

(9) It'sraining.
(10) Context 2= Context 1 after update with theinformation in (9) = {w; , w»}
Given thismodd of context update, we restate the generdizationin (1) as (11).

(11) Asserting a sentence must have a non-trivial context update effect: if Cis
theinitial common ground, and C t+ S is the common ground after updating
C with an utterancedf S, then (C+ S) ¢ C: the updated context must be a
proper subset of theinitial context.

In this modd the missing-entailment theory cannot be stated, since it is not
possibleto add a proposition without adding al of its entailments. To see why,
assumethat being abacheor entails being aman, that is, (12a) entails (12b).

(12)a Patisabachdor.
b. Patisaman.



Now consider asserting (12a) in asituation in which the hearer does not know
either Pat's gender or Pat's maritd status.

(13) Initial Context C. Pat isaman Pat isawoman
Paismaried ( w;, w, w3, Wa,
Pat isnot married  ws, ws, wy, wg ]

After an utterance of (12a), only worlds in which Pt is an unmarried man,
namely, worlds ws and wg, Survive update The updated context is grictly
smaller than theinitial context, so asserting (12a) has added new information.

Nowconsider an assertion of (12b) following (12a). This does not eiminate
any worlds, sinceal o the worldsin which Pat might have been a woman were
aready diminated after the utterance o (12a). Thus asserting (12b) following
an assertion of (12a) violates(11). The analysiscorrectly predictsthat it would
be infdicitous to utter (12a) immediatdy followed by (12b): #Pat isa bachdor,
and Pat isalso a nan. Thus, in generd, the Stalnakerian mode guarantees that
when the information expressed by a sentence is added to a context, the
information corresponding to al o the entailments of that sentence are also
added. Since we are committed to the Stalnakerian model, we mugt reject the
missing entailment hypothesis.

Since peopleare not alwaysconsstent (i.e., they are capableof simultaneoudy
believing a proposition and denying its consequences), we might conclude that
contexts can be similarly inconsistent. This would mean that, in this respect, the
Stalnaker modd of context update is inaccurate, and thisis aflaw in the modd.
But another dternative that we should consider first is that the factsin (6) do not
actualy ental that Mary isadoctor. Thisdternative respectsthe fact that there
are a number of posshilities for how the world might be, and that these
possibilitiesare ordered in termsaof their plausibility:

(14) Possible explanations for the evidence suggesting Mary is a doctor, from
most likely to least likely:
wy = May isadoctor.
wie = May isadoctor, though shelearned her Latinin high school.
wn = Maryisnot adoctor, she's getting ready for aHalloween party.
w2 = Thegtethoscopeis Mary's brother's, but Mary isadoctor too.
w3 = Mary isnot adoctor, but the CIA wants usto believethat sheis.

Each scenarioin (14) correspondsto one way the world might be, and nothingin
the sentences in (6) rules out any of these possibilities. Because in some of
theseworldsMary isn't a doctor, update with (3) will eiminate those worldsin



which Mary isn't adoctor. However, asserting Mary is a doctor will achievethe
sameresult:

We are now faced with thefollowing question: why not just assert that Mary is
adoctor? Why ever assert it is clear that Mary is adoctor? We claim that a
soesker might be rdluctant to assert that Mary is a doctor precisdy because
Mary might not be adoctor. There are other possibilitiesthat are ill live, and
we know from Grice that it would be uncooperdtive to claim that Mary is a
doctor without being absolutdly sure.

If thisis on the right track, (2) might be used to signd that a speaker doesn't
have enough information to flatly assert that Mary isadoctor. That is, clarity is
asserted only in contexts in which there is some lingering uncertainty that the
complement isin fact true. But if thisisright, it isextremely peculiar, since it
means that we have recongtructed our original paradox, only in reverse:

(16) The reconstructed paradox: It isclear that p is-asserted only in Situationsin
whichitisinfact not clear that p!

We believe the key to resolving this paradox lies in characterizing how the
grammar deals with degrees of probability. The appropriateness of asserting
clarity dependson degreesof probability of different explanationsfor thefacts.

Situationsin which the applicability of a predicate depends on degrees are well
known in the literature of vagueness (Fine 1975, Williamson 1994, Kennedy
1997). We will argue, however, thet clear is not an ordinary vague predicate.

3. Vagueness

Vagueness is about where to draw the line between having or not having a
property. A predicate liketall isvague becausein agiven situation, it often isn't
clear exactly how tall you need to be to count as tall. Assumethat in any given
discourse situation there is astandard for how tal a person needs to bein order
tocountastal. Following Barker (2002), we writethisas:

(17)dic) [rali])
Hered isaddineation function (Lewis 1970) which tekes a Situation ¢ and an

adjective meaning and returnsthe vague standard for that adjectivein the given
Stuation. Then we can characterizethetruth conditionsof (18a) as (18b).



(18)a Billistal.
b. Themaxima degreeto which Bill istall isat least asgreet as
dicW Lrall ).

(18a) can be used either descriptively or metdinguisticaly (Kyburg and
Morreau 2000, Barker 2002). The smplest way is descriptively. Assume a
stuation ¢ in which the standard for human talnessis exactly six feet. In c, the
ddineation function gpplied to the adjectivetall returns the vague standard of 6
feet, asin (19).

Thedidoguein (20) illustratesthe descriptiveuse of a vague adjective.

(200a WhatisBill like?
b. Billistal.
c. Themaxima degreeto which Bill istal isat least asgreat as60".

Relying on our knowledge about the loca standard for talness, the
interlocutors have learned alower bound on Bill's height. The assertion of Bill
istall has added descriptiveinformation about the way the world is.

To illustrate the metalinguistic use, imagine a speaker and hearer both know a
lot about Bill, including the exact degreeto which Bill istall, whichis6' 1. In
contrast with our previous scenario, however, the standard for human talnessis
more obscure. The interlocutors have their individud ideas of how tall one has
to be to count as tdl, but they don't know if their individua standards coincide
with their interlocutor's standard. They might proceed asin (21). .

(21) a What countsas tall around here?
b. Well, seeBill over there?Bill istall.
¢. Themaximd degreeto which Bill istall isat least d(c)(Etalll)
d. d(cX{tall])=6'1”

In this situation, an assertion of Bill istall provides no new information about
Bill, since the discourse participants knew exactly how tdl Bill was to begin
with. They do however gain information about the prevailing standard for
talness: it mug be lessthan Bill's height.

We claim that when a speaker asserts and a hearer acceptsa claim that Bill is
tall, they reach a tacit agreement about the contextualy relevant constraint on
talness. That is, they take a concrete step towards synchronizing their



individua standards for tallness, and they can rely on this in future discourse.
Thisisametainguigtic, rather than adescriptiveuse

These two aspects of meaning can be easily modded building on Stalnaker's
(1998) notion of context update. We nead only adopt his natura assumption
tha during a conversation, some things are certain about the world: a
conversation is taking place, the speaker is speaking, the hearer is being
addressed, and soon. Thus, every possible world in the initid context will bea
world in which the conversation underway is taking place. Following this, we
conclude that one way in which worlds mey vary is in the vaue dof the
ddinestion function for the verson of the conversation in that world. Uses of
sentences involving vague predicates are not necessarily purely descriptive or
purdy metdinguistic— they are usudly a mixture of both. That is, discourse
improves mutud knowledge both concerning the world under discussion as well
as concerning the nature of thediscourseitsalf. Thisisnot surprising, of course,
since the discourseitsdf is part of theworld, and thereforealegitimatetarget for
reducing ignorance.

4. Analysisof clear

Besidesraw intuition, the vaguenessdf clear iseasy to prove, sinceit is possible
toexplicitly tak about the degree to which a proposition isclear.

(22)a It isbecoming clear that Mary isadoctor.
b. It isreasonably clear that Mary isadoctor.
c. Itisvery clear that Mary isadoctor.
d. Itispainfully clear that Mary isadoctor.

Our preliminary analysisdf clear is providedin (23).

(23)It isclear that pistruejust in case the maximd degree to which pislikely
to betrueisat least asgreat asd(c)(Eclear]) [to berevised in (25)].

This andyss explains the connection between likdihood and clarity, and
soecifies the respect in which asserting clarity is similar to asserting the
applicability of avague predicate. However, it cannot be right. The problemis
that in Stalnaker's moddl, propositions don't have probabilities. For any given
possible world, either May is a doctor in that world or she isn't.  This means
thet for any given world c, either the probability that Mary isadoctoris 1 oritis
0. Whatever the andard of clarity is, worldsin which the probability is 1 will
survive update according to (23), and worldsin which the probability is 0 will
not. But thisis exactly the update effect of assarting Mary is a doctor: only
those worldsin which Mary isadoctor will survive.  Thus, theanalysisin (23)



amounts to claiming that the meaning of It is clear that Mary is a doctor is
identical to Mary is a doctor, which was shown aboveto beincorrect.

We believethe problemis solved by building on the observationthat likelihood
is a judgment made by some sentient creature who is contemplating p.  If
likelihood plays arole in assertionsof clarity, we mugt figureout whoiis judging
likelihood. An important clue comes from comparing a smple assertion of
clarity to onein which theexperiencerisovert:

(24)a. Itisclear that Mary isadoctor.
b. It isclear to me that Mary isadoctor.
c. (Surely) It isclear to you that Mary isadoctor.

Theclaim in'(24a) is stronger than either of the claimsin (24b) and (24¢). In
all cases, the speaker is committed to bdieving that Mary is adoctor, but (24b)
dlowsthe possibility that the hearer may not sharethat belief. With an implicit
experiencer, asin (24a), thereisastrong intuition that the experiencersof clarity
mugt include & least the speaker and the listener (See Bhatt and |zvorski 1998
for argumentsthat (24a) has an implicit argument).

We approximatethe meaning of (24a) as the conjunction of (24b) and (24c¢): if
it isclear that Mary isadoctor, then it is clear to the discourse participants that
Mary isadoctor. Werefineour andysisof clear asin (25).

(25) It is clear to x that p is true in aworld ¢ just in case the maximal degree to
which x judgesthat p islikely to betrueis at least asgreat asd(c)(Lclear}).

Therevison considersjudgments of likelihood at each world. That is, for any
possible world ¢, how likely does the counterpart of x consider p to be? For
instance, imagine that x is Gina Taranto, and c is a world in which the CIA is
supremely devious and competent. They want Gina to think that Mary is a
doctor, even though sheis not, and they are so successful that Gina believesin ¢
that Mary isadoctor. That is, the CIA conspiracy is effective, and this causes
Ginato believe something that isn't true. In thissituation, it is clear to Ginathat
Mary isadoctor, even though Mary isn't adoctor.

Itis hepful to compare asserting clarity to asserting necessity, which issimilar
to asserting clarity, but which does not (directly) depend on belief. Compare(2)
to asimilar sentence with epistemic must:

(26) Mary must beadoctor.



Both are guessestypicaly made on the basisof partial, indirect evidence. One
key difference is that must does not implicate the existence of a so-called
"judging experiencer”, that is, a mind that judges what is dnorma versus what
is expected. As a result, a spegker can assert (26) on the basis of private
knowledge. In contrast, (2) requires that the hearer have access to dl of the
evidence necessary to come to the desred conclusion. Thus, any adequate
analysisof clear must account for the public statusdf the evidencethat provides
the basisfor the judgment.

A second, more subtle difference is that because must depends on what is
normd or likely, therewill aways remain the possibility that something unlikely
or abnorma happened and the conduson doesnt follow.  This is why
assertionsof must are so often followed by requestsfor confirmation, asin (27).

(27) It must beaUFO or dien spacecraft, right?

Evidently, must does not commit the hearer to accept the designated
proposition, or a least not very strongly, and the right of the hearer to doubt
persistseven if the hearer does not explicitly object. In contrast, onceclarity has
been asserted, failing to object immediately and firmly commits the hearer to
accepting the truth of the relevant propodtion. That is, if a gpeaker assertsit is
clear that Mary is a doctor, and her hearer dlows that assertion to go
unchallenged, then the speaker is entitled to assume that the hearer believesthat
Mary isadoctor.

We propose that this difference between must and clear follows from the
following fact: the truth conditionsfor must depend on examining worlds and
their modd neighbors, and determining whether the proposition in question is
trueat those worlds. In other words, whether must holds dependson truth, while
clarity dependsdirectly on bdief, and only indirectly on truth.

Thisclaim isembodied in the andysisgiven in (25), provided we assume that
d(c)(Lcleard) returnsthedegree of likelihood required for someoneto believea
propositionistrue. Thatis, (25) recognizesthat belief isagradient attitude, and
behaves just like any other vague predicate. For instance, the degree to which
one beievesDarwin is right may differ from the degree to which he believesan
astrologer's claim that retrogrademotion of Mercury hinderscommunication.

In practica terms, this means that when a spesker asserts (28), the only worlds
to survive update arethose a which the speaker believesMary isadoctor.

(28) It isclear to methat Mary isadoctor.



The surviving worlds will include every situation in which there is sufficient
evidenceto persuade the speaker that Mary is adoctor. Excluded worlds may
include worlds in which the speaker knows Mary is on her way to a Halloween
party, if thisintroducesenough uncertainty to reduce belief in her doctorhood to
below the threshold specified by the delinestion function for that world.

In particular, worlds may survivein which Mary is not a doctor, as long as the
spesker believesMary isadoctor in that world. In contrast with Beaver (2002),
our claim s that clarity does not entail the proposition of which it is predicated.
On our andlysisthe dialoguein (29) involves contradictionand repair, while the
didoguein (30) does not.

(29)A: Mary isadoctor.
B: Actually, Mary isn't adoctor. | asked her, and she reveded she's a CIA
operative pretending to be adoctor.

(30) A: It isclear to methat Mary isadoctor.
B: Actudly, Mary's not adoctor. | asked her, and she proved she's not.

In (29), we learn from B's contribution that A spoke falsely when A asserted
that Mary wasadoctor. In (30), however, B's statement does not contradict A:
it remainstruethat it wasclear to A that Mary wasadoctor, so A spoketruly.

If asserting persond clarity does not entail that the propositionin question is
true, how can we account for thefact that assertingsimpleclarity seemsto entail
the truth of the complement proposition? We suggest that the truth of the
propositionis not in fact entailed. Rather, it isan illusondueto theimplications
that the assertion has for the state of the discourse. The chain of reasoning
provided in (31) leadsto theconclusionin (32).

(31)a. In the absence of an overt experiencer, the entities doing the believing
default to bath the speaker and the hearer.
b. The semantics of persond darity guarantee that every world in the
updated context will be a world in which the experiencer believes the truth
of the proposition.
c. Theresultisthat dl of the discourse participantsbelieve the truth of the
propositionin every world in the updated context

(32) Therefore, assarting it is clear that p does not entail p, but guarantees the
discourse participantsare justified in behaving asif p istrue.

This is another veay peculiar situation. In terms of descriptive versus
metalinguistic update, the updateis entirdly metdinguigtic. To be more specific,



we have learned nothing new bearing on whether Mary is a doctor, since the
only new information concerns the beliefs of the discourse participants. In
particular, (33) lists some of the things that at least one of the discourse
participants may not have known before asserting clarity that they would know
after the assertion:

(33)a The speaker believesthat Mary isadoctor.
b. The hearer bdlievesthat Mary isadoctor.
¢. The speaker knows that the hearer believesthat Mary isadoctor.
d. The hearer knows that the spesker believes that Mary isadoctor.
[etc]

(33a-b) are directly entailed by the proposed semanticsdo clarity. (33b) and
(33¢) (and the rest of the infinite regress) follow from thefact that the discourse
participants assume that the other discourse participants agree to accept any
assertion that goes unchallenged.

Importantly, the new information has nothing to do (at least not directly) with
whether Mary is a doctor; its only effect involves the state of the discourse.
Asserting clarity is about the judgment o the discourse participants, not about
what isthecasein the part of the world under discussion. Thus, asserting clarity
synchronizes the common ground: it forces the spesker and the hearer to
acknowledgethat they arein a position to treat a proposition asif it wereafact.

5. Conclusons

Our andlysis resolves our earlier paradoxes. Regarding Lemma 1 (if asserting
clarity adds no new information about the Situation under discussion, what useis
it to assert it?), we dam tha asserting clarity doesadd useful information about
the state of the discourse- information about the attitude of the discourse
partici pantstowards the proposition in question.

Regarding Lemma 2 (if it is self-evident that Mary is a doctor, then isn't
asserting clarity tantamount to suggesting that the hearer is an idiot?), we
conclude that a speaker does not need to assume her hearer doesn't believe Mary
isadoctor. It issufficient for the spesker to assume the hearer may not know
that the speaker dlso believes that Mary isadoctor.

Finally, regarding the reconstructed paradox (that it is clear that p is asserted
only in situations in which it is in fact not clear that p), we conclude that
asserting clarity does not require asserting perfect clarity: by recognizing the
role of vagueness, we redize that asserting clarity means that the propositionis
merely clear enough-in particular, clear enough to proceed asif it weretrue.



This understandingof the semanticsaf clear degpensthe understanding of how
context update works. In particular clear provides an example of a predicate
whose meaning requiresthat the discourse modd containa modd of itself. This
is what we take to be Stalnaker’s (1998) claim, though our implementation may
go beyond what he explicitly advocated.

Furthermore, the case of clarity shows that there are expressions whose only
update effect has to do with the state of the discourse, not the facts under
discusson. This result is anticipated in recent work.  Kyburg and Morreau
(2002) show that some uses of vague expressions have the sole effect of
negotiating vague standards.  Additionaly, Barker (2002) argues that there are
congtructions whose only discourse update effect is to, negotiate vague
gandards. Asserting clarity isa much smpler and moredirect casein which the
only update effect is metalinguigtic: asserting clarity provides information about
the discourse and the discourse participants, and not about the facts under
discussion.
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Templatic Architecture
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Templates are prosodic configurations serving some specific morphological
function. Does this function derive from properties of the prosodic
configuration, from properties of the template (as a grammatical primitive), or
from somethingelse?

In this paper, we endorse a bare phrase structure analysisof templates, strictly
separating the derivation of syllabic constituents (i.e., prosody) from the
derivation of morpho-syntectic features(i.e., syntax). Both are driven by asingle
generative engine, consisting of two operations. Merge and Labedl, both defined
in smple mathematicad terms. The morphologica role of prosodic
configurations, as described by templates, is a consequence of interpretation:
objects in prosodic structure are mapped on sets of morpho-syntactic features
(i-e., syntactic heads). We outline this proposal in section 1.

Our account redefines the questions to be asked by a theory of non-
concatenative morphology. Since both prosodic and syntactic structureis fully
compositiond, the question is no longer whether morphologica processesare
concatenative or not: non-compositional structures simply cannot be generated.
The question to be addressed now is how prosodic and syntactic derivations
convergein agiven language, such that a structure-preservingmapping between
the two domainsis possible. If convergenceis perfect, we observe templatic
morphology. In section 2, we illustrate the mechanisms of our proposa with
some classesof German verbs.

1. On Templates
11. Phonology

We assume the genera fiamework of Government Phonology (Kaye,
Lowenstamm & Vergnaud 1985, 1990), in which the melodic content of a
phonologicd stringis represented in the form of autosegmenta elements. Since
we are not concerned with melody in this article, we will informally talk of
segments throughout. As for the representation of prosodic structure, we adopt



23
the C¥V model (Lowenstamm 1996), the main assumptionsof which aregivenin

(0.

(1) Conditionson syllabic constituents

a Thereare only two syllabic constituents, onset and nucleus.
b. Syllabic congtituentsdo not branch.
c. Onset and nucleusstrictly aternate.

Since neither onsets, nor nuclel branch, there is a one-to-one correspondence
between syllabic congtituents and skeletal podtions. Therefore, it is not
necessary to separate timing units and syllabic congtituents. The representations
in (2a) are replaced by the simpler structuresin (2b).

2 Onset  Nudleus
a constituent leve: 0] N
skeletal leve: !( !(
segmental level: |b L\
b. skeletal level: C \Y
segmental leve Ib <|a

Under (1), thereis only onesyllabic type, a non-branching onset followed by a
non-branching nucleus: CV. CV isthe minima unit at the skeletd level, C- and
V-positionscannot be manipulatedin isolation.

Of course, some patterns diverge from consonant-vowel segquences on the
surface. They are represented as recursions of CV units that involvesilent C- or
V-positions. Long vowels and geminates are represented as in (3a) and (3b)
respectively; (3c) gives an example of a syllable with a**branching onset™ and
(3d) showshow a"'closed syllable' is represented.

(3 a Longvowd:a b. Geminate bb
CvVcCcy cvVceCcy
L~ L
a b
c. Branchingonset: bra d.  Closd syllable: bar
cCvVceCcy cvcy

bar
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Thesyllabic typesin (3¢) and (3d) havethe same underlying structure: CVCV.
The superficia differences between these types derive from the way segments
are associated to the skeletal level, in (3¢,d) the choice of the V-position to be
spelled out'
The CV modd alows straightforward generalizations over morphologicaly
related words (Lowenstamm 1996). Consider as an example two verba forms of

theroot ,/drb o hit' in Classical Arabic (4).”

Under standard assumptions, the perfective stem garair and the imperfective
stem drib have different syllabic structures. Therefore, one form can only be
derived from the other by means of resyllabification. In the CV framework, no
such operation is necessary. The only relevant digtinctionis that the V-position

separating the first and second radicd is spelled out in the perfective, and silent
in theimperfective.

4 a Pef.3ms darab-a b. Imperf.3ms ya-drib-u
cvcyvey cvcyvecey
[ T I I Pl
d ar ab d r i b

In the CV modd, the digtinctions traditionaly encoded in supra-skeleta
syllabic structuresare reduced to the distribution of empty V-positions. Wherea
classical syllabic modd postulates the existence of two types of timing units,
syllabic congtituentsand skeletal positions, the CV modd requires only one of
them, skeletal positions. It is therefore the null hypothesis. The postulation of
any additional timing unit, like morae, syllables, etc., isa costly departure from
the null hypothesis - to be avoided, unless required by substantial empirica
facts.

12 Fromthe CV skeleton to syntactic heads

In order to represent the generalizationthat both the root and the vowe meody
are morphemes, it is assumed since McCarthy (1979, 1981) that root consonants
and vowe melody are represented on separate tiers, asin (5) for the perfective

stem darab. Mdody elements are associated to the C and V dots according to
the principlesof autosegmental theory.

(5) aspect a
cvcvcecy
|
r

|
root d



(5) derives the independence of root and affix by separating vowels and
consonants. If (5) is tenable, then templates are smply one form of
concatenation, a highly welcome result.

Lowenstamm (2001) takes such considerationsfurther. On his assumptions, a
templateis composed of prosodic primitives, i.e. CV units, some of which may
project morpho-syntactic nodes, asdepicted in (6).}

The morphologicd theory underlying (6) differs fundamentally from previous
ones. Firgt, like McCarthy's (1979) structure, it offers the tools to account for a
range of apparently non-concatenative markers in a fully compositional way.
Second, it does so without stipulating additiona theoretical apparatus. every
primitive in Lowenstamm's (2001) account is firmly motivated in either
phonology, or syntax. Findly and most importantly, the viability of thisaccount
opens the perspectiveto state a theory on the phonology-syntax interface that
does not depend on late access to the lexicon. Implicitin (6) is the assumption
that (complex) syntactic heads enter the derivationwith al their features present,
asitisassumed in standard minimalisttheorieslike Chomsky (1995), but not, in
many morphological theories(cf. Halle & Marantz 1993; Bobaljik 2001).

13.Label, Merge, and I nterpret

(6) does not specify the operation that transformsa prosodic string into morpho-
syntactic nodes. We claim such a direct transformation does not exist at dl.
Prosodic and syntactic structure is built separately in parald, related only by
means of interpretation. \We will now propose a simplified mathematical
formalismthat derives both prosodic and syntactic structure, and then turn to the
mapping that facilitatesinterpretation.

1.3.1. Headedness in prosody and beyond

Defining the prosodic structure of the template means identifying its head. The
operation that defines headedness can be informally construed as an integration
that takes as input an existing representation and delivers the head as output.
This operation gets rid of information that does not correspond to the head.
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Since congtituentsare identified by their head, we cal the head label, and the
integration delivering the head labeling (cf. Chomsky 2001). In the following,
we present the labeling operation in very elementary mathematical terms, which
are just sufficient for our purposes.

Take a phonologica string CVCVCV, i.e., astring of three adjacent CV units.
Thisstring can be formalized as afunctionof three variablesx, v, z, taking their
vauesin finitedomainsX, Y, Z:

The function f; is given and defines the initia structure. It is written in a
factored form, and indeed, only factored (or additive) forms are considered here.
By definition, the labeling operation consistsin integrating the initia function,
supposed to describe the initia structure, f5 in (8), according to a given
coordinate, say z

with [ fods, | sidy, [ nzrdz wo.

xeX ¥ zeZ

For example, if wechoose fs (X, Y, z) = xyz, we get:

For 0 < C = o, thisapplicationcan beseen asthe projection IT from EiR'},
the set of functionsf; -> E(R?), the set of functions .

For smplicity, the equationsin (8)-(9) are expressed for continuous variables
and functions. However, theformalism can easily be applied to discrete sets by
summingover afiniteset instead of integrating, to read:

Cisaconstant that does not depend on x, y. It hasonly numericd relevance.
The labeling operationgetsrid of theinformation contained in the z-axis; it
replacesit by a congtant. (10) yieldsthe structurein (12a). We now sum
accordingtoy and get:



An appropriate choice of integrating devices can be made such that al
constantsare equa to 1, delivering the InclusivenessCondition: no new entities
areintroduced during derivations.*

(10) deliversthe structurein (12a); together with (11), we get (12b).

| levell
Xy z

We have built the structuresin (12) bottom-up, from level 1tolevel 2, and from
level 2 to level 3, by summingaccording to one axis. Now we want to check if
this operation is structure preserving with respect to the operation Merge, which
assemblesobjectsto form constituents(cf. Chomsky 1995).

WedefineMergeas w : wi(x,y) = xy. For f3(x, y, 2) = mi(x,y) . (10) yields

o (X,y) = zgz xyz = K xy, and thisisMergeagain.

The operation p, that associatescomponentsat level 2 has the same properties
astheonethat associatescomponentsat level 1: w, = Ky whereK isaconstant.
Informally speaking, the operation p: that mergesthe 2 CV units at the output
level has the same propertiesas the one that mergesthe 3 CV unitsat the input
level, p,. Labelingisthusstructure preserving with respect to Merge.

1.3.2. Mappingintosyntax

Metaphorically speaking, summing according to one variablefilters out parts of
an existing representation, and thereby defines headedness. Sum is thus
narrowly constrained to a given domain, in the present case phonology.
However, language crucialy establishes relations between different domains:
expressionsin onedomain have an interpretation in another domain.

We represent | nterpretationas a linear mapping, which isdefined asfollows:

(13) Let V, U belinear spacesover thesamefied K. A mapping: V — U
isalinear mapping, or a homomorphismover linear spaces if
Vu,we V, I(utw) = I(u) + I(w),Vk € K,\W e V, I(kv) = kI(v)

Put informally, a linear mapping is structure preserving in the sense that
addition and multiplication maintain their propertiesin the find space. Under
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the assumption made above that Merge can be formdized as a product,
Interpretation | is structure preserving with respect to Merge. Notice that the
final space of 1 is not asub-structureof, but distinct from the origina space.

1.4. Full and partial interpretation

Take a tri-radica root, associated to a phonologica string CV,CV,CVs,
structured by (10) and (11) asin (12b), yielding (14).

(14) CV; I,
CV| CVZ 1-[l
CV,CV,CV; termind levd

The structure in (14) dlows three applicationsof the interpretation mapping, at
the termind levd, at IT;, and at IT=. In principle, a tri-radica stem can thus
encode three setsof morpho-syntactic features.

Tri-radical stems do not dways encodethat many features. Regular stemsin the
well known Indo-European languages usually encode just two sets, conceptua
and categoria features. This means that interpretation is optiona: some
elementsin theinitia spaceare not mapped to thefinal space.

Assume our tri-radicd root in (14) is redized as a verb, and that its syntactic
context includesthe heads V, v and Infl.” The two optionswe will be concerned
with below are interpretation of dl prosodic levels, i.e., perfect convergence
between prosodic and syntactic structure, as depicted in (15a), and partia
interpretation, i.e., imperfect convergence, asdepicted in (15b).

(15) a. full interpretation b. partial interpretation
— templatic inflection — affixal inflection
C Vi ~> | cv ~> v
cvicwv ~> V cv,CVv, i
CviCweCw~>V cvicv,CV; ~ V

2. Why German CausativesAre Weak

To illustrate how this proposa generates new predictions, let us go through one
example in some detail. Standard German (SG) has a class of verbs that inflect
by means of stem vowel dternation. Those verbs have been called strong verbs
by Grimm (1819).

SG drong verbs exhibit various, interacting stem-vowe aternations.
Causativization illustrates this interaction most clearly: stems that inflect by
stem-vowd dternation (i.e., are strong) in their base form require a tense affix
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(i.e., are weak), oncethe verbis causativized by stem-vowd dternation. That is,
causativization blocks alternationfor tense.

21 Alternations

2.1.1. Causativization versustense

Take the strong verb springen 'to jump' in (16a). The corresponding causative
verb sprengen 'to blow up' in (16b) is week: its past tense vowd is identica
with its present tense vowe, and tenseis marked by the suffix -te.

(16) a strongverb: b. causativizedverb:
infinitive past3sg gloss infinitve past3sg gloss
springen sprang  jump sprengen  spreng-te  blowup
past tense ablaut no ablaut

Causativization by vowe aternation is an unproductiverule affecting, among
other classes, a subset of strong verbs. Several meodic redlizations of the
aternation can be observed, some of whicharegivenin (17).

(17) a strong verb: b. causativizedverb:
infinitive gloss semV infinitive  gloss semV
sitzen  sit I setzen put Al
dringen penetrate | dringen push Al
fallen fall A fillen fell Al

fahren drive A fithren lead Ul
fliessen flow | einfléssen fill sbwithsth A.UI

Causdtivized verbs are weak: they do not show any vowel alternation between
present stem and past stem, tenseis expressed by the suffix -te.

dringt | dréngte

floBtein | floBte €n fill sbwith sth

2.1.2. Tenseand mood

Alternationswith distinct morphologica functiondo not altogether exclude each
other. Strong stemsform their conditional (or past subjunctive) by an alternation
on the basis of the past tense vowd, as exemplified in (19): the element | is
added to the vocalizationof the past indicative.



(19) imf past3sg cond.3sy gloss
heb-en  hob héb-e lift
Al AU AUI

In sum past tense marking by vowel alternation seems to be compatible with
mood-marking by vowe aternation, but incompatible with causativization by
vowel aternation. On any account known to us, incompatibilitiesof this kind
must betreated asa coincidenceand therefore,a mystery.

22 Analysis

In the framework sketched here, a given alternation, or indeed any melodic
element, cannot be a marker of a morpho-syntactic category itself. Meodic
elementsarejust what they are at facevaue: melodic elements.

The question our framework forces us to ask is whether a given entity in
prosodic structure can be mgpped on an entity in syntactic structure.
Correspondingly, we are lead to ask a second question: Are the morpho-
syntactic features we want to encode by distinct aternations on a single site
members of asingleset of features?In other words, do all aternationshosted by
agiven prosodic entity encodefeaturesof asingle syntactic head?

Qr predictionis that any single prosodic entity may not host alternationsthat
attempt to encode featuresof distinct syntactic heads. This predictionis directly
borne out by the data: conditional is arguably a feature of the tense node (cf.
latridou 2000). Therefore, alternationsencoding mood and tense are expected to
coincideat asinglesite.

(20) CWv i I[pasl,(:ond]

cCvc_Ccy ~>V
CVCVCV ~>V

By contrast, the causativization aternation encodes an argument structural
property that is standardly related to the syntactic head v. Once a given prosodic
entity is mapped on v, it cannot be mapped on I. Thusthe incompatibility.



@1 CVW ~> Vicaus]
CVCyVY ~> V
CVCVCV ~>YV

3. Conclusion

To summarize, we have proposed a theory of the syntax-morphology interaction
that aims at following minimalist guidelines. It strictly separates derivationsin
different domains, thereby reducing computational burden. It also limitsitself to
minimal assumptions regarding derivational technology, defining operations in
simple, mathematical terms. After having illustrated the mechanisms of this
theory with a simple example from German, there remains one substantia
empirical chalenge: the investigation of the more complex templatic systemsin
Afro-Asiatic languages, under the new perspective.

Notes

! The mpeell-zut of empty vocalic positions is governed by the loca environment under conditions
defined in the Emptv Category Prindple cf. Kaye, Lowensamm & Vergnaud (1990).
Lowenstamm (1996,1998) for details.

* Underliningindicatesemphati carticulation.

* Root consonants attach to boxed positions; a is a categorial affix, ¢ an inflectional affix, X and Z
aresyntacticheads.

* Notice that inverting (10) and (11) is, in general, very difficult, hinting at a radical version of
Chomsky's PhaseImpenetrabilityCondition.

* We use the generic label 'InfY for an inflectional head, without commitment to specific assumptions
regardingits featurecontent.
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On the Nature of Syntactic Intervention

Cedric Boeckx and Youngmi Jeong
University of Maryland

1 Introduction

The present paper is concerned with the nature of locality in syntax. The locality
principle which has gained importance in recent years, and which we will be
concerned with, isRizzi’s 1990 Relativized Minimality principle(1).

(ljoa=p>y

Relaivized Minimdity says that in a situation like (1) [ blocks the
establishment of a syntactic relation between aand y if i c-commandsy (and is
c-commanded by a) and is of the sametypeasaandy.

Whereas the c-command requirement does not appear to be problematic, the
characterizationof what determines whether two elementsare of the same type
is dtill a matter of debate. Originally, Rizzi 1990 took the relevant types to be
head, A-, and A-bar. But with the advent of the minimalist program the three-
way distinction that Rizzi relied on is no longer available. Instead more fine-
grained features must be sought. However, as soon as finer featural distinctions
are made, one runs the risk of failing to properly constrain syntactic relations.
As is well-known, the class of interveners (B) is often very general, and not
point-by-pointidentical to a/y. Consider (2).

(2) *who; did you say that [to Sue]; Bill introduced; &,

Here atopic (to Sue) blocks the creation of a[+wh]-chain. Both topicsand wh-
phrases count as A-bar elements, but featurally, they are distinct ([+topic] vs.
[+wh/+focus]). A detailed featural characterizationwould incorrectly rule (2) in
if it required featural identity asthe cause of intervention.

On the basis of facts like (2) Rizzi 2001a argues that intervention should be
defined in terms of feature classes (see also Starke 2001). The syntactician's
task then is define the relevant classes of features. The main goa of our project
isshed light on thisvery issue.

Our starting point is Chomsky’s 1995 suggestion that the Minimal Link
Condition (i.e., Relativized Minimality) be part of the definition of movement.



Rizzi (2001a:101) argues against Chomsky's proposal on the basis of examples
like (2). Chomsky's claim indeed appearsto be too selective, as Move/Attract is
defined in very precise featural terms. Once Minimality is made part of Move,
the class of intervenersis defined too narrowly (e.g., [+topic] e ements are not
expected to interfere in the establishment of a [+wh/focus]- dependency). As a
result, Chomsky (2000:123) refined his view by introducing the notion of
- defective intervention.

Defective Intervention is best illustrated by means of the following paradigm
from Icelandic(the data are taken from Boeckx 2000, where the agreement facts
are discussed at length). As is well-known, Quirky subjects fail to trigger
agreement on the finite verb (3), despite the fact that they behave for all other
purposesas bona fide subjects.

(3) Stelpunum var bjélpad
The girls.Dat.pl.fem was.3sg helped.Neuter.sg
"The girlswere helped

Yet, the presence of a Quirky element inside the internal domain of the
agreeing verbal element at the point of Spell-Out blocks the establishmentof an
agreement relation between the verb and a nominative element (4), which is
otherwisepossible(5).

(4) Mér fannst/*fundust henni  leidast peir
Me.Dat seemed. 3sg/3pl her.Dat bore  they.Nom
'l thought she was bored with them'

(5) Mér  *virbist/virfast peir vera skemmtilegir
Me.Dat seem 32p/3pl they Nom be  interesting
'It seemsto methat they are interesting'

For Chomsky, the Quirky element henni in (4) is a defective intervener. It
blocks an agreement relation even thoughiit itself lacks the relevant property to
trigger agreementin (the Quirky element's ®-features are said to be'inactive).
Understood this way, defectiveinterventionmay be representedasin (6).

6)a a a
I I I
Probe inactiveF Goal

However, the representation in (6) raises a host of questions. Note that
defective intervention is defined in terms of (non-)activity of a feature, which
may reasonably be characterized as a feature value (+/-). This goes against the
grain of Chomsky's claim that featural relation like identity is defined in terms
of feature, not feature value (Chomsky 2000:124). The problem gets worse for a



representation like (6) if we follow Uriagerekas (2000:2) proposa that “(...)
de-activation of [a] feature [be¢ understood] as feature ddetion.” If this
suggestionis adopted, (6) isto be replaced by (7).

(Mo @& a

Clearly, no one expects intervention in a situation like (7) as the intervener
lacks the relevant feature. However, prior to discarding the notion of defective
intervention, one may want to address the following potential objection to our
reasoning. Chomsky ties the inactivity of the quirky element's ®-features in the
Icelandic example motivating defective intervention to the lack of structural
Case. So inactivity of afeatureF in thiscaseislinked to the absence of afeature
F’. If so, by taking ato correspond to ®-features and i to the structural Case
feature, one may posit a configuration like (8) for Icelandic example (4). (We
enclosethe [-i] in brackets as its presence depends on one's position regarding
Uriagereka's proposal stated above.)

But for (8) to be a representation of intervention one must prevent the
establishment of a B-relation by requiring that a and $ be treated as an
insgparable bundle for syntactic purposes. However, there is compelling
evidence against such a requirement. For instance, accusative Case can be
checked without triggering agreement on the verb. Likewise number agreement
can teke place in the absence of person agreement (e.g., past participle
agreement in Romance), etc. So it is not at all clear how (8) congtitutes an
improvement over (6).

In Boeckx and Jeong 2002 we show that a schema like (8) obtains in many
cases, but crucialy without giving rise to intervention at all (see dso Starke
2001). The only valid representation of intervention appearsin (9) (what we dub
‘Direct Intervention' for exposition purposes), wherethree relevant elementsare
specified (positively) for agivenfeatureF.

e o o
Due to severe space limitations, we only present one argument for defective

intervention, which we then reanalyze and reduce to (9). For a full-blown
discussion, see our 2002 paper.

2 A potential argument for Defectivel ntervention



In this section we offer data from Japanese that appear to provide rather strong
evidencefor the concept of defectiveintervention.

The process of object honorificationin Japanese (10) providesa very clear case
of what it would mean for an intervener to be defective.

(10) Taro-ga  Tanaka sensei-0 o-tasuke-si-taltasuke-ta
Taro-Nom Prof.Tanaka-Acc help-OH-past/help-past
"Taro helped Prof. Tanaka

Since Shibatani 1977 subject honorification has been treated as an instance of
(abstract) subject verb agreement. By parity of reasoning we take object
honorification to be an instance of object-verb agreement.

In the first modem study of object honorification, Harada (1976:530) proposes
the following rule called Object Honorific Marking:

(11) Mark the predicate as [ Object Honorification] when an SSS (a person who
issocidly superior to the speaker) isincluded in
(a) theindirect object, if the predicateis ditransitive, or
(b) thedirect object, if the predicateis transitive.

The relevant examples appear in (12)-(13). In (12), the verb is trangitive, and it
agrees with the direct object in honorification. In (13), we have a ditransitive
predicate, and the verb agreesin honorification with the indirect object.

(12) Taro-ga  Tanaka sensei-o o-tasuke-si-ta
Taro-Nom Prof.Tanaka-Acc help-OH-past
"Taro helped Prof. Tanaka

(13) Hanako-ga  Tanaka Sensei-ni Mary-0  go-syookai-si-ta
Hanako-NomProf. Tanaka-Dat Mary-Accintroduce-OH-past
'‘Hanako introduced Mary to Prof. Tanaka

However, Boeckx and Niinuma (in press) observethat (11) hasto be refinedin
light of caseslike (14). The predicate is ditransitive, asin (13), but this time the
NP bearing the relevant feature to trigger honorification functions as the direct
object. In such a case, object honorification (i.e., agreement between the verb
and the direct object) is impossible. What this amounts to is that the honorific
marker in a ditransitive predicate can only associate with the indirect object, not
the direct object.

(14) *Hanako-ga  Mary-ni Tanaka Sensei-0 go-syookai-si-ta
Hanako-Nom Mary-Dat  Prof. Tanaka-Acc introduce-OH-past
'Hanako introduced Prof. Tanaka to Mary'



Boeckx and Niinuma (in press) argue that (14) constitutes a case of defective
intervention. That intervention is indeed defective comes from the fact that the
indirect object itself cannot trigger honorific agreement (it fails to refer to a
socialy superior person, hence lacks the relevant feature), but nevertheless
preventsthe direct object (which hasthe relevant feature) from agreeing with the
verb.

Since switching the surface order of the direct object and of the indirect object
does not affect honorification marking (see (15)), Boeckx and Niinuma claim
that it must be the case that honorific agreement takes place prior to word order
permutation.

(15) *Hanako-ga  Tanaka Sensei-o0 Mary-ni  go-syookai-si-ta
Hanako-Nom Prof. Tanaka-Acc Mary-Dat introduce-OH-past
'‘Hanako introduced Prof. Tanaka to Mary'

They take this to meen that agreement takes place under Chomsky’s
derivational version of Agree, which applies as soon as the Probe (in this case,
V) is introduced into the derivation. To capture the relevant defective
intervention effect, they take the dative element to c-command the accusative
element. If the reverse were a possible base order, the accusative element would
have a chance of being closer to the functional head triggering agreement (say,
v), and there would be no defective intervention. The relevant structure is
providedin (16).

(16) [yp v [vp IO [y DD V]]]
X |  Agree

Analyzedin thislight Japanese object honorificationis virtually identical to the
Icelandic case that Chomsky took to motivate Defective Intervention: an
element i blocks the establishment of an Agree relation between aand vy, even
though B lacks the crucia property to enter into an Agree relation with a, as
schematized in (17).

17y a B v
v I0 DO
I | I
+hon -hon  -+hon - Defective Intervention

3 No Defective I nter vention

Consider now an argument against Defective Intervention, coming from the
well-known asymmetry in amount wh-phrase extractionin French. As discussed



extensively in Obenauer 1984 and Rizzi 1990, French allows wh-extraction of
the whole 'combien'-phrase across a quantificational adverb like ‘beaucoup’ (a
lot) (18), but prohibits the extraction of the ‘combien’ portion in such a context
(19). ((20) illugtrates the fact that extraction of the ‘combien’ portion is
independently attested.)

(18) combien delivres at-il beaucoup lu
how-many of books has-healot read
'how many booksdid he read alot?

(19) *combien a-t-il beaucoup lu delivres

(20) combiena-t-il lu delivres

(19) isthe easiest caseto represent. It may be reasonableto posit aschemalike
(21), where the target of movement and the adverb both possess a
quantificational feature of sorts(say, Q). Insuchacaseit is not surprising to see
an intervention effect.

(2)C ADV combien ([de NF))

Qo Q

The examplein (18) requiresan additional pieceof informationto be generated
(under any theory, as far as we can tell). As has been recently observed by
Obenauer 1994 and Rizzi 2001b movement of the whole ‘combien de NP’-
phrase yields a specific, more D-linked-like reading that is absent from a bare
‘combien’ extraction. Rizzi goes even as far as saying that the whole 'combien
de NP phrase raises not to FocusP (the normal landing site for wh-movement),
but to a higher TopicP (see Grohmann 1998,2000 on wh-phrasesas topics). We
believe that Rizzi’s intuition is correct, but instead of appeding to a Topic
feature (which would be odd for a wh-feature), we would like to make use of ©-
features to characterize presuppositiona readings of wh-phrases(the idea being
that Q-features further encode the wh-phrase into context). Thus we obtain a
representation like (22).

(22C ADV combiendeNP

| | |
+Q+®d +Q +Q+®

Assuming Direct Intervention, (22) correctly rules(18) in (adverbs lacking -
features generdly). By contrast, Defective Intervention, as shown in (23),
incorrectly predicts the sentence to be ungrammatical (the presence of a Q-
featureon the adverb is enough to trigger intervention).



23)a B ¥
C ADV combiendeNP
| I \
+Q +Q +Q
+F O +@ =» Defective Intervention

The combien-extraction facts in French thus offer an argument against
Defective Intervention.

4 Revisitingtheevidence

Let us take stock. So far we have obtained conflicting results. The case
discussed in section 2 correspond schematically to (24), or, if features are
privative (monovalent), to (25).

In this cases, such configurations yield deviance. Surprisingly, the very same
configurations were shownto yield a grammatical result in section 3.

For reasons outlined aready in section 1 'Defective Intervention' does not
appear to be an optima concept, relying as it does on a value/feature of a
feature. Thereforewe would like to explore the possibility of dispensing with it
by revisiting the evidence gathered in section 2. Specifically, we would like to
argue that a different feature from the one used above can be appealed to, which
will havethe effect of triggering an instance of Direct Intervention.

Reconsider the Japanese object honorification case. From the perspective of the
[honorific] feature, a sentence like (14) indeed offers a case of defective
intervention. But the argument for defective intervention disappears once we
claim that honorification is a specific value of a more general [person] feature
(think of the many languages like French who use a special form of the 2™
person to mark honorification). Recall now that values do not matter in syntax,
only features do. Once [person] is taken into account, the dative element in (14)
isa ‘direct’ intervener: it may not have the appropriate value for honorification,
but it certainly doeshave a [person] feature, which causesintervention.

Two more cases need to be discussed here before defective intervention can be
said to be dispensable: thelcelandicfactsthat served as the original evidence for
Defective Intervention, and the Topic-island exemplified in (2). They too must
be made compatiblewith Direct Intervention.

Let us start with the Topic idand. On the face of it, the example does not lend
itself to Direct Intervention, as Topicalized and Focused elements do not
obvioudy share any feature. But if we regard them both as quantificationa



elements (forming operator-variable chains), possessing a [+Q] feature, then (2)
may be represented asin (26).

From this perspective, [wh] and [topic] would be values of a [Q]-feature. The
feature structure of A-bar elements have been less studied than that of A-
elements, and offering a full-blown justification for (26) goes well beyond this
short paper. What we just did is show a way of making (2) compatible with
Direct Intervention. In light of the theoretical and empirical worriesraised here
againgt Defective Intervention, the hypothesized structurein (26) certainly gains
in vaidity.

Findly, lcelandic cases like (4) argue for Defective Intervention only if
Intervention is defined at the level of actud valuation (in which case Quirky
elements are inactive), but at the level of Match, the very first suboperationin
the establishment of a Probe-Goa relation (Chomsky 2000; Boeckx 2001),
Quirky elementsare as active as any other NP, and certainly possess the relevant
@-features.So all we need to enforceis the computation of locality (Minimality)
right at the level of Match, the very first step in an Agree-relationso as to avoid
recourse to Defective Intervention. This makes sense if locality (Minimdity) is
part of the Agree operation. Since the latter applies as soon as possible, it is
plausible to claim that the former also applies as soon as possible. In this case, it
means that Minirnality is computed at the very first level of Agree: Match. It
may be said that defining Minimality at the level of Match, as opposed to that of
actua valuation, makes locality more representational, since Match is a more
'passive’ step than Vauation. Though correct, this conclusion does not force
upon us the idea that syntax is representational. It smply means that syntax
makes use of the representations that are generated in the course of the
derivation asinputsfor further operations.

5 Conclusion

The central question in this brief note has been whether intervention effects
should hold when the putative intervener is 'defective.’ Contrary to Chomsky
2000, and despite the apparent evidence we adduced in favor of his positionin
section 2, we have concluded that only interveners that fully match the Probe
and Goa featuraly should block Agree. Apparent cases of Defective
Intervention have been reanadyzed in a way consistent with our position.
Needlessto say, many more cases must be examined before this conclusion can
be endorsed (see Boeckx and Jeong 2002).



References

Boeckx, Cedric. 2000. " Quirky agreement". Studia Linguistica, 54. 354-380.

Boeckx, Cedric. 2001. Mechanisms of chain formation. Doctoral dissertation, University
of Connecticut.

Boeckx, Cedric, and Youngmi Jeong. 2002. The fine structure of interventionin syntax.
Ms., University of Maryland.

Boeckx, Cedric, and Fumikazu Niinuma In press. "Conditions on agreement in
Japane2”. Natural Language and Linguistic Theory.

Chomsky, Noam. 1995. "Categories and transformations”. In Chomsky 1995, The
minimalist program, 219-394. Cambridge, Mass.: MIT Press.

Chomsky, Noam. 2000. ""Minimalist inquiries: the framework”. In Step by step, ed. R.
Martin, D. Michaels, and J. Uriagereka, 89-155. Cambridge, Mass.: MIT Press.

Grohmann, Kleanthes K. 1998. "Syntactic inquiries into discourse restrictions on
multiple interrogatives”. Groninger Arbeiten zur germanigtischen Linguistiek, 42: 1-
60.

Grohmann, KleanthesK. 2000. Prolific peripheries: aradica view from theleft. Doctoral
dissertation, University of Maryland.

Harada, Shin-Ichi. 1976. "Honorifics'. In Syntax and Semantics 5, ed. Masayoshi
Shibatani, 499-561. New-Y ork: Academic Press.

Obenauer, Hans-Georg. 1984. "'On the identificationof empty categories”. The Linguistic
Review, 4: 153-202.

Obenavuer, Hans-Georg. 1994. Aspects de la syntaxe A-barre. These de doctorat d'etat.
Universitede Paris VIII.

Rizzi, Luigi. 1990. Relativized Minimality.Cambridge, Mass.: MIT Press.

Rizzi, Luigi. 2001a. " Relativized minimality effects”. In The handbook of contemporary
syntactic theory, ed. M. Baltinand C. Callins, 89-110. Malden: Blackwell.

Rizzi, Luigi. 2001b. "Recongtruction, weak idand sendtivity, and agreement”. In
Semantic interfaces, ed. C. Cecchetto, G. Chierchia, and M.-T. Guasti, 145-176.
Stanford: CSLI.

Shibatani, Masayoshi. 1977. Grammatical relationsand surface cases. Language 53, 780-
809.

Starke, Michal. 2001. Moves dissolves into merge. Doctord dissertation, University of
Geneva.

Uriagereka, Juan. 2000. T. Ms,, University of Maryland.

Cedric Boeckx & Youngmi Jeong
Dept. of Linguistics

University of Maryland

1401 Marie Mount Hall

College Park, MD 20740
{cboeckx, yjeong}@wam.umd.edu



Focus Movement and Ellipsisin ltalian

L isa Brunetti
Universita di Firenze

1 Introduction

A focused congtituent in Italian occupies naturaly alow position in the clause.
However, it can also move to a left-periphera position. The latter positionis
restricted to focus expressing contragt, as the exchangesbel ow show:

(1) a ChecosahavintoGianni?
'What did Gianni win?
b. ?? [Lamedaglia]y havinto, Gianni.
the meda haswon Gianni
It isthe medd that Gianni won'

(2) a Lacoppa, I'na vintaGianni.
‘As for the cup, Gianni won it'
b. No, [la medaglia]¢ ha vinto Gianni.
'No, it isthemedd that Gianni won'

The difference between (1) and (2) led many linguists (Rizzi 1997, Belletti
forthcoming, among others) to distinguish between two types of focus in
Itdian: 'information’ focusand ‘contrastive’ focus.

In this paper | shal to bring some evidence that there are no syntactic
differences between the two foci, by showing that aso focus carrying new
information can move to the Ieft (par. 2). In particular, | will show that the
marginality of (la) is not due to differences between the two foci, but to
contextua factorsthat condition the occurrence of dlipsis(par. 3).

2 Movement

Rather than ungrammatical, sentence (1b) sounds heavy, redundant. A short
answer with the focused item alone is much better, as illustrated below:



(3) a Che cosa ha vinto Gianni?
‘What did Gianni win?
b. [La medaglia]s.
The medd'

| propose that the answer in (3b) derives from (Ib). The focused congtituent
moves to the left and than deletion of the non-focused part of the sentence
applies (a case of 'bare-argument €elipsis), as shown by the following
representation:

If the focused congtituent remained in situ, it would be embedded in a larger
congtituent containing aso the non-focused part, and ellipsiswould be forced
to apply to achunk of that congtituent:

Therefore, in these sentences movement is the first necessary step in order for
dlipsisto apoply.

A proposd smilar to the one just made is that of Alonso-Ovdle and
Guerzoni (forthcoming), withintheir andysisof n-wordsin Itdian.

They propose that Italian n~words behave like NPIs, but are different from
other NPIs becausethey cany a negative feature that must be checked. When
an nword staysin post-verba position, the negativefeature is checked by the
above negationthat bindsit:

(6) Non ho visto nessuno.

(1) not have seen nobody
I didn't seeanyone

When the nword stays in preverba pogdtion, feature-checking takes place via
movement to the specifier of a Focus head.” There, the n-word is licensed by
an abgtract negation. This is not implausible, since negation and focalization
have many propertiesin common. FocP is conceived as a head hosting severa
features of the same ‘family’, suchasfocusand polarity.

In (7b) below, the same movement for checking purposes takes place, and
then 'bare argument dlipsis applies(cf.8).

(7) a Chi hai visto?
‘Who did Mary see?
b. [Nessuno]r.
‘Nobody'



(8) [Foce Messunoy [poc @ 4ney [w-iv-visto-y; 7]
nobody (1) haveseen

In this way Alonso-Ovalle and Guerzoni give a unified account for post-
verba, preverbal and isolated n~words?

3Ellipsis
3.1 Subject omission

Up to now, | have shown that movement of information focusis possible.

Nevertheless, | have not explained yet why a sentence like (Ib) is margind.
Marginality seems to be related to lack of lipsis, which would be possible,
since the focused congtituent has moved out of the non-focused constituent.
Why though should elipsis be necessary in order to make the sentence fully
acceptable?

Before giving an explanation to that, consider a different phenomenon, thet is
pre-verba subject omisson. Lambrecht (1994) observesthat the occurrence of
asubject pronoun in a coordinate clausein English dependson the information
structure of the two clauses. His examples are the following (underscoring
indicateswords bearing stress):

(9) John marriedrosa, but didn't redlly love her.

(10) a Who married Rosa?
b. John married her, but hedidn't really lave her.
b.' *? John married her, but didn't really love her.

In (9), where the subject of the first clause, John, is not focused, the omission
of he in the second clause is possible; in (10), where John is focused, the
pronoun cannot be omitted.

Lambrecht says that the contrast between (9) and (10) is explained "'if we
meke the functionally reasonable assumption that for an argument to appear in
phonologicaly null form in English the referent of the argument must have
been established asatopicin previous discourse™ (Lambrecht 1994:136).

This does not hold only for English, though. Grimshaw and Samek-Lodovici
(1998) make andogous observations for Itdian subjects. They say that null
subjectsin Italian occur whenever they have a topic as antecedent.

To prove that, they consider passves. A preverba subject is a topic, a by-
phrase is not; therefore, the prediction is that a passive sentence does not
licensea null subject. Thisisborn out by the examplesbeow:



(11) a Questamattina, lamodrae’ stata visitata da Gianni;.
this morning the exhibition was visited by John
"This morning, the exhibitionves visited by John'
b. Piu’ tardi, *e;/ egli; / Iui; havisitatol'universita.
more late (he) / he hasvisited the university
‘Later on, hevidted theuniversity'

(12) a Questa mattina, Giannij; ha visitatolamostra
"This morning, John visited the exhibition’
b. Piu tardi, &/ "egli; / Mlui; havistatol'universital.

In other words, Lambrecht (1994) and Grimshaw and Samek-Lodovici (1998)
observe that the absence of a preverbal subject in a sentence depends on the
presence of an antecedent for that subject with the same discourse status.
Assuming that preverba subjects have topic properties (cf. Strawson 1964),
the antecedent must be atopic aswell.

32 Ellipsisdf background material

I would like to meke a generdization regarding not just subjects, but
background materia in generd, that is smilar to that made by Lambrecht
(1994) and by Grimshaw and Samek-Lodovici (1998). Under the assumption
that dllipsisis an ingtance of anaphora, and thereforethat elided material must
have an antecedent (see Williams 1997), | arguethat:

(13) Ellipss of background materia in a sentence applies if the eided
materia has an antecedent with the same discoursestatus.

Such a generdization is meant to explain why the short answer in (3b) is
preferablethan the full answer in (1b).

To see how, consider wh-question-answer pairs. | assume that the wh-phrase
of a question, which corresponds to the focused consgtituent in the answer, is
dways the focus of the question. In other words, a wh-question and its answer
have corresponding foci. Since | assume that there can be only one focus per
sentence in Itadian®, then in a whquestion also the background part will
correspond to that of the answer. Therefore, the background part of the answer
can dways be omitted, because it has an antecedent in the question with the
samediscoursestatus.”

(14) a [Checosa]y havinto Gianni?
'What did Gianni win?
b. [Lamedaghia]p la-vinto-Crisnni.
The medd'



Consider now contrastive exchanges. The informationa partition of a
contrasting sentence can be either the same or different from that of the
preceding sentence. If the background part of the contrasting sentence has no
antecedent in the preceding sentence, then dlipsisis not allowed, asit is shown
in(2), repeated below as (15).

(15) a Lacoppa, I'na vinta [{Gianni]e.
‘As for thecup, Gianni won it'
b. No, [lamedaghia]s " (ha vinto Gianni).
‘No, themedd’

Nevertheless, it is possible that the background part of a contrasting sentence
has an antecedent; in this case, given (13), elipsis applies, like it happensin
guestion-answer pairs.

(16) a. Gianni havinto[lacoppaly.
'‘Gianni won the cup'
b. No, [lamedaglia]z {"ha vinto Gianni).

The difference between (15) and (16) holds also between examples (17) and
(18), whereit is the subject, rather than the object, that isfocused.

(17) a. Paolohavinto[la coppals.
'Paolo won the cup'
b. No, [Gianni]y **(ha vinto la coppa).
'No, Gianni wonthe cup'

(18) a. Lacoppa, I'na vinta [Pacla]r.
‘As for the cup, Paolowon it'
b. No, [Gianni]y {"ha vinto la coppa).
'No, Gianni won the cup'

When the dlided predicate is the verb alone, in Q-A pairs and in contrastive
contexts behaving like Q-A pairs the contrast between sentences with ellipsis
and sentences without ellipsisis smoother, but it still remains. This can be seen
in the following examples, where thefirst person subject has been dropped:

(19) a. [Che cosa]y hai vinto alla gara?
‘What did you win at the race?
b. [La maglietta]y ("ho vinto).
the T-shirt (1) have won



'l wontheT-shirt'

(20) a [Lafelpa]y hai vinto, vero?
'It isthe sweatshirt that you won, right?
b. No, [lamaglietta)s ("ho vinto).
'It wastheT-shirt that | won'

However, when the contrastive context is one in which the predicate is the
only focus of the first clause, and has a background status in the second clause,
the contrast between clauses with dlipsisand clauses without elipsisis quite
strong:

(21) a Non hai vinto lamedaglia, malafelpa, almeno, [I’hai vinia]y.
'You didn't winthe medal, but at least you won the sweetshirt'
'You won the swesatshirt, didn't you?
b. No, [la maglietta]y “'(ho vinto).
'No, it wastheT-shirt that | won

In conclusion, the idea that only a contrastive focus can move to the left is
just an illuson, namely, it depends on the fact that, while in contrastive
contextsit can be the case that the best option is the one where the sentenceis
fully pronounced (cf. 15, 17, 21); in question-answer pairs, on the contrary, the
option with dlipsisis dways the preferred one (cf. 14, 19). Since information
focusis always exemplified by the answer to a whquestion, then it will never
be visiblein high position, but dways in isolation, so the impression is that it
never movesto the left.

3.2.1 English

English data support the ideathat conditions on dllipsisare related to discourse
factors. Consider the sentences with focused subjectsin (22)-(24). Most of my
informants gave judgementsthat pattern with the corresponding Italian ones.
They prefer to elide in question-answer pairs and when the contrasting
sentence and the previous one have corresponding information structures, and
not to elide when the two sentences have non-corresponding information
structures:

(22) a [Whe]r wonthe meda?
b. [John]y did/**won the medd.

(23) a Asfor Peter, he won [the medal]y.
b. No, [Jahn]r did/**won the medd.

(24) a Asforthemedd, [Peter]r wonit.
b. No, [Jehn]r **did / won the medd.



The only difference between English and Italianis that English short answers
require the auxiliary do.

In fact, elipsis concerns the VP in English, while the IP in Itdian. Such a
differenceis discussed by Donati (2000). Donati’s examplesin (25) aresimilar
to the ones that we are concerned with here. In the Italian examplein (25a),
she accounts for elipsisin a smilar way as | account for elipsisin (4). She
says that the focused subject moves to a position higher than the | P (FocP, in
Donati’s proposal) and then deletion of the IP applies, likeit is represented in
(26).

(25) a Bill mangia, e Paoloanche.
b. Bill eats, and Paul does, too

(26) [Foce Bl [;p t mangia [vp tt]]] € [roce Piolo [mr-tHmangia-fiprt4]]]

As for the English counterpart in (25b), Donati observesthat in this language
the verb does not riseto I, so the focused subject is not in the same constituent
as the verb, and this exempts it form rising higher. This explains why in
Englishit isnot necessary to elidetheentire P, but just the VP.

Thesameaccount is valid for the dided sentencesin (22)-(24) above:

Consider now focused objects. Also in this case, according to most of my
informants, English and Italiando ellipsisunder the same conditions:

(29) a [Whatly did Jehn win?
b. [The medal]g.
c. 2? It was[the medal]r that he won.
d. * [The mesal]y hewon

(30) a John won[the cup]y.
b. No, [the muedal ]y
c. 72 No, it was[the medal]y that he won.
d. * No, [the medal]; hewon.

(31) a [Jehn]r won the cup.
b.?? No, [the medal];.
c. No, it was[the medal]y that he won.



d. * No, [the medal]; he won.

In this case, English behaves like Itdian also with respect to the syntax.
Neither language alows dlipsis without movement of the focused congtituent
to the left. In fact, in both language the focused object is embedded within the
condtituent that has to be deleted, namdy theIP.

(32) & [or Lamedaglia] fufe-bi-fus-visto-+J}.
b. [pe The medal] fis-e-fus-wen-+11.

Thisexplainswhy in English the elided sentencesin (29b), (30b), (31b) are not
accompanied by the auxiliary do. What remains unexplained, though, iswhy a
sentence with  focus movement without ellipsisis never dlowed in English,
but a cleft must replace it (cf. 29¢,d, 30c,d, 31¢,d).

Summarizing, dthough the syntax of English is different from that of Italian,
the pragmatic effects determining the presence or absence of background
materia are the samein both languages.

33 Information focus movement withoutelipsis

| have shown that information focus movement is possible in Italian and that
its apparent absence is due to the fact that contexts like Q-A pairs dways
trigger dlipsis of background materia in the answer, so that movement of the
focused congtituent is never visible.

In order to see this more clearly, we should find a context for focus carrying
new information that does not provide an antecedent for background material.
| believe that the following sentences occur in such a context:

(33) Sai, I'ho scoperto: [uno studente]r avevarubatoque libro.
know-2sg cl-acc havel sg found out a student had stolenthat book
You know, | found it out: it wasa student who stol e that book'

(34) Oraricordo: {tuo padre]y ho visto sabato scorso.
now (1) remember your father (1) have seen Saturday last
‘Now | remember: it was your father that | saw last Saturday’

Both sentences are pronounced ‘out-of-the-blue', This is clear in (33), for
instance, which begins with Sai..."You know.... Although they are in out-of-
the-blue contexts, these sentences do not have broad focus, but narrow focus
on uno studente 'a student’ and on tuo padre 'your father' respectively. It is
important to notice that these foci are not used to contrast or correct anything,
but they simply carry new information.

Consider for example (33). The spesker's background information is that
someone stole a book. We can imagine that the speaker hasin mind a previous



conversation where the fact that she saw someone was under discussion.
However, since the sentence is pronounced out-of-the-blue, no antecedent is
present at the moment of the utterance for the background part of (33). Given
the generdization proposed in (13), the prediction is that elipsis does not
apply, and in fact it doesn't.

34 Answersto d-linked whquestions

The proposal made in this paper allows me to account for certain Italian data
that E. Kiss(1998) presentsin order to bring evidence of the existence of two
semantically different foci in Itdian.

8. Kiss (1998) proposes a general distinction across languages between two
types of focus that she calls 'identificational focus and ‘information focus.
She says that the main semantic difference between the two foci is that the
former expresses ‘exhaustive identification’, while the latter merely expresses
non-presupposed information. Although she mainly bases her analysis on data
from Hungarian and English, she suggests.that the distinction holds aso for
Itdian. She says that contrastive focus correspondsto identificational focusin
that language. She claims that in Italian an identificational focus is both
exhaustiveand contrastive, and thismeansthat

The uedf an identificationd focusis possble only if thedomain of idertificationisa
dosad st of individuas known to the participants of the discourse (B. Kiss 1998:
268).

As a consequence, a question with a discourse-linked wh-phrase (see
Pesetsky 1987) will require an answer with an identificational focus, becausea
d-linked wh-phrase requires the speaker to select an individual from a closed
set of known candidates. Her examples are the following:’

(35) a. Chi harotto il vaso?
who hasbroken thevase
‘Who broke the vase?
b. Il vaso, I’ha rotto Mri a.
'‘Maria broke the vase
c. # MARIA harotto il vaso.
‘It isMariawho brokethevase

(36) a. Chi di voi due harotto il vaso?
whichof you two has broken the vase
b. MARIA harotto il vaso.
It isMariawho has broken the vase



In (35), an answer with a preverbal (that is identificational) focus is not
alowed, because the wh-phrase of the questionis not d-linked; in (36), instead,
the answer with preverbal focus is possible, because the d-linked wh-phrase
chi di voi due ‘who of you two' requires that the referent for the answer is
selected fiom a closed set of known candidates, and such a requirement is
satisfied by the identificational focus.

Elsewhere (see footnote 1) | have shown that ‘exhaustive identification' is
never a property of focus in Italian, neither when the focused congtituent
expresses contrast and/or moves to the left periphery, nor whent it carries new
information. In fact, the differences between the exchangein (35) and that in
(36) can be explained without having to postulate two semantically different
foci.

In par. 32. | have assumed that a wh-quedtion has dways the same
informational partition as its answer, that is. the wh-phrase correspondsto the
focused part, the rest of the question correspondsto the background part of its
answer. | argue that thisinformationd partition changesif the wh-phrase of the
question is d-linked. In fact, d-linking requires familiarity, givenness of the
possiblereferents fram which an answer is chosen. Therefore, the propertiesof
ad-linked wh-phraseare closeto those of background materia, not of focus.

If thisis true, then no surprisethat an answer where focus is preverbal and
more importantly post-foca materia is not dided is given to a questionwitha
d-linked wh-phrase. The informational partition of the question is now
reversed, so it is different fiom that of its answer, as it is clear from (36),
repeated below as (37).

(37) Q Chi di voi due[ha rotto il vasa],?
‘Who of you two broke the vase?
A: [Maria]y harotto il vaso.
'‘Mary broke the vase

The background part of the answer does not have a discourse antecedent in
the question. Therefore, given (13), elipsisdoes not apply, in accordancewith
the data.

4 Conclusion

In this paper | have shown that information focus movement is possible in
[talian, but it is usualy not visible because, in the context where information
focus occurs, namey in an answer to a wh-question, dlipsis of post-focal
material dwaysapply.

In fact, | have argued that elipsis applies whenever the elided background
material has an antecedent with the same discourse status. Thisis the case of



whquestion-answerpairs, unless the wh-phraseis d-linked.

If the wh-phraseis d-linked, it has properties of givenness that are similar to
those of background materid. Therefore, the informationa partition of a
question with a d-linked wh-phrase is reversed than that of a ‘norma’
question. As a consequence, the background part of its answer does not have
an antecedent with the same discoursestatus, and €llipsis does not apply.

| have further shown that the same discourseconditionson ellipsis are present
in English, athough the syntax of English is different as far as sentences with
focused subjectsare concerned

Finaly, | have presented data showing that in contexts not involving wh-
questions, such as out-of-the-blue contexts, information focus movement can
occur without smultaneouséllipsis of the rest of the sentence.

Notes

| wish to thank Adriana Belletti, Rose-Marie Dechaine. Valentina Bianchi, Marcel (BN Dikken,
Elena Guerzoni, Rita Manzini, Luigi Rizzi, Linda Tamburri for helpful commentsand discussions
onthiswork. All errorsare mine.

1 In Brunetti (in prep, forthcoming) | bring evidencethat thereare no semanticdifferenceseither,
between the two foci.

2 They assume Rizzi’s (1997) |eft periphery. Rizzi's |eft periphery derivesfrom the split of theC
head into the following morespecidized heads:

(i) [ForceP [TopP* [FocP[TopP* [FinP [IF

'Force’ expresses the illocutive force of the sentence; Top' is a head dedicated to topicalized
material and can iterate, as indicated by the asterisk; ‘Foc’ is the head dedicated to focused
materia and cannot iterate; 'Fin' isthe head expressing the finitenessof the sentence.

3 My proposd differs from that of Alonso-Ovalle and Guerzoni only in the idea that it is not
necessarythat a focused constituent occupiesa Focus position, dedicated to it.

Rizzi (1997) saysthat focusis an operator. When the operator movesto FocP, it teachesitsscope
position. | would rather suggest that a focused constituent is the argument of an operator, and
moves to the left to associate with that operator. The operator is phonologically null, but it
functionsin the same way asovert operatorslike'only', 'dso), etc. In other words, my suggestion
is that association with focus occurs whenever focus occurs, but sometimes the operator is null.
For further discussion, see Brunetti (forthcoming).

4 Cf. Rizzi (1997). Belletti (forthcoming).

5 But see the discussion aobut d-linked wh-phrasesin par. 3.4.

6 Judgments are not homogeneousamong speakers. According to some informants, contrastive
sentences are fully acceptablewith a verb following the focused eement, while answers to wh-
guestionsare not. Ather informantssay on the contrary that both ar e acceptable. | think thisvariety
of judgmentsdependson thefact that the differencesbetween short and full sentencesin thiscases
arevery subtle.

7 Itdicsindicatethe informationfocus, capital |ettersindicatethe identificational focus.
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Digoint Anaphoraand Reciprocalsin Salish
Henry Davis
UBC'

1 I ntroduction

This paper begins by addressing an intriguing formal similarity between a class
of discourse-topic regulating morphemes in Salish known as topical object
markers and the pan-Salish reciprocal morpheme. As first pointed out by
Kinkade (1988), the reciprocal morpheme historically contained atopical object
marker, suggesting the two are morethan casually connected.

Relatingthe two morphemessyntactically and/or semantically, however,
proves more difficult. At first glance, the two have little in common: topical
object markers (as their name suggests) enforce coreference between the
pronominal object of a transitive predicate and the protagonist (‘topic’) of a
discourse, whereas reciprocals in Salish, as elsewhere, are anaphors which
require a locally c-commanding group-denoting antecedent but enforce a
digointnesscondition on each proper subpart of the group.

| argue here that an apparently aberrant 'topical object’ marker, the non-topical
subject marker found in the Northern Interior Salish language Lillooet (a.k.a.
St’at’imcets) provides the reguisite missing link. This marker prevents
coreference between the discourse topic and the subject, rather than coercing
coreference between the discourse topic and the object. Assuch, it can be linked
to both its topical object cognates (via reanalysis from non-topical subject to
topical object) and to the reciproca (via the disjointness condition which is
common to both).

The fact that reciprocalsin Salish contain adisjoint componentin turn suggests
an anaysis of reciprocals which is in some ways the inverse of the standard
approach advocated by Heim, Lasnik and May (1991): rather than consisting of
a referring expression containing an anaphor, reciprocalsin Salish (and perhaps
universally) are angphors (much like reflexives) containinga disjoint element.

2 Topic Maintenanceand Topical Objectsin Salish

Several Salish languages possess what is known as a topical object marker,
following Kinkade (1989, 1990):



The morphologicd markers that | am caling topicad objects are specid object
inflections used to keep track of a topic when it is not an agent/subject, ad
spedificdly wheniit isthe paient (or the like) of atrandtive congtruction (whichiin its
default role would be adirect object). (Kinkade 1989:11)

Topical object markersform part of the discoursetracking system characteristic
of al Salish languages. The central component of thissystem is arigid mapping
from the primary discourse topic (the protagonist or most salient discourse
referent in a given stretch of discourse) to the subject position of a transitive
predicate, which is in turn typically associated with the agent theta role (see
Kroeber 1987, Davis 1994). A typica discourse fragment from Lillooet will
servetoillustratethe system (van Eijk and Williams 1981 58).

(1) q*usxita¥ ta Xzima $X%oldxken
“Hej shot a big buck.

nit ¥k“4na$, nit $kihmina¥ ?ayt, nit shit=aldial.
"Then hej took it, hej put it on hisback, and hej took it home.™

Here, as is typical, the primary discourse topic is represented throughout by a
null pronoun (pro) associated with the third person subject agreement marker

-a#. This meansthat in the first line, the overt DP[ta Xzuma $X*sldxken]"'a big
buck' must be interpreted as object rather than subject. In the second line, where
both arguments are pro, the discourse topic is still associated with the subject
position: this shows usthat it is the topic <* subject mapping that is responsible
for the default interpretation of the DP as object in the first line, rather than an
aternative 'DP = object’ mapping, with the subject being realized as a default
pro.

Thetopic - subject mapping hastwo useful consequencesfor the Salish
speaker. First, it allows for the efficient tracking of the primary discourse topic
through quite lengthy stretches of discourse, since the topic will aways
correspond to the subject of a transitive predicate. Second, in transitive clauses
with asingle overt DP (which comprisethe vast mgjority of transitiveclausesin
all Salish languages) the DP will always be interpreted as a non-subject
(typically, a direct object), since the discourse topic will be (a) associated with
the subject and (b) represented by a null pronominal.Since argument DPs in
Salish are generally not distinguished by case-marking this mapping serves to
disambiguatesubject and object LiF's.”

Notice, however, al thisdependson a consistent three-way correspondence
between discourse topic, subject, and agent. In cases where the correspondence
fails to hold, special topic maintenance devices must be employed. Across
Salish, there are two such devices. The first, passive, disrupts the subject=agent
relation by demoting the agent, thereby allowing the patient to map to subject,
whereit will inturn be associated with the discoursetopic. Passiveis used in all



Salish languagesto maintain topic continuity (see Kroeber 1987). An illustration
from Lillooetisgiven in (2) (van Eijk and Williams 1981: 57):

(2 x*ixitdm K"u?talaf*TaéEa, nit Xu? szuhum&inamnom.
“Hej was handed his bow, and hej was bade farewell,

k¥anxitdm k"u?ki x*?u&indlq¥a, ki q*a¥malesa, nit Xu? $mdysxitom.
"Four of hisarrowsweretakenfrom himj, and they were fixed up for
him;.”

The other, much less familiar topic-maintenancedevice, attestedin six out of
twenty three Salish languages, isthe topical object construction, which interferes
with the mapping from topic <* subject, rather than that from subject =* agent.
Textual examples from three of the six languages with topical objects are given
below, from Kinkade (1989). (Nb: gender is not marked in the Salish
pronomina system, so it cannot be used as a discourse tracking device.)

(3) Upper Chehalis
tit ¢’iyits, héy n ta ?extwali
“Hej called herj and then shej saw himj (the one who called).”

(4) Columbian
alkic Tatu kkiya?s,
“Hej got back to his grandmather;,

k"a?cds, ‘hatom-, kn tqnuix™.’
""and hej saysto herj, ‘'Oh my, I'm hungry.’

k¥a? cuintus, “sta-m....?"
""and shej saysto himj, ‘Wha...t?"

(5) Lushootseed
talqayd ti?9? galx ?al tsi?a? yiyaq™ us
“Hej soaked these salmon eggs in asmall basket

stabigstag"i ?a tsi?it kia?s.
"which his grandmother had given him;.”

Topical object markers havethe following properties:
(i)  They occur only in transitive sentences with two third persons.

(i)  They occur inthe regular object suffix slot, followingtransitjvizers,
replacing object inflection, and preceding subject inflection.



(iii)

They licensean object which is obligatorily anaphoricto the discourse
topic.

A seventh language, Lillooet, has an aberrant variant of the topical object
marker, which, though historically related to topical objects, and serving the
same discourse function (to maintain topic continuity when topic # subject),
neither marks object nor topic. Instead it marks a non-topical subject. More
specifically, the non-topical subject marker hasthe following properties:

(i)
(i1)

(iii)

(iv)

It occursonly in transitivesentences with two third persons.

It replaces all object and subject inflection (i.e., it isnot an object
marker).

It occursonly when the transitivesubject has been extracted via A'-
movement (in relative clauses, WH-questions, clefts, and quantifier
raising environments).

It licensesa subject which is obligatorily disanaphoricto the discourse
topic.

These properties are illustrated in (6-7), from van Eijk and Williams (1981);
note that the passive in the fourth line of (6) performs exactly the same function
as the non-topical subject marker in thethud line.

(6)

(7

x*?az k"answazwitan tnka?maxds kati? k"u ti?k"u smitac
"] don't know which people that woman; came from,

Yonkd?a¥ kati? +hilga
"whereit was shej came from.

nit k"u?%u? ¥wa?¥ % wa? q*alutmintdli
" So therewere those who proposed to her;;

cix" KYu? Payt ti papal?a $qayx®, q*alitminom.’
" One man came, and proposed to her;.”

nit KYu?ti? $q~8q*ols $Harry Carry nasam?4dmsa, $q¥4lnas ?i
"That story wastold by Harry Carry's wifej, shej told the people

$dma? ka k"u $qwalsntdli
"It must have been awhite personwho told her;.”



Cognatesof the topical object marker are distributed widely but sporadicallyin
Salish, occurring in both major branches of the family (Central and Interior) as
well as in two southern offshoots (the Tsamosan sub-branch and the
geographically isolated language Tillamook). Kinkade (1989) reconstructs the
topical object marker to Proto-Salish on the basis of the following
correspondences:

(8) Topical Objectsacross Salish

Tillamook -gd, -agl
Isamosan

Upper Chehalis ~walr
Cowlitz -walr
Quinault -uli
Central Salish

Lushootseed -og™
Southern Interior Salish

Columbian -wa
Northern I nterior Salish

Lillooet -talf

3 A Morethan SuggestiveResemblance?

There is a striking resemblance between the form of the Salish topical object
marﬁkers and the pan-Salish reciprocal marker, reconstructed by Kinkade as in
.

(9) Reciprocal Markers in Salish languageswith topical object markers
Tillamook -ag™al, -8g™ol, -dg*al, -g'l
2 ;sgmgggn
Upper Chehalis

Cowlitz
Quinault



Central Salish

Lushootseed a3l -ag™al
Soutt ior Salig
Columbian -wax¥, -wap |X

Northern I nterior Salish .
Lillooet -twal {-tiax™)

However, in other ways, reciprocals differ from topical object markers. In

particular:

(i)  Reciprocal markersin every Sdlish languagecreatederived intransitive
predicates: they are suffixed to atransitivized predicate, but take
intransitivesubject markers.

@iy AsinEnglish, reciprocalsmust take plural antecedents.

(iiiy  AsinEnglish, reciprocalsmust be locally A-bound: they cannot refer to
discourseantecedentsnot syntactically presentin their binding domain.

These properties are illustrated in (10-12), from Lillooet (other languages
pattern in an identical fashion).

(10) a
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(12)

Tack-on-twdl (-wit) i Smotmitad-a
see-tr-rec(-3plintr) pl.det women-det
“The women saw each other."

talx-om-twdl (-wit) % Imotmitad-a
see-intr-rec(-3pl.intr) pl.det women-det

Qalx-on-twdl -itaf ?i $motmuitad-a
see-tr-rec(-3pl. tr) pl.det women-det

Yick-on-twal ta $miitat-a
see-tr-rec pl.det woman-det
""The woman saw each other."

Sut % Smotmitad-a kW i-Tack-am-twil-s kY $-Mary
say pldet woman-det det nom-see-tr-rec-3poss det nom-M.
"Thewomen said Mary saw each other."



In spite of these differences, the striking resemblance between the topical
objects in (8) and the reciprocals in (9) is not likely to be coincidental, as
pointed out by Kinkade:

The fact that dl three branchesof the family [Centrd, Interior, and Tsamosan: HD]
show phonologicd similarity betwean the two suffixes cannot be accidentd, and the
smilaritiessuggest thet the topica object is somehow derived from the reciprocd. If
90, it is difficult to meke asemantic connection that would result in the derivation.
However, when put this way, the quedtion is backwards. If one considers that the
reciprocal might be derived from the topical object, thingsfal into place. If X sees Y
and Y sees X (regardless of the topic status of X), then they see each other. (Kinkade
1989: 39. My itdics)

In what follows, | will adopt Kinkade's fundamental insight that the Salish
reciprocal morpheme derives from (and possibly contains) the topical object
marker. Given, however, that reciprocalsinvolve two complementary relations,
one involving obligatory coreference and one involving obligatory digoint
reference, a further important question arises. Which of these two relations
correspondsto the topical object part of the reciproca ?

The obviousanswer isthat the topical object correspondsto the coreferent
relation in the reciprocal, since it involves obligatory coreference between the
primary discourse topic and the object of a transitive sentence. | will argue,
however, that the obvious answer is wrong: it is the digoint reference relation
that links the two. Evidencefor this conjecture will come from the aberrant non-
topical subject construction in Lillooet, which | claim provides the 'missing
link' between the reciprocal and thetopical object in Salish.

4 Reciprocals

Beforegoing on, however, let's take a closer (albeit necessarily brief) look at the
syntax and semantics of reciprocals. For our purposes, | will adopt the well-
known analysis of Heim, Lasnik and May (1991): henceforth HLM. HLM’s
starting assumption (contra standard binding theory) is that English expressions
such as " each other' are both syntactically and semantically complex: in other
words, a sentence such as (13) should be treated in the same way as the
equivaent sentencein (14):

(13) Thewomen loved each other.
(14) Each of the women loved the other.

Accordingly HLM divide reciproca expressionsinto the following component
parts.

(15) group-denotingantecedent --- distributor — reciprocator — predicate



In both (13) and (14), "the women" is the group-denoting antecedent, ** each™
the distributor, " other" the reciprocator, and **loved" the predicate.
HLM assign (13) an LF like(16):

This is derived by (i) movement of the distributor "each” to adjoin to the
antecedent 'the women™ (ii) QR of “the women each” to adjoin to S (iii) QR of
the reciprocator™ other” to adjoin to VP. Furthermore,

(i) theantecedentinheritstheindex of thedistributorwhichisadjoinedtoit
(2), not theindex of the groupto whichit isadjoined (1).

(i) the traceof "each', €2, issubject to Condition A of the Binding Theory,

accounting for the anaphoric properties of *each other” whilethe trace of
“[NFP e, other]", e, issubject to Condition C.

Thetrandation of the LF in (16) isasin (17):
(17) Vxa(x2'I1thewomen’) Vxs3 (x3 -TTthewomen' A x, = x3) love (xg, X3)

where the relation -IT stands for ‘proper (atomic) subpart of . The formula says
that truth holdsiff every woman loved every woman who is not herself. In turn
(17) follows from the compositional relationship between the NP containing
"each", whose semantic representation is given in (18) and the VP containing
“[e5 other]™, the reciprocator, whose semantic representation isgiven in (19).

(18) [ aeach i = Vxj (xj - [To)¢’

This just says that "'each™ universally quantifies over the proper subparts of its
range (i.e. it isauniversal distributor).

This says that when applied to the translation of a VP, [e; ather]; is a one place
predicate restricting a universal quantifier over all proper subparts x; of arange
argument x, (supplied by the NP antecedent) which are not equal to a contrast
argument x; (supplied by "each™).

It isthe reciprocatorwhich is of greatest interest to us, sinceit isthe part of the

reciprocal that imposes a digoint reference requirement on members of the
group denoted by the antecedent. HLM treat the reciprocator as a specia



instance of the digjoint pronoun** other”, whose semantic representation is given
in (20):

(20) other=¢ Ax AyAz (z-TIy A z# x)

Here, "other" is a 3-place predicate, with the range (y) and contrast (x)
argumentssupplied by the discourse.

5

Non-Topical Subjectsas A'-Anaphors

Now we finaly get to the central claimsof the paper. They areasfollows:

(i)

(i)

(iii)

(iv)

v)

Semantically, the non-topical subject marker -tali in Lillooet corresponds
rather closely to English " other™; both are three place predicates
associated with arange and a contrast argument, asin (20). The contrast
argument of -tali, however, is obligatorily associated with the primary
discoursetopic, unlikethat of **other”.

Syntactically, -tali resembles English " other” in that both licensean
empty category subject to Condition C of the Binding Theory: as such
they must both be A-free.

However, -tali differsfrom* other™ in that it isan A *-anaphor, in the
sense of Generalized Binding Theory (Aoun 1985). Assuch, it must
havealoca A'-binder, unlike" other".

Though differing from ‘pronominal’ *'other” inits binding behaviour,
-tali rather closely resembles reciprocator "*other™*, which, recdl, isalso
associated with both Conditions A and C in the HLM model. The
differenceisthat whereas HLM assume acomplex syntactic
representationin which different elements are associated with Conditions
A and C, | assume that both Conditions apply to the same syntactic
element (an option made possibleby Generalized Binding Theory).

Finally, thisleads meto adifferent perspective on reciprocals. Whereas
HLM treat reciprocal sas disjoint expressions(subject to Condition C)
containing an anaphoricelement (subject to Condition A), | claim that
they are anaphors (subject to Condition A) containinga disjoint element
("other) which must be A free.

Let uslook a how this works in a little more detail. Semantically, -tali will be
represented as in (21):



i

(21) non-topical subject ==
Ax hy Az (z-ITy A x= primary discoursetopicA z # X)

This representation is close to that of English " other in (20); like " other”, -tali
has a range and a contrast argument supplied by the discourse: however, the
contrast argument is specifically identified with the primary discoursetopic.

The syntax of -tali, however, differsfrom that of " other'* in one crucia way:
-tali isan A -anaphor in thesense of Aoun (1985). Thismeansthat, like" other”,
it must be A-free, but unlike" other”, it must have a locally c-commanding A’-
antecedent (correspondingto the argument (z) in the semantic representation in
(22)). This accountsfor the fact that, as pointed out in section 2, the antecedent
of the empty category associated with -tali must be A'-extracted viaquestioning,
clefting, relativization,or quantifier extraction.

It isworth pointing out that thisanalysishas clear parallelsto the'digjoint
anaphor' analysis of the yi/bi alternation in Athapaskan first proposed for
Dogrib by Saxon (1984) and subsequently applied to Navajo within a
Generalized Binding framework by Horseherder (1998). However, the details
differ: on Horseherder's analysis, for example, the digoint anaphor must be
contra-indexed with an antecedent in A-position, whereas the analysis here
simply requires that the anaphor be A-free. | will leave aside the question of
whether this constitutes a genuine empirical difference between Athapaskan
disioint anaphora and the Lillooet non-topical subject construction, or issimply
adifferencein analytical approach.

With thismuch in place, let us now return to thread of our original story, and
supply answersto two questions. First, how doesthe Lillooet non-topical subject
construction relate to the Salish topical object construction? And second, how
doesit relate to the reciprocal ?

6 Back to Topical Objects

In our earlier discussion of topical objectsin Section 2, | pointed out that they
enforce coreference between the primary discoursetopic and the direct object of
a transitive predicate, as opposed to enforcing digjoint reference between the
primary discourse topic and a transitive subject, as with the non-topical subject
marker of Lillooet. How, then, doesthe former relate to the latter?

| assumethe following tentative semantic representation for the topical object
marker.

(22) hy dsthz (x-TTy A x= primary discoursetopic)

As with the non-topical subject marker, the topical object marker has three
arguments, in this case a subject argument (z), an object argument (x), and a



range argument (y). The difference is that the non-identity condition on the
subject (z) in (21) has been replaced by an identity condition on the objecct (x)
in (22).

Syntactically, topical objectsdiffer from non-topical subjectsmoredrastically
(see Section 2). They are ordinary object markers, and as such license null
pronouns, subject to Condition B, not variables, subject to Condition C. Thisis
clear in cases of intra-sentential topical objectslike the following(Kinkade p.c.).

(23) Upper Chehalis
Xalstwn t qamayt tut satilawEtwal
“He; looksfor agirl to cook for himj.”

(24) Upper Chehalis
fuq¥itn t ?0-¢s tut tafictwalis
“Hej findsoneto help him;.”

(25) Cowlitz
?atmann tit nawitmx tit 1 7aysmstul-n
" That man; was dying from what was making him; sdd

Here the antecedent (topic) is in an A-position in a clause superordinate to that
containing the topical object, and coreference is possible, as expected by
Condition B. In other words, the shift from non-topical subject to topical object
(i.e. from digoint to conjoint anaphora) is accompanied by a switch in binding
behaviour, from A’-anaphor to ordinary pronoun. For reasonsof space, | will set
aside the important question of whether this changein binding behaviour is an
automatic consequenceof the shift from disjoint to conjoint reference. | suspect,
however, that it will turn out that al disjoint elementsmust be A-free, in which
case, if they are anaphoric, they must be A'-anaphoric; in contrast, conjoint
elementscan clearly be A-anaphoric (either as pronounsor reflexives).

7 Back to Reciprocals

In Section 4, | analyzed the non-topical subject marker as a case of digjoint
anaphora, and claimed that it is a component of the reciprocal. This leads in
effect to the claim that reciprocals contain a digjoint anaphor (i.e., an element
with an obligatorily digoint antecedent).

But if thisisso, we cometo arather different view of therelation of the
components of the reciprocal to that proposed by HLM. Rather than claiming
that reciprocals are digjoint expressions (subject to Condition C) containing
anaphors (subject to Condition A), we effectively claim the reverse: that
reci procal sare anaphors containingdisjoint expressions.



Again, space considerationsprevent a full exploration of the implicationsof
this claim. Briefly, however, it involvesaltering the HLM LF representation in
(16) to something like (26):

The main claimsin (26) are the following:

(i)  "other"isnota pronoun, but modifiesanull NP (whose overt equivalent
is"one"). ThisNP issubject to Condition c?

(i) "eachother” isan anaphoricDP, with"each” asitsdeterminer. This
seems plausible, given that other determinersoccur in this position
without detectableeffects on meaning (asin "' oneanother”, " lesuns les
autres”, and so on).

Thisanalysis suggests that reciprocals are more closely allied to reflexives than
on the HLM view. Sdish evidence (along with that from very many other
]:mgua;,r:s}- supports this view, since reflexives are morphosyntactically
identical to reciprocals (both attach to transitive stems and derive intransitive
predicates). In view of this, | suggest the reciprocal be treated like the reflexive
in Reinhart and Reuland (1993): that is, as deriving a one place reflexive
predicate. This has the advantage that it immediately accounts for Condition A
effects via principles of argument structure (as in Reinhart and Reuland’s
treatment of the reflexive).”

8 Conclusion
What I've donein this paper is

(i)  Givenanaccountof the relation between the reciprocal, the non-topical
subject and the topical object in Salish, to the effect that the first two
share an obviativecore (a disjointnessrequirement) and the third is
derived by reanalysisof the non-identity conditionassociated with the
non-topical subject asan identity conditionassociated with the topical
object.

(i) Reanalyzedthereciprocal as containingas an anaphor, subject to
Condition A, containinga digjoint expression, subject to Condition C.



Notes

"'This paper owes a great debt to the work of Dale Kinkade, as will be obvious throughout, and to
Lisa Matthewson, which will not be & obvious but is equally important. | am indebted to both.
Mistakes are al mine, but you can blame SSHRC (grant #410-98-1597) for supporting me if you
want.

! This topic-subject mapping is the source of the'One Nominal Interpretation Constraint' of Gerdts
(1988).

* This is not always obvious, since third person object is zero in most Salish languages, and in
Tillamook, Lushootseed and one paradigm of Upper Chehalis and Cowlitz, third person transitive
subject is also zero. But in Columbian and the other paradigm of Upper Chehalisand Cowlitz, there
isan overt subject (visiblein the Columbian examplein (3)). Since the only thing occurring between
atransitivizer and a subject suffix is an object suffix, the topical object marker must be an object
suffix.

: Crucially, however, the converse is not true: transitive subjects may be directly extracted without
the mediation of -tali just in case detopicalization is not involved. See Davis (1994) for details.

* The extra {t] in—tali comes from a Proto-Sdlish transitivizer, reanalyzed in Lillooet as part of the
pronominal system.

® For ease of comparison, | includein (9) only the seven languages which have cognates of the
topical object marker. The other sixteen languagesfor which data on reciprocals are available fal
into one of two patterns: the Central Salish pattern (nine languages), which is reconstructibleas
*-awal; and the I nterior Salish pattern (seven languages, including the northern isolate Bella Coola),
which is reconstructible as *-wax" As Kinkade points out, the Tsamosan data in (5) alow us to
unify these two patterns, yielding Proto-Salish *-awalx™.

7 See footnote 5 for thesourceof theextra [t] here.

¥ See Déchaine and Wiltschko (2002), who argue explicitly that pronominal *'one" is subject to
ConditionC.

* For example, some reflexives (e.g. se in French) have both reciprocal and reflexive meanings,
reinforcingthe view that reciprocalsmay simply be reflexives with a plural antecedent and a built-in
disjointnesscondition.

"1t also explains Rooth's observationthat only with* each other”, not with other cases of anaphoric
"other", must the range argument be furnished by the NP that is sister to the moved ""each": see
HLM, p.69, fn 3.

References

Aoun, Joseph. 1985. A Grammar of Anaphora. Cambridge, MA: MIT Press.

Davis, Henry. 1994. 'Tdi-ho!', Papers for the 29th International Conferenceon Salish
and Neighboring Languages. Pablo, Montana: Salish-Kutenai College.

Déchaine, Rose-Marieand Martina Wiltschko. 2002. Decomposing Pronouns. Linguistic
Inquiry 33: 409-442.

Gerdts, Donna 1988. Object and Absolutive in Halkomelem Salish. New Y ork: Garland.

Heim, Irene., Howard Lasnik and Robert May. 1991. 'Reciprocity and Plurality’,
Linguistic Inquiry 22: 173-192.

Horseherder, Nicole. 1998. A Binding-Theoretic Analysisof Navajo Possessor Yi-. MA
thesis, UBC.

Kinkade, M. Dde. 1989. 'When Patientsare Topics. Topic Maintenancein North
American Indian Languages, paper presented at the 24th I nternational Conferenceon
Salish and Neighboring Languages, Steilacoom, Washington.



67

Kinkade, M. Dde. 1990. 'Sorting Out Third personsin Salishan Discourse, | nternational
Journal of American Linguistics56: 34 1-360.

Kroeber, Paul. 1987. 'Voice and ReferenceTrackingin Kalispel’, paper given at 25th
Conference on American I ndian Languages. Chicago.

Reinhart, Tanyaand Eric Reuland 1993. 'Reflexivity’, Linguistic Inquiry 24: 657-720.

Saxon, Ledlie. 1984. 'Digoint Anaphora and the Binding Theory', In M. Caobler, S
MacKaye, and M. Westcoat (eds.), Proceedingsof WCCFL I Stanford: Stanford
LinguisticsAssociation.

van Eijk, Jan and LornaWilliams(eds.) 1981. Cuystwi Malh Uewalmicwts: Lillooet
Legendsand Stories. Mount Cume, B.C: Ts'zil Publishing House.



The Laryngeal Sphincter as an Articulator:
How Register and Phonation Interact with

Vowe Quality and Tone
John H. Esling
Department of Linguistics, University of Victoria, Canada

1 The Study of Pharyngeal and Laryngeal Articulations

Thelaryngeal sphincter can be thought of as the epiglottal place of articulation.
It plays arole in the production of pharynged articulationsand participatesin
the modification of supraglottic shape in the production of phonation type.
Laryngeals have traditionally been thought of as only encompassing glottal
articulation, and pharyngeals have traditionally been thought of as only lingual
retraction gestures into the pharyngea space. Qr research has shown that
larynged sounds involve both glottal aperture control and optional immediate
supraglottic compression of the airway by the larynged sphincter mechanism
and that pharyngeal soundsin obligatorily involve constriction of the laryngeal
sphincter at the level of the aryepiglotticfolds as their primary component.

11 Thecollaboration

Testing theoriesof laryngeal and pharyngea articulation has becomethe focus of
an international collaboration between a team of researchersat the University of
Texasat Arlington, led by Jerold A. Edmondson, and a team of researchersat
the University of Victoria. The Texasteam includes LamaZiwo, whose work on
the Tibeto-Burman language, Yi, at the University of Texasat Arlington, aims
to answer the question of what constitutes laryngeal register, and Li Shaoni of
the Central University of Nationalities, Beijing, whose work on Bai aims to
explain how larynged register interactswith tone. immy G. Harris, Barry F.
Carlson, Katie Fraser, Greg Newton, and Allison Benner have been instrumental
in collecting and evaluating laryngoscopic data at the University of Victoria,
initially in the pursuit of a definitive phonetic description of pharynged
articulations but also to define glottalized phenomena and basic states of the
glottis. uuta Qamiinaof Victoria, BC, and Rhoda Spinks of Lytton, BC, also
served as language consultantsin the ressarch on pharyngeals reported here (in
Nuuchahnulth and Nlaka’pamux, respectively). Laryngoscopic experimentation
has taken placein Victoria, and has also included work on Arabic, Tigrinya,
Thai, Cantonese, Tibetan, Sui, Pame, K orean, and Somali.



12 Research approach

Many observations of the articulatory production of the cardind phonetic
'benchmark’ categories of glottals and pharyngeals have been established for
comparison with articulations produced by native speakers of languages with
sdient glottal/pharyngeal or laryngea register contrasts (Esling 1996, 1999a,
1999c¢). In our approach, articulations behind the back of the tongue and benesth
thelevel of thetop of theepiglottisare viewed by means of the Kay Elemetrics
9100 Rhino-Larynged-Stroboscope system. Target words are pronounced in
isolationand in carrier phrases, usualy in the environment of closevowelsJi] or
[u] to expose maximum pharyngead area. The software-based Kay system
includes dual haogen (fixed) and xenon (strobe) light sources, a Panasonic
KS152 camera, and a Mitsubishi S'VHS BV-2000 video-cassette recorder
running at 30 frames/second. The rigid endoscopewhich is standard equipment
on the Kay system is used for exploratory ora examination of laryngesdl
behaviour but cannot be used while the subject is speaking or to see effectively
behind the back of the tongue. Cardina illustrations of glottal states and
pharynged postures shown here are taken with the rigid oral scope. The view
obtained with the rigid scope does not normally extend very far back over the
epiglottis, and front lingua movements are precluded because of the ord
positioning of the instrument. Therefore, an Olympus ENF-P3 flexible
fibreopticlaryngoscopeis attached to the Kay systemfor nasal insertion through
to the pharynx to view relatively unimpeded normal speech. For maximum light
transmission into the pharynx with theflexiblescope, only the brighter halogen
light sourceis activated. It is difficult to see beyond the epiglottis and behind
the tongue during open vowels, even using a flexible fibreoptic laryngoscope;
therefore, a close vowel, preferably a close front vowel, is preferred for target
utterances. To further improve the view, a 28mm lens is attached for optimal
wide-angle framing of larynged and pharyngea mechanisms during extreme
pharynged articulations and of laryngea postures during the varying pitch
conditions of a full tonal paradigm. The optical image is white-balanced, and
camera settings are adjusted for light and resolution prior to each experimental
session. With a physician as part of the team, the 3.6mm distal end of the
Olympus laryngoscopeisinserted through the subject's nasal passage with some
lubricatingjelly but with no anesthetic or application of any drug.

The pharyngeal/laryngeal view in the photographic images presented here is
taken from just behind the uvula, near the posterior pharynged wall. The image
is not perfectly square but rotated about 10" (the notch at the top) in order to
eliminate Moiré effects — sriated interference patterns produced by the
interaction of fibrescopic and single-chip camera optics (cf. Yanagisawa and
Y anagisawa 1993:262). Once the endoscopeis inserted, the image is positioned
and focused and, when necessary, cleared through swallowing to wipe excess
moisture from the end of the scope. The production of word lists takes about 20
minutes each session, primarily to alow for repositioning of the scope and
multiple retakes of each token. Sets of target items recorded on SVHS



videotape are exported to PC-based video-editing applications for processing.
Analyses are based on viewing sdlected articulationsin red time and frame by
frame in conjunction with the synchronized speech waveform. Calculations of
articulatory duration are made by counting frames in sequenceand are limited to
the 30-frame/second speed. Visud interpretations are made using standard
landmark reference. Subjectsareableto produce items relatively naturally under
the controlled conditions of laryngoscopic observation, and the examination
procedure appears not to distort speech. Itemsare typically produced a few times
and are sometimes articulated more deliberately, sometimes more rapidly, but
arealways representativeof the language.

2 Phonetic Findingsfor Cardinal Glottalsand Pharyngeals

2.1 The physiology of pharyngeals

In baseline research on cardina consonantal categories (Esling 1996, 1999a), it
has been established that pharyngeal sounds involve the arytenoid cartilages
moving together, forwards,and upwards under the epiglottis. This implies that
the 'pharynged articulator, e.g. for [h] and [F], is essentidly aryepiglottic, as
the aryepiglotticfolds congtitute the upper boundary of the epilaryngea tube
which forms the sphincter. Pharynged sounds, therefore, involve retraction of
the tongue root and raising of the larynx for efficient laryngeal sphinctering and
closure of the airway. This aso implies that the feature [-ATR] or [+RTR]
(Jakobson, Fant and Halle 1952, Halle and Stevens 1969, Czaykowska-Higgins
1987) isequivaent to the familiar voice quality label, ‘raised larynx'. Whether
the glottis is open, vibrating, or closed during this manoeuvre is purely a
function of whether the sound is a voiceless continuant, a voiced continuant, or
astop. Full closure occurring at the aryepiglottic location (at the upper border of
thelaryngesal sphincter) constitutesan epiglottal stop [#]. In pharyngeal sounds,
including both voicelessfrication and voiced approximation, the tongue retracts
pharyngeally, but only after the laryngeal sphincter has been engaged to restrict
the opening of the airway over the glottis. In full condgtriction for stoppage of
the airstream, in a voiceless epiglottal stop, the aryepiglottic folds are sealed
tightly against the base of the epiglottis before the tongue reaches maximum
retraction into the pharynx (cf. Gauffin 1977, Laufer and Baer 1988).

During these essentially sphincteric manoeuvres, the vertical channelling of the
airway can have an effect on the character of the airstream. One effect is the
production of trilling at the aryepiglottic folds during extreme degrees of
sphinctering, which has the function of enhancing sounds that are aready a
fricative or an approxirnant, generating what could be caled an enhanced
fricative or an enhanced approximant. In this interpretation, the voiceless
pharyngeal fricative [h] is enhanced by trilling to produce the voiceless
epiglottal fricative with trilling [x]. Similarly, the voiced pharynged
approxirnant [¥] is enhanced by trilling to produce the voiced epiglottal
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approximant/fricative with trilling [§¥]. The former is essentially a voiceless
growl, in parainguigtic terms, as in throat clearing, while the latter is a growl
proper. This phonetic phenomenon paralelswhat happens at the uvular place of
articulation when uvular fricatives [] or [¥] are enhanced by trilling of the
uvula. In the uvular case, the presence of trilling is usually not marked in a
symbolic way. In the case of pharyngedls, the incidence of trilling may be
significant enough that we should note its occurrence symbolically. At the very
least, we should be awarethat trilling isa predictable concomitant of an extreme
degree of congtriction at a point of stricture where the soft structures at its
margins are likely to be set into vibration. At the same time, another feature
may account for the qualities that have beenidentified in languages as epiglottal
[1] and [$]. Larynx raisingisaconcomitant of laryngea sphincteringthat could
also accountfor [, €], whether or not some degree of trilling is present, which
leaves[h, ¢] to be phoneticaly distinct in having lowered larynx (and inherently
less likelihood physiologically of beingtrilled).

22 Glottal/pharyngeal consonantal distinctions

The difference between glottal articulations and pharynged articulations is
primarily a matter of the degree to which the laryngeal sphincter mechanismis
engaged for antero-pogterior shorteningof the distance between the aryepiglottic
folds (specifically, the cuneiform cartilages or tubercles of the aryepiglottic
folds) and the base of the epiglottis. Symbolically, pharyngeds are grouped
together with epiglottals, as they both involve aryepiglottic sphinctering to a
greater degreethanin glottals. Glottalsaredefined asin thefollowing table:

[h] Voicelessglottal fricative
4] Voicelessglottal stop

Pharyngeals and epiglottals are viewed as exploiting the same primary point of
stricture, the larynged sphincter at the aryepiglottic place of articulation
(ignoring for the time being details of larynx height), asin thefollowingtable:

Whether the aryepiglotticfolds are engagedin trilling or whether the larynx as a
whole is raised or lowered are components that decide the fine-tuning of
phonetic identification. All of thesearticulationsmay be produced with a raised
or lowered larynx, with mixed consequences, as reported in Edling (1999a).
Articulatorily, a voiceless glottal fricative implies an open, unsphinctered
epilarynx with the glottisitself in the state of breeth (Eding and Hams 2002).



By contrast, a sphinctered epilarynx with air passing through an open glottis
yields a voiceless pharynged fricative. This results in a difference between
glottal [h] and pharyngeal [h], asin the two figures below:

In the rhino-laryngoscopicview of the pharynx and larynx in these images, top
is posterior and bottom is anterior. The V-shgped voca folds define the glottis.
Thelarger and higher inverted V of the aryepiglotticfolds reaching forwards and
upwardsto the epiglottis defines the upper border of the larynged sphincter.
This is the efficient protective mechanism for closing off the airway. Directly
behind the supraglotticlarynged tube is the posterior pharynged wall with the
pyriformrecesseslateraly and beneath leading to the oesophaged opening. The
ventricular folds areat the sides of the voca folds within the supraglottic tube.
The distal end of the fibreoptic tube is just behind and below the uvula. The
epiglottisis attached to the base of the tongue and moves with it in a posterior
or anterior direction. The tubercle at the base of the epiglottis is the prominent
round structure at the bottom of the picture, at the anterior cornrnissure of the
voca folds. As the airway closes, the sphincter engages, the larynx moves
upwards closer to the endoscope, and structures (namely, the aryepiglottic folds)
becomelarger and morereflectivein the fibreoptically transmitted light.

In states of closure, the glottis is closed at the level of the voca folds by
adduction of the voca processes of the arytenoid cartilagesat the posterior end
of the glottis; but this is no different from the arytenoid adduction aready
present in voicing. To effect a glottal stop, and thereby to arrest voicing, it is
also necessary to apply some dight stricture of the aryepiglottic sphincter
mechanism, pulling the aryepiglottic angle forward dlightly and causing the
ventricular folds to press down on the voca folds, thereby stopping vibration.
The small degree of engagement of the sphincter for a glottal stop is the
beginning of a process which culminates, at its most extreme degree, in the
completeclosure of the airway in the process of larynged sphinctering, tongue
retraction, and larynx elevation that constitutes a full epiglottal stop. The
difference between a moderateglottal stop and an epiglottal stop isshown in the
following images, where the larynx itself is raised in the latter so that the
aryepiglottic folds are closer to the cameraand appear larger (an action which
definesin essencethe basic elementsof how pharyngeal soundsare produced):



Glottal stop[?] Epiglottal stop {2]

There is a further relationship in the analysis of states of the glottis that
parallelsthe difference between the open and relatively open states of breath [h]
and glottal stop [?] and the epilaryngealy closed, sphinctered states of a
pharyngeal fricative and an epiglottal stop; namely, the difference between
breathy and whispery phonatory states. Like breath as in [h], the production of
breathy voicerequiresan open epilaryngea space. The defining trait of whisper
is the action of the sphinctering mechanism and its effect on the shape of the
space through which phonationis generated (Gao 2002). The effect at the glottis
proper is not much greater than in the case of the voiceless pharyngeal fricative,
but the degree of aryepiglottic, sphinctericconstriction is high. In breathy voice,
below, breathy flow escapes between the arytenoid cartilages, while voicing
occursanteriorly through the vocal folds, which are separated as far as they can
be and still achieve voicing. Whisper, on the right, is open glottally (with no
vibration) but closed aryepiglottically. The key is not glottal shape but the
shape of the epilaryngeal channel formed by the advanced and raised cuneiform
cartilagesat the 'elbow’ of the aryepiglotticfolds, bent in nearly aright angle.

In each pair of photographs presented above, the one on the left demonstrates
greater openness of the epilarynged tube (eveninthe case of glottal stop, where
asmall degreeof sphincteringis applied), and the one on the right demonstrates
engagement of the laryngeal sphincter mechanism over thetop of theglottis in a
postero-anteriormotion. In a physiological sense, this is an elegant opposition
of mechanical movement for efficient valve control. In a contrastive phonetic
sense, the opposition impliestwo levels of action - one glottal, which might be
labelled [+ voice], and one aryepiglottic, which might be labelled {+ sphincter].



3 Tenseness, Register, and Tone

3.1 Tenseness, tongueroot, and vowe quality in Yi

Applying laryngoscopic techniquesto the analysis of vowel quality differences
in the Tibeto-Burmanlanguage, Yi (Chen 1988), givesaclear ideaof the role of
thelaryngeal sphincter mechanism in avocalic paradigm, the members of which
are dl voiced. In a variety of Yi with five pairs of vowels, the phonemic
difference is given as a contrast between lax and tense, with tense members
marked as retracted and sometimesdesignated with altered vowel qudities, as in
thefollowing paradigm from Lama (1998):

| lax | tense |
v d
Vv , v
Yi vowes

In each vowel pair, thetense counterpart is always opener (lower in height) and
usually backer than thelax vowel. Thus e/ isretracted relative to /i/, and /a/ is
much lower than /. Beyond vocalic tongue shape, all five tense vowels share
auniformly altered quality, as signalled by the retracting diacritic. This pattern
of vocdic opposition in Yi mirrors the [£ATR] vowel opposition in Akan
(Lindau 1978, Tiede 1996) and in other languages where the [RTR] set can be
takento parallel the[tense] set of vowels here. A clue to the auditory nature of
the quality difference can be drawn from Catford's 'epiglottopharyngedlization’
(1968, 1977) and Laver's 'raised larynx' (1980) qualities. To investigate the
articulatory nature of this quality, Lama Ziwo, the author of the 1998 study,
travelled to Victoria to the laryngoscopic ressarch centre of the Phonetics
Laboratory of the Department of Linguisticsat the University of Victoriato film
the action of the pharyngeal mechanismsduring these quality contrasts.

Resultsof thefilming of alargeset of Yi lexical contrasts reveds that the lax
vowelsof thisvariety of Yi have an open epilarynx while the tense vowels have
a sphinctered epilarynged posture. This feature contrast is uniform across all
lax/tense pairs at thelevel of thelower pharynx, so whatever tongue shapein the
upper vocal tract definesthe difference between lax/tense vowels, that difference
will aways be digtinguishable in the lower vocal tract by the absence of
sphinctering (laxness) or the presence of sphinctering (tenseness). As in the case
of cardinal pharynged articulations, sphinctered posturing implies a narrowing
of the space between the aryepiglottic folds and the epiglottis as well as tongue
retraction and larynx raising. All three componentsare present in the production
of Yi tensevowels. A samplelexical paradigmfor thefiicativized vowels of Yi,
al at mid tone, from Esling (1999b) isas follows:
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| pe®  eaglecal _
pz¥  'to throw' '
| pv¥  river deer' | pv¥ ‘to goback' |

Some Yi syllables, by laryngeal sphincter setting

The example pair in the following two images illustrates the paradigmatic
lax/tense contrast medially in the vowel. Thelax token on theleft, /pz ¥/ 'eagle
cal', contrastswith the tense token on the right, /pz 3%/ 'to poop (baby talk)":

Yi lax /pz ¥/ 'eagle call' Yi tense /pz ¥/ 'to poop'

Thelax serieshas a relatively open epilaryngedl tube, consideringthat [Z] is less
fronted than [i]. The crescent-shaped epiglottis defines the front of the
epilaryngea tube, through which the glottis is visible in the image of the lax
vowel. In the image of the tense vowel, the arytenoids and aryepiglottic folds
have moved up and forwards to lie closely under the epiglottis. This gestureis
virtually the same postureas required to producea pharyngeal approximant. The
posture of the lower pharynged structures in the tense series shows the
systematic larynx raising, tongue retraction, and aryepiglottic narrowing of the
laryngeal sphincter that was found to differentiate every lax/tense pair. Thus, the
role of the sphincter in the tense ([+sphincter]) seriesisto modify vowel quality
by reducingthe volumeand therefore altering the resonance characteristics of the
lower pharynx cavity. Spectrographic evidencefor the acoustic propertiesof the
lax/tense sound oppositionare detailed in Esling and Edmondson (2002).

32 Tenseness, register, and tonein Bai

The roleof the sphincterin the tense seriesin the Sinitic language, Bai, is not
so much to modify the vowel quality in a syllable as to shift the register of a
syllableto a phonatory quality that could be categorized as harsh. The full ord
paradigm for the close front vowel across all tonesin Ba as described by Li
(1992) and Edmondsonand i (1994, 1997) is asfollows:



lax | tense
high tei ¥ 'much' tei 9 'to mail'
mid tei ¥ 'to pull’ el ¥ lesch
breathy | tei 3! ‘field | t6i 42 to chase
harsh i 21 flag
rising tei 3% 'nervous

The effect on toneis to raise pitch in the tense series. Pitch increase is one
concomitant of the notion of tenseness but not necessarily a result of
sphinctering per se. Theredlization of tensenessin the phonatory domain is that
al tokens in the right-hand column have a harsh component. This is a direct
result of constriction at the laryngeal sphincter, a any pitch. At higher pitch, the
vocd folds at the glottis are stretched, but the sphincter adds postero-anterior
tighteningabove the glottiswhich restrictsthe vibration of thevoca folds. This
phenomenonis a general function of harsh states of the glottis at elevated pitch
levels (Esling and Harris 2002). At mid pitch, tightening over the glottis also
has an impact on the quality of glottal vibration. This applies not only to the 44
category but also to the 42 category, which contrasts with breathy by virtue of
its harshness. At low 21 pitch, however, harshness is no longer solely a
function of impeded glottal phonation due to the pressure of sphinctering but
also a function of the trilling of the aryepiglottic folds at the rim of the tight
strictureover thetop of the glottis. In thissense, it is not a mistake to mark the
21 toneas doubly harsh. Harshnessiis both a result of being in the tense series
(sphinctered) and of having a second order of vibration (induced by sphinctering)
that reinforces the auditory impressionof an enhanced degree of harshness. This
phenomenonis characterizedgeneraly by Eding and Harris (2002) as a fiorm of
harsh voiceat low pitch. The rising tone beginswith harshness (at pitch level 3,
about where tones 21 or 42 begin and with the same quality) but rises into
moda voice. Most oral vowels also have a nasal counterpart. The paradigm for

nasal /1, i/ in Bai is the same as for ordl /i, i/ except for the absence of rising
tone, illustrated below in a table and with a corresponding photograph of each.

nasal lax | nasal tense
high tei 5 ‘gold' tei % ‘sword
mid tei ¥ 'near’ tci ** 'naughty’
breathy | igi 7 ‘akaine | %l 42 ‘amow’
harsh tei 21 ‘bracdet’
rising

The laryngoscopicimages of an extensive sample of contrastsin Bai confirms
that the lax seriesis open, epilaryngeally, whilethetenseseriesis moderately to
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tightly sphinctered. The openness of theimmediately supraglottal space depends
also on pitch. At higher pitches, the vocal foldsat the glottal level are stretched,
which contributesto openness. The degree of sphinctering in Bai does not
invokeas extreme tongueretraction or larynx raisingasisthe case in Yi, except
at low pitch. Paralel constructs and singing-style-dependent relationships are
found in the research of Honda, Hirai, Estill and Tohkura (1995). Still frames of
a media point in the production of each vowe in the Bai nasal paradigm are
presented below. Further dataareillustratedin Edling and Edmondson (2002).

Bai /tei 35/ 'gold! Bai fie1 4 'sword

Bai /iei 3%/ near’ Bai ficl */ 'naughty’

Bai /t¢i 21/ 'dkadine Bai /tei 42/ “arrow’



Bai /igi 1/ bracdet’

The extremely narrowed sphincter at low tone, inducing periodic vibration of the
aryepiglottic folds, corresponds to similar uses of the same mechanism for
sphincteric phonation in X656 (Traill 1985, 1986) and ‘growling’ tone in
Zhenhai (Rose 1989). It issignificant from an articulatory point of view to note
that narrowing of the sphincter for ‘tenseness in Bai is not as tongue retracted
as in Yi. In thisrespect, the posturefor the vowels of Yi is more similar to the
posture for pharyngeal consonants in those languages studied here in which
pharyngeals occur. From the point of view of register, it is significant that
breathiness in Bai does not extend lower in pitch than tone 31 but that
harshness does occur at tone 21. This separation represents the division between
unsphinctered settings as open postures, predisposed to glottal openness
(breathiness), and sphinctered settings as congtricted postures, predisposed to
restricting the passageof air over the glottis(often generating harshness).

4 Glottals, Glottalized Resonants, and Pharyngeals

As in the case of tenseness and register phenomena, pharyngeds also have a
component made deep in the throat and not easily observed. The goal has been
to describeas accurately as possiblethe articulatory mechanismsinvolved in the
production of glottal stop, glottalized resonants, and pharyngedls in contexts
such as the Wakashan language Nuuchahnulth (Nootka) and the Salish language
Nlaka’pamux (Thompson), and to relate them to features found in other
languages. A hierarchy of phonetic incrementationis proposed to isolate and
show theinterrelationshipsthat occur among the individual articulatory gestures
that are involved in the production of these complex sounds. Of particular
interest is the link shown between glottal phenomenaand the mechanism of the
laryngeal sphincter. Thisisadouble, perhapssliding relationship, which crestes
arange of pharyngea phoneme variantsin both languages.

The Pacific Northwest isa region of different languagefamilieswith outwardly
similar phonological inventories (Haas 1969, Rose 1981, Stonham 1999). The
research goal has been to study the articulations of these sounds in detail using
audio recordingsand digital laryngoscopicimages of thelower vocal tract in the



same way that Yi and Ba have been studied. Illustrations will be compared
with the cardinal postures established for glottal and pharyngeal consonantal
categoriesin the basdlineresearch describedin section 2 above.

4.1 Glottal stop and fricative

The glottals of Nuuchahnulth can be compared directly with cardina glottals.
Voiceless glottal fricative /h/ is an abduction of the vocal folds to permit
glottally unimpeded airflow through the rest of the voca tract while the
epilarynx remainsopen. Voiceless glottal stop /?/ is a brief sequence where the
ventricular folds momentarily arrest the vibration of the vocal folds as a
response to dight sphincteric tension. The nasendoscopic images below
illustrate the broadly open epilarynx for [h], as in /himwits’a/ 'story’, and the
dlightly more constricted epilaryngeal tubefor [], asin/2i:h/ 'big'.

Similarly, the glottals of Nlaka’pamux also show the degree of openness
required for breath during[h] aspiration, as in [mij%t"] 'spreading disease, and
the moderate degree of back-to-front compression required to sgueeze the
ventricularfoldsin and over the glottisto stop vocal fold vibration for [¥], asin
the glottalized component of /mij?/ 'spreading disease’. The brighter reflection
in the image of glottal stop on the right is a function of larynx raising
accompanying moderate sphinctering.

Nlakapamux [h] Nlaka’pamux [7]



4.2 Glottalized resonants

In addition, Nuuchahnulth and Nlakapamux both demonstrate secondarily
glottalized consonantsin their inventories. In the case of glottalized resonants in
Nuuchahnulth, the resonant sounds are preceded by [#]. In the case of glottalized
resonants in Nlakapamux, the resonants are followed by [?] with attendant
laryngealization and typically voiceless rdease. The Nuuchahnulth inventory
includestwo glottal, two pharyngeal, and four glottalized consonants (in bold).

bilabial P

denti-alveolar t
ts

apico-alveolar th

postaveolar tf

palata

velar k
kw

uvular q
qW

pharyngeal

glottal ?

P
tl

Nuuchahnulth consonant inventory (Carlson, Esling and Fraser 2001)

The Nlakapamux inventory includes two glottal, four pharyngesl, and up to
nine glottalized consonants, two of which are pharyngeals(shown in bold).

bilabia p

aveolar t
ts

postaveolar tf

paatd

velar k
kw

uvular q

w
pharymgeal
glottal ?

p m
(] n
s s z
't 1
I
i
kK x W
k' xW w
q X
qv XY
Y
™
h

Nlakapamux consonant inventory (Thompson and Thompson 1992)



The [#] that occursin glottalized pharyngealsin Nuuchahnulthis the same shape
and duration of [7] that occurs as the separate phoneme (#/. In the data from
Nlakapamux, it appearsthat the[?] that occursasthe separate phoneme [T may
be shorter in duration than the [?] that occurs in glottalized pharyngeals,
athough the measurement of the length of the articulatory event of a glottalized
pharyngeal may be influenced by the time taken for laryngedization of the
vowel or for voiceless rdlease. As illustrated by the photographs above, the
physical, articulatory phonetic properties of [¥] in either context are the same,
resulting in what we have called a 'moderate glottal stop' (Esling and Hris
2002). Speaking Ahousaht Nuuchahnulth, Katie Fraser and Euuta Qamiina
produced consistent differences between the non-glottalized/glottalized pairs:
[m] asin /mu:/ ‘four’” vs. {*m] as in /"mut[‘itftup/ 'clothes and [w] as in
fwirtu:/ ‘nephew' vs. [*w] as in /twixitap/ 'to clearcut. Similar results were
obtained for fn/ vs. T n/ and for /j/ vs. /%/ pairs. In Nlakapamux, Rhoda Spinks
produced consistent differences between pairs such as; [m',] as in [pixm’/ 'to
hunt' and [m] asin /mij’t/ 'spreading disease’ and [0’ ] asin /afte[/ 'giving it'
and [n] plus plain glottal stop as in /a-f-aq’f 'to rot'. These Salish glottalized
resonants are characterized by the resonant itself usually decaying into cresky
voice preceding the glottal stop and the glottal stop being released into
voicelessness, as in [mij%t"]. The voiceless rleaseis not present in the non-
glottalized /n-2-/ sequence(cf. Carlsonand Edling 2000).

Quantifying the effect of glottalization in Nuuchahnulth yields a set of
/'m.%j.Bw/ tokens that are longer in articulatory duration than a set of /m,j,w/
tokens by an average of a factor of 1.93 for the two speakers over three
production sessions. The glottalized set of /m?n?,j?,w¥/ in Nlakaparnux is
longer in average articulatory duration than a set of /m,n,j/ tokens by a factor of
147 for the one speaker. In terms of the timing of articulatory events, therefore,
glottalized resonantscan be said to be one and a half to two times longer than
plain resonants, due to the addition of a glottal stop. Details of these
measurementsare reported in Eding, Fraser and Harris (in press).

4.3 Pharyngeals. approximant vs (epiglottal) stop

Both Nuuchahnulth and Nlgkapamux make a significant contribution to
phonetic theory in demonstrating the contrast between glottal stop and epiglotta
stop. They aso offer a challenge to phonologica theory in that the contrast
between glottal stop and epiglottal stop occurs in two very different
phonological series. In Nuuchahnulth, /# is redized as glottal stop and /%/ is
redized as epiglottal stop. An extremely detailed narrow representation of the
phonetic sequencing for phonemic /% might be [#], where a pharynged
approximant is present as an offglide as the sphincteric articulators open from
fully closed position into the following vowel. This sequence takes an average
of 2.56 times longer to perform than glottal stop (either as a phoneme or as a
component of a glottalized resonant). In Nlakapamux, f#/ is redized as glottal
stop, %, ¥/ are redized either as pharyngedlized uvulars or as pharynged



approximants, and ‘glottalized’ /i, '/ are redized as epiglottal stops. The
pharyngea approximant sequences take an average of 4.25 times longer to
performthan glottal stop as a phoneme and an average of 2.49 times longer to
perform than [#] as a component of a glottalized resonant (Carlson and Esling
2001). The 'glottalized’ pharyngeals are not glottalized in the same sense as
other glottalized resonants but contain epiglottal stop where a non-pharyngesl
resonant would contain plain glottal stop. A narrow representation of the
phonetic sequencing for phonemic /%, '/ might be [%#,.%"], where a
pharyngeal approximant is present as an onglide as the sphincteric articulators
move into fully closed position fram a preceding vowel. These sequences take
an averageof4.65 times longer to perform than glottal stop as a phoneme and
an average of 2.72 times longer to perform than [¥] as a component of a
glottalized resonant. The full epiglottal stop is released as voiceless aspiration
(or as a voicelessvowel) in the same way that a final glottal stop is released.
The posture of the sphincteric articulators near the point of maximum stricture
in the following images is similar. Because of concomitant tongue retraction
into the pharynx (and consequent bright reflection off the tongue), it is difficult
to see all of the structures in the throat when sphincteric closure is at its
maximum, so the Nlakapamux image, for example, shows the structures just
after they have opened dightly after maximumtongue-backed occlusionfor [#].

Nuuchahnulth [2] in Mlakn'pamuzx 131 in
/Sihw/ [¥Fihfu] ‘to cry after’ fnpa$™"! [n:'pa®d] ice

Nuuchahnulth also has a pharynged fricative /h/ in opposition to glottal
fricative/h/. The pharynged fricative has dl the characteristicsof a pharyngea
approximant (aryepiglottic constriction, larynx raising, and tongue retraction),
except that the glottis itself remains open for voicelessness. The articulatory
sequence for /h/ takes an average of 2.70 times longer to perform than glottal
stop (either as a phoneme or as a-component of a glottalized resonant). As an
articulatory event, it is therefore longer than Nuuchahnulth /S/ (with epiglottal
stop) and similar in length to the glottalized pharyngeals of Nlaka’pamux. A
narrow representation of the phonetic sequencing for phonemic /h/ might be
[hh'], wherevoiceless airflow is not yet pharyngealized at the beginning of the
sound (unlessit is preceded by another pharyngeal, as in the case of /€ihuy/) and
wherea voiced pharyngeal approximant offglide leadsinto a followingvowel.
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5 Reflections on [*sphincter]

There are many phonologica ways in which the pharyngea and laryngea
articulatorscan be utilized. One obvious lesson from the study of these phonetic
mechanisms is that laryngea sphinctering is required for pharyngealization,
normally accompanied by larynx raising and lingual retraction. A less obvious
lesson is perhaps that the laryngeal and pharynged articulators operate in a
backwards orientation to the lingual articulator. While the tongue acts as an
active articulator, approximating or contacting a passive point of articulation
from dental to uvular above it, the immediately supraglottal, aryepiglottic or
sphinctericarticulator acts as the active articulator, approximating or contacting
the base of the tongueat the epiglottisas the passive point of articulation above
it. The implication of the laryngea sphincter being a component of
pharyngedlization is that what has been cdled [RTR] is a function of the
laryngeal sphincter rather than of the tongueitself.

The similarity between the lax/tense register distinction in Yi and the [ATR)/
[-ATR] digtinction as in West African |languages is inescapable. Although
phonological descriptionsmay vary, the phoneticprocessis the same. The shift
in quality in the alternationis a result of the shape of the structuresaround the
sphincteric articulator and of the resonating balance they creaste between the
epilaryngea tube and the rest of the lower pharynx. Some vowel quality
differences can be accounted for by front lingual changes, but sphincteric
constriction behind the base of the tongue isthe main quality controllerin what
has heretofore been called the 'retracted’ member of the [ATR])/[-ATR] pair.

The laryngea sphincter can also be responsible for harshness, creakiness or
whisper. The effect of the sphincter is such that in constricted mode it
introduceschannellingover thetop of the glottis that can generate aperiodicity,
friction, or other correlatesof harshness, depending on the nature of voicing (or
of voicelessness) and the pitch of voicing at the glottis proper. The significant
observation hereis that the glottis is one level of stricture, responsible largely
for the[*voice] distinctionand for pitch, while the sphincter is another level of
stricture, responsible for stopping voicing, for maintaining tension over the
glottisin an opposite (posterior-to-anterior) direction to glottal control of pitch,
and for narrowing the tube directly over the glottis. The tonal contrast in Bai
reveals the kind of differencethat this variable, sphincteric control of tension
produces - tightly opposed to stretching for pitch at high tone and looser but
still sphinctered to generate irregular, aperiodic effects at low tone. Force of
airflow also plays a role in how sphinteric tension interacts with the glottal
sourceto introduceadded vibratory effectsor frictionnoise.

Finally, maximum closure of the sphincter accountsfor the phonetic category,
epiglottal plosive, which is far more common than may have been supposed.
Many diverse accounts of this sound quality have been presented, some of
which involve glottal stop combined with other articulations (Catford 1977).
Evidence from Nuuchahnulth and from Nlaka’pamux makes it clear that
laryngedal sphinctering, larynx raising, and tongue retraction account for the



pharyngeal category of sounds, that the active articulator is the aryepiglottic
sphincter and the passive articulator is the epiglottis, and that full engagement
of the aryepiglottic mechanism defines an epiglottal stop. As an articulatory
event, epiglottal stop has the longest duration of any phoneme in either
language. Still, it is not clear that epiglottal stop can be treated the same
phonologically in both languages. Nuuchahnulth /h/ parallels Nlaka’pamux
plain pharyngeal /5, ¥/ in having pharyngesal constriction without stop closure.
But Nlaka’pamux glottalized pharyngeals /%", '/ parald Nuuchahnulth /t/ in
that both cover larger articulatory distances, having longer event durations in
termsof timing and coarticulatory effect.

6 Note
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Wh-Quantifiers, Digunction, and Free-

Choicein Korean*

Kook-HeeGill, Steve Harlow, and George Tsoulas
Universityof York

1 Introduction

In this paper we examine the distribution and interpretation of certain quantifiers
in Korean, namely those formed by combining wh words or what Kuroda (1965)
calls indeterminates with morphemes denoting conjunction or disjunction as in
the following examples:

(1) a Nwukwu-na kimch-lul cohahan-ta
who-or kimchi-ACC like-DE'
‘Everyone/anyone likes kimchi'
b. Nwukwu-to ku pati-ey kaci anh-ass-ta
who-and  the party-tgo NEG-PAST-DE
(lit.) "Anybody did not go to the party'
'Nobody went to the party'

Quantifiers of this form are found in a number of the world's languages,
including Japanese, Maayalam and many more. Although the peculiarity of this
pattern has been noticed early on, most of the theoretical proposals available
turn out to leave unexplained large chunks of the distributional constraints (or
even more interestingly as we will see the lack thereof) and interpretational
characteristics of such items. In this paper we will focus on quantificational
elements formed using the suffix -(i)-ra in Korean. These are particularly
interesting from two distinct perspectives: first because they do not receive the
expected interpretation (see section 2), and second, because they and their
counterparts in other languages, have been used as the main motivation against a
compositional semantic derivation of their meaning and in favour of a
diachronic/typological explanation. We will attempt to address both points in as
much detail as space permits in this article. The paper is structured as follows. In
section 2, we present the puzzle that arises in connection with the intepretation
of wh+(i)-na. We then move on to present in some detail the distribution of



these elements in section 3. In section 4, we present a proposal concerning the
nature of -(i)-na, the syntactic structure of of wh+ij-ra and the interpretive
mechanism that derives the observed interpretations. In the final section we
offer some speculative concluding remarks.

2. The puzzle with -(i)-na

Several past studies on expressions like the ones found in (Ia) and (Ib) have
converged towards the following conclusion, initially formulated by Nishigauchi
(1990)°. In a nutshell, the proposal is that quantificational expressions formed by
the combination of a wh indeterminate and a conjunction/disjunction word
display an impeccably logical behaviour, i.e. a wh word introduces a simple
variable which is only constrained by a semantic feature of the type [+/-
HUMAN] or some other appropriate feature. The conjunction/disjunction-
denoting morpheme on the other hand is considered some kind of unselective
operator which appliesto the variable and yields, in the case of a conjunction, an
infinite conjunction and in the case of a disjunction, an infinite disjunction.
Within this proposal, the fact that these combinations result in universal or
existential quantifiers is to be expected given that, as is well known from
elementary classical logic, the following equivalences hold:

This account is based on Japanese facts where this is precisely what we get.
When the wh element dare (who) combines with the conjunctive morpheme mo
(and), the end product is a universal quantifier, whereas when it combines with
ka (or) the result is an existential quantifier. This remarkable state of affairsis
almost identically reproduced according to Jayaseelan (2001) in Malayalam.
We should point out here that the universals created in this way have the
additional characteristic of being 'negative sensitive’™ but we will leave this
point aside in this paper. Let's now turn to Korean. At first sight all the
ingredients are in place for the same operations to recur. More specificaly,
Korean allows wh words to combine with the relevant conjunction and
disjunction morphemes and the result is quantificational but not the quantifier
one would expect. Most suprising of all is the result of the combination of wh
with -fi}-raz (or). According to the literature, the result is a universal quantifier
and/or a free choice item, most crucially it is not an existential quantifier.
Witness the following examples:

(4) Chelswu-nun pati-ese nwukwu-na mana-keytoilcesi-ta
Chelswu-TOP party-at who-or meet-FUT-DE



'Chelswu will meet anybody/everybody/*somebody'
(5) Y ounghi-nun [nayngcangko-ey iss-nun] mwues-ina mek-ess-ta
Younghi-TOP freezer-in  exist-REL what-or eat-PAST-DE
*Younghi ate everything/anything/*something that was in the freezer'

Thus, two major questions arise here, first, assuming the spirit of

Nishigauchi's(1990) analysis to be correct, one wonders how can the (alleged)
tight and transparent relation between natural language and elementary logic
break down in so spectacular a manner. A priori, there are three potential
approaches that one might take in order to explain the exceptional behaviour of
these elements. First, one may try to claim that Korean wh elements are crucially
different form their Japanese and Maayalam counterparts. It would be unclear,
however, what kind of difference this might turn out to be in order to produce
these results (while preserving the fact that the combination of wh with the
conjunction morpheme is largely similar to the Japanese one). Second, one
might attempt to argue that what seems like a disjunction morpheme does not
act like one in these elements and their quantificational force is to be accounted
for independently. A similar tack has been pursued by Chung (2000) where he
claims that the morpheme ma is not the disjunction morpheme but a question
marker. Finally, One could argue that there is little to say about these elements
as their 'coming together' is idiomatic rather than strictly compositional and
they are listed as such in the lexicon with their semantics somehow frozen, thus
leading one to question the asssumption that a compositional account is the most
suited one. This route has actually been taken by Haspelmath (1997) where he
argues that a better understanding is achieved through a diachronic/typological
analysis.
Thus, in order to respond to the last type of approach, the challenge that we face
is to offer a natural compositional account of the quantificational force of
wh+(i)-na. This is the challenge that we take up in subsequent sections.
However, before we can move on to examine more closely our analytical
proposals, some empirical matters ought to be settled, namely, what are the
distributional generalisations that can be drawn concerning wh+(i)-na.

3. wht(i)-na - Distribution

Little distinction is made in the literature between universality and free-choice
(FC) concerning these elements. However, speakers describe the meaning of
wh+{il-rmz in terms that most closely evoke the meaning of free-choice items
such as any. Although the confusion between the two notions is to a certain
extent understandable given the intuitive closeness of the two notions, it seems
that they should be considered separate. If thisis so, it seems legitimate to
expect to be able to somehow establish the FC nature of these, or any given item



from their distribution. Thisis indeed what Giannakidou (2001) proposes. She
proposes that free-choice items (FCIs) have a characteristic distribution which
distinguishes them from (affective) polarity items (APIs) more generaly.
Giannakidou (2001) provides the following comparative table of environments.
Only the column under FCI isrelevant to our purposeshere.

©)

Environment . . Ay FCIs _ APk
Episodic Negation OK . OK
Episodic Question OK . OK
Conditionals OK OK OK
Restriction of Universal OK OK OK
Future OK OK OK
Moda verbs OK OK OK
Directive Intensiond Verbs % OK OK
Imperatives OK OK OK
Habituals OK OK OK
Digunctions OK OK OK
Perhaps OK OK OK
Stativeverbs OK OK .
Generics OK OK OK
NP-Comparitives OK OK OK
Only OK # .
Negative Factives OK * .
Affirmative Episodic Sentences . . .
Existential Constructions * - .
Epistemic Intensiona Verbs - = "
Progressives * = *
Factives * = *

Assuming for the moment that this set of environments represents the
characteristic distribution of FCIs, let us turn to the distribution of wh+(i)-na.
We will use as a representativeof this class of elementsthe items Nwukwu-na
(anyoneleveryone) and also mwues-i-nu (anything/everything). The sets of
examples below illustrate the distribution of Nwukwu-na/mwues-i-na and its
interpretations in contrast with those of any or other possible counterparts in
English. The contexts for Nwukwu-na given below include negative and
affirmativedeclaratives(generic; episodicand moda constructions), imperatives
and interrogatives. Consider declarativesfirst :

(7) a. Generic
Mwidwii-na kKimchi-lul - cohahan-ta
who-or kimchi-ACC like-DE



‘Everyone likes kimchi', or
'(*)Anyone likes kimchi'
b. Episodic
Chelswu-nun mwues-inacal mek-ess-ta
Chelswu-TOP what-or ~ well eat-PAST-DE
'‘Chelswu ate everything well', or
‘(*)Chelswu ate anything well'
c. Moda
Younghi-nun eti-ese-na cam-ul  cal- swuiss-ta
Y ounghi-TOP where-at-or sleep-ACC well sleep-able-DE
“Younghi can sleep everywhere', or
“Younghi can sleep anywhere

In the examples above, the starred translations are meant to indicate the
interpretation rather than eguivalent grammaticality. Now if Nwukwu-na were
equivalent to any or even a pure FCI® only part of the above distribution is
predicted, namely, in the terms of Giannakidou (2001), when Nwukwu-na
appears with the FC interpetation in 'nonveridical' environments such as modal
constructions. However, Nwukwu-na can receive a universal-like/FC
interpretation in 'veridical' environments too such as episodic constructions.
(7b) is one such example (as can be seen in the English trandation, English FCI
any isagain ruled out in this environment).

Now consider the followingsentences which are the negated counterparts of
the above examples:

(8) a. Nwukwu-na kimchi-lul cohahaci anhnun-ta
who-or kimchi-ACClike not-DE
d. 'Nobody likeskimchi', or
a". 'Not just anyone likes kimchi'

b. Chel swu-nun mwues-inamekci anh-ass-ta
Chelswu-TOP what-or eat  not-PAST-DE
b. 'Chelswu did not eat anything', or
b". 'Chelswu did not eat just anything'

C. Younghi-nun eti-ese-na cam-ul ~ cal-swu  eps-ta
Y ounghi-TOP where-at-or sleep-ACC sleep-able not-DE
C. ‘Younghi cannot sleep anywhere(-else)', or
C". “Younghi cannot sleep just anywhere

When Nwukwu-na appears in a negative sentence, it receives two different
readings. one is that of NPI any (asin &, b’ and c) and the other that of FC any.
More accurately, the reading obtained here is what Horn (2000) calls the
indiscriminative reading (asin a', b", and c"). These examples seem to indicate
that Nwukwu-na may have polarity sensitive interpretation while not being



sensitive to polarity for its formal licensing. Turning now to imperatives, we
observe that

(9) Imperatives

a (context: pointing at a basket full of fruits..)
Mwues-inamek-era
what-or  eat-IMP
'Eat any (fruit(s))’

b. cip-ey ka-meyn, nwukwu-ekey-naanpwu-lul cenhay-ra

house-togo-if,  who-to-or regards-ACC pass-IMP

'If (you) go home, send (my) regardsto anyone

Here, the interpretationsare rather different, whereas English FCl any will give
us an existential reading in an imperative sentence (e.g., P ck any number). The
interpretation assigned to sentenceslike (9) can be described as follows: In the
example (9a), the request expressed would be fulfilled if the adressee eats only
one appleout of al the fruits, but an utterance of (9a) would also be felicitous
if (s)he eats al of the fruitsin the basket. What seemsto matter here is that the
addressee of such an utterance is being granted permission to eat any number of
fruits which (s)he likes/intends t0 eat/finds appetisng or whatever. Similarly, in
(9b), it does not matter whether the addressee sends regards to one member or
al of the members of the set of people who are at home. What matters is that
(s)he will have to pass on the regards of the speaker to those (s)he meets/talks to
etc... Conversely, the request will remain unfulfilled if (s)he eats any of the
fruitseven if (s)he didn't really intend to/etc ... (9a), or if (s)he does not pass the
regards to some person even though (s)he encounters them. Thus in these
sentences an extra, covert and contextually supplied, restriction seemsto bein
operation. Moving on to the interrogative constructions, observe the following
examples:

(17) Interrogatives
a. Chelswu-nunYoku tayhak-ey Nwukwu-na a-ni?
Chelswu-TOP York University-at who-or ~ know-Q
'Does John know everyoneat the University of Y ork?
b. Younghi-nunece cenyek-e mwues-inamek-ess-ni?
Y ounghi-TOPyesterday dinner-at what-or ~ eat-PAST
'Did Younghi eat everything?'

The interpretations in this case are clearly not those of polarityany, i.e.
existential. A positive answer to the above questions entailsthat in (17a) either
Chelswu does know everyone at the University, or that he knows a sufficiently
large amount of people to qualify, for al relevant and practical purposes as
'knowing everyone. Thesame appliesto (17b). Again then there seemsto bea



extra specificationat play here. What is clear though from this distribution® is
that according to the distributional criteriawh+(i)-na cannot be characterised as
a paradigmatic FCI (assuming that Giannakidou's characterisation of their
distribution is correct). On the other hand, it also seems inaccurate to
characterise wha+(i)-na as a universa given that the interpretation it receivesin
imperative sentences is clearly not universal. Further, it seems that to
characterise wh+(i)-na as parallel to English any and its double nature would be
misleading in that there seem to be no licensing requirements accompanying the
different interpretationsand though it is true that the existentia interpretation
surfacesmore readily in imperative contexts this isn't so in other moda contexts.
On the other hand, its behaviour is in obvious ways similar to that of FC-any in
that, as pointed out above, any in imperativesis also, in genera, interpreted
existentially. Therefore, the central question concerning the nature of wh+(i)-ra
is to establish how the free-choice interpretation (the most salient one) can be
derived in such a way as to bypass so to speak the requirement that FC items
occur in special environments only. Beyond that immediate question, of course,
one would like to be able to establish the reasonswhy the given combination is
not interpreted uniformly as existential given the pattern in (2) and (3). In the
next section we will approach these questions in turn starting from the nature of
-(i)-na itsdlf,

4. The natureof -(i)-na: structureand interpretation

The morpheme na is a digunction marker but functions also as a question
marker:

(18) a. Chwup-na?
cold-Q
(It is) cold?

This fact, together with the idea, elaborated to some extent in Larson (1985)
that there is arguably a natural relationship between questionsand digjunctions,
has led researchers such as Jayaseelan (2001) to treat. questions and wh
guantifiers in the same manner. Although this analysis is perspicuous and
illuminating, it only provides an indirect account of the quantificational force of
wh+or elements and, moreover, it has little to say about their free-choice
interpretation. On the other hand, based on similar intuitions but from a slightly
different perspective, Chung (2000) concludes that wh + (i)-na elements in
Korean have more elaborate, sentential-type structure and should thus be
analysed as covert indirect questions. Although there is an undeniable, albeit
rather obscure, link between indirect questions and this particular type of wh
quantifiers, again it is hard to see how the full range of their distribution and



interpretation is to be accounted for. What we will retain here from Chung's
ideasis that Korean wh+(i)-na is not a simpleitem and does contain sentential
structure. The evidence suggesting that this line of approach is on the right track
comes from the fact that -(i)-na does not seem to attach directly to the wh
expression. In particular, when the phonological context allowsit, the element
-i appears between thewh and na. Itisargued in the literature that -i-insertion is
not just a phonological processand that -/ isin fact a form of the copula (see
Jang (1999), Lee (1996), Martin (1992)).

Similarly when awh word is used with the particle —nka which is usualy
assumed to produce an existential quantifier, the copula appears whether or not
thewh word endsin a consonarn.

Adopting this general idea though does not automatically force us to accept
that the covert structureis an embedded interrogative sentence. What we would
like to suggest as an alternative is that, in fact, the sentential component of these
items is a relative clause restricting the variable introduced by the wh. The
digunction morphemeis then attached to that structure. Several questions arise
in connection with this proposal. Let's begin with the structure. Given that
relative clauses in Korean are prenominal, it follows that the proposed relative
clause must be a head-internal one or we would get the wrong morpheme order,
therefore the structure we proposeis the following:

The second question that arises here concerns the nature and content of the
predicateof the relative clause, what we represent in (20) as ¥, We will simply
assume that the content of the predicate is contextually supplied. Relying on
contextual supplementation in this case seems indeed fitting since it expresses
the intuition consistently expressed by our informants, as we also pointed out in
section 3, that there was some extra restriction to the variable. The restriction in
question will smply depend on the discourse context. Now, assuming that there
indeed is a relative clause instead of an interrogative one, it followsthat in the
absence of a question operator, the wh will be interpreted as an indefiniterather
than a question word, asituation otherwise possiblein Korean, cf. (21)

(21) Nwu-ka achim-ey Swunja-ekey cenhwa-lul hay-essta
who-NOM morning-at Swunja-to  telephone-ACC do-PAST-DE
'‘Someone phoned for Swunjain the morning'

Interpreting wh words as indefinitesin this context is both a major point of
departure from other recent studies of similar phenomena for example as
Jayaseelan (2001) but also we can thus recapture Kurodas (1965)
characterisation of such elements as indeterminates. There is, however, a
second aspect of the puzzle which finds a rather natural answer under this



account, namely the distribution of wh+(i)-na items. Aswe saw there was no
real distributional constraint, as there should have been if these items are to be
understood as FClIs. The syntactic structure that we have proposed here is
reminiscent of the other device which, in English, lifts so to speak, the
distributional constraints on FCls, i.e., a relative clause. As is well known
sentences like (22) are perfectly acceptable in English despite the fact that they
occur in episodic contexts:

(22) Tom talked to any waitresswho approached histable

It isan example of this phenomenon, known assubtrigging, studied initialy by
LeGrand(1974) that we claim occurs in Korean with these items. They are
licensed in all contexts thanks to the relative clause inside them. In other words,
these items carry along with them their own licensing environment. We call this
typeof licensing snail licensing.

Let us now tun to theinterpretation of wh+na and how it arises.

4.1. Interpretation

Assuming what we proposed in the previous section concerning the
interpretation of the wh in these cases, it is natural to suggest that the existential
quantifier (if existential quantifier there is) is not the result of the composition of
the wh and the digunction marker but essentidly, it is the wh itself. If thisis
correct there is no infinite disunction to speak of in these items. How are we
then to reconcile this interpretation and the crosslinguistically attested patterns”
that we have invoked in the beginning of this paper? Let us first of all take a
closer look at the notion of infinite disjunction itself. There seems to be an
inherent problem with this notion, namely, that the operations of conjunction
and digunction are, in classical logic at least, defined only for afinite number of
terms, as Reichenbach (1947) specifically pointsout :

(22) However, it would be incorrect to say that (5) and (6) [our (2) and (3)] are
‘definitions of the operators. Conjunction and disjunction are operations
defined for only afinite number of terms. To extend these operations to an
infinite number of terms requires new primitive terms. The correct form of
statement is therefore that a conjunction and a disjunction of an infinite
number of terms isdefined by the operators.

It would seem then that the approach that bases the existential interpretation on
infinite disunction makes precisely the wrong form of statement. Besides, there
would be no room for representing the other uses of an item such as Nwukwu-na
(the FC use), which are, as we have shown, the most salient ones. Still,
however, the recognition of this state of affairs does not provide us with a



straighforward account of the universal/free-choice interpretations that we
encountered above. What seems to be peculiar about this diunction is not a
question of finitenessbut rather a question of exhaustiveness. Assume, for the
sake of the argument that there are two types of digunction: non-exhaustive
digunction v and exhaustive digunction (v®). A v-statement impliesthat there
is a least one potential proposition whose truth value is unspecified, whereasa
v statement assertsthat there is no such proposition. Notice here that there is
no requirement on the actua truth values, there need not be. Thus the perceived
universaity resultsfrom two factors (a) exhaustiveness, and (b) the fact that at
the moment of the v* statement being made there can be no asserted value for
any of the propositions involved. This is a conclusion similar to the modal
analysis of any advocated by Daya (1998) or the alternative-semanticsone of
Giannakidou (2001) without invoking those notions explicitly though. This
view also goes some way towards explaining the episodicity restriction on FCls,
truth is known in those cases. One question that remains to be addressed is
whether it would be appropriate to characterise -na as an exhaustive digunctor.
The most likely answer to thisquestion is no. It is much more probablethat the
exhaustiveness requirement in this case comes from the wh itself. Asis well
known, exhaustiveness is part of the semantics of a host of wh constructions. If
thisis so then we could dispense with v as a separateobject on its own right in
favour of an account based on the the interaction of the semantics of wh with
dig unction®. These are questions though that we have to leave for another
occasion.

It is interesting, however, to pointout that the idea of exhaustive digunction
underlying the meaning of FC-constructionsis not completely new. In fact our
modelling of the meaning of wh+(i)-na items in Korean mirrors an intuition
expressed in Jackendoff (1972) where he says:.

‘... any d these, then, we claim to be equivalent to this one or this one
or thisoneor ... or thisone, exhausting the set described by these.®

Jackendoff, however, went on to say that this was proof that natural language
should not be analysed in terms of V and 3. This conclusion does not seem
correct.

5. ConcludingRemarks

The syntax and interpretation of the types of quantifier that we have been
looking at in this paper is greatly complex and we have only scratched the
surface in this paper. What seems clear is that the distinction between the type
of (distributive)quantifier that concerned us here and free-choiceitems isat best
blurred. Moreover, there seem to be a codified version of the relationship



between disjunction and free-choice which, if not completely unexpected, raises
further questions concerning the other, more deeply entrenched in the formalism
relationship, the one between disjunction and existential quantification. We
proposed here that for the Korean items in question it was the first relationship
that was more important. Our account combined common properties of wh
elements (exhaustivity, existential intepretation), with licensing by subtrigging
(snail-licensing) to account for the distribution and interpretation of such items.
A large amount of questions remains unanswered here such as the variation in
judgements (which we did not discuss here). However, our account seems to
establish at least one thing, namely, that so far as Korean is concerned there
really isno need to go looking for typological or diachronic explanations for the
phenomena. Such explanations, though useful on their own right, if they are
conceived as replacements of formal explanation they only serve to obscur
generalisations and prevent proper understanding of structural aspects of the
constructions.

Notes

‘This paper isashort version of Gill et. al (2002). Earlier versions of thiswork were presented at the
Syntax Research Group in York, and at colloguiaat the University of Nanzan, K obe Shoin Graduate
School and Oxford University. For comments and discussion weare grateful to those audiencesand
especialy to David Adger, Keiko Murasugi, Taisuke Nishigauchi, and Mamoru Saito for insightful
observations and discussion. We would also like to thank Bernadette Plunkett. Akira \Watanabe,
Youngjun Jang, Eun-yun Joo, Jong-Bok Kim, Chungmin-Lee, Ik-Hwan Leg, Gillian Ramchand, and
Sung-Shim Hong. We would also like to thank the audience a& WECOL in Vancouver and

especialy Bill Ladusaw and Emmon Bach, for their comments and reactions. The authors' names
are listed aphabetically. This research was supported by the Artsand Humanities Research Board,
Grant B/B/RG/ANS827/APN12471 : Strategies of Quantification.

' The following abbreviations are used in this paper: TOP: topic marker. REL: Relativiser, IMP:
Irperatitive. i3: Question marker, ACC: Accusative, DE: Declarative Ending.

? This conclusion is accepted as such (at least fot what concerns us here) by Jayaseelan (2001),
which is the most recent study on thistopic.

* We borrow this term from Sells (2001), and we use it in the same neutral way, without any specific
claims about the contribution of negation to formal licensing in these cases

* According to Giannakidou ( 2001) any is not the best representative of the FC class as it can also
appear in episodic negative sentences and episodic questions.

* Space prevents us from giving a full account and exemplification of the distribution of wh+(i)-na.
SeeGill et. a. (2002) for a detailed exposition and discussion.

" This crosdinguistic pattern is precisely what Haspelmath (1997) denies. According to his survey
only Japanese and Kannada behave in the expected way. To thiswe could also add Malayalam.
However, if we are right in the analysis pursued here and if this analysis can be extended to other
languages then the critique would be invalid.

" This statement issimilar in spirit though very different in both conception and implementation with
the notions of closed and open digjunction proposed by Lee (1996).

* Again, space constraints prevent us from showing how this can bedone by taking into account the
i-operator present in head internal relative clauses. We refer the reader to Gill. Harlow and
Tsoulas(2002) for details.

* Italics are from the original, the boldfaceemphasisisours.
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Even and Minimizer NPIs in Wh-Questions

Elena Guer zoni
MIT

This work follows up on a previous paper of mine on y/n questions with
'minimizer’ Negative Polarity Items (NPIs) like lift afinger, bat an eyelash,
budge (an inch) (i.e. Guerzoni 2002) and brings into the picture the case of wh-
questions. In the interest of space, the summary | provide of that paper is very
brief; for afuller understanding the reader should refer to the paper itself.

1 Background and Goal

Ladusaw (1979) observes that, unlike any and ever, minimizersinduce bias
in questions. Questions of this sort convey the speaker's expectation for a
negative answer:

(1) a Did Mary contributea red cent for this cause? (biased question)
b. Who contributed a red cent for this cause? (biased question)

Heim (1984) and Wilkinson (1996) point out that the same effect of biasis
forced by the presence of even, whenever this focus particle is associated with
expressionsreterring to the lower end-point of a contextually relevant pragmatic
scale. This provides additiona support for Heim's suggestion that the meaning
of minimizers containseven:

(2) a Canthistruck even fit an [elephant]s? (neutral question)
b. Can thistruck even fit a[fly],? (biased question)

In addition, Karttunen & Karttunen (1977) and Wilkinson (1996) show that
guestions with even are ambiguous with respect to what they presuppose. For
example. a question like (6a) has a reading that carries the same presupposition
as the corresponding affirmativesentence (i.e (4a)), but also has another reading
presupposing what the corresponding negative sentence (i.e. (5a)) presupposes,
although no negativeexpressionisovertly present in the question.

(4) a Suecan even solve[Problem 2];.
b. Assertion(p): Suecan solve Problem 2
C. Scalar presupposition (p_is the LEAST likely): For any salient
aternative x to Problem 2 it isLESS likely that Sue can solve Problem
2 than that Sue can solve x

(5) a Suecan't even solveProblem2.
b. Assertion (-p): Sue cannot solve Problem 2




c. Scalar presupposition (p_isthe MOST likely): For any aternative, it
isMORE likely that S can solve Pr.2 than that Sue can solve x

(6) a Can Sue even solve[Problem 2)s? (ambiguous)
b. If (4c) istrue 3 neutral quesdon
c. If (5¢)istrue 3 biased question

Importantly, the latter kind of presupposition, systematically co-occurs with
abiased interpretationof the questions. Specifically, whilea question like (5a) is
neutral in contexts where Problem 2 is the hardest for Sue (asin (7a)) it conveys
the speaker's bias towards the negative answer whenever Problem 2 is the
easiestfor Sue (asin (7b)).!

--moredifficult+
(7) a. <theeasiestproblem,, problem5, problem3, ...,...,.., problem 2>
b. < problem 2, problem 3, problem5, ..., the most difficult problem =

Given this, the unambiguous cases in (2) are just special instances of the
genera patternshown in (5): (2a) is a neutral questionand at the sametimeit is
compatibleonly with the presupposition that objects satisfying the predicate in
the focus of even- i.e. elephants are the LEAST likely fo fit in thistruck because
the expression elephants associated with even is the higher point on the scale
(i.e.); (2b), on the other hand, is biased and compatible only with the opposite
presupposition(i.e. that objects satisfying the predicatein the focus of even- i.e.
flies- are the MOST likely to fit in this truck) because the focus of even clearly
refersto the oppositeextremeof thescae.

The parallelism between the questionswith minimizersin (1) and thislatter
case is quite straightforward. As it has often been observed, it is a distinctive
property of the idiomatic interpretation of minimizers that their overtly
expressed component refers to a minimal amount or extent. Given this they
systematically involvereferenceto the low endpoint of the scale, no matter what
the context looks like.” Thus, if we endorse Heim's (1984) independently
justified proposal, that the meaning of minimizersalso involves even, then these
itemsare equivalent to even + thelow end-point of thescalein every context.

On the basis of thisobservation, | argued, in Guerzoni 2002, that an account
of the bias of minimizers in questions becomes availableonce we understand the
biasof questions with even * low scale endpoints. Moreover, | showed that such
an account is possible in the case of y/n questionsif one takes into account the
scope possibilitiesof even in the question (in the spirit of Wilkinson 1996) and
the effect of the presuppositions introduced by even on the interpretation of that
guestionin a given context.

Besides providing an explanation of bias in polar questions with
minimizers, my analysis predicts, without any further stipulation, the puzzling
but systematic connection between bias and the presupposition that even
typically introduces in the presence of negation. This aspect of the analysis
makes it preferable over two recent alternative proposals (i.e. Abels 2002 and
van Rooy's 2002), which, crucially havefailed in this respect.

However, what was till missing in Guerzoni 2002 was a discussion of
constituent questionswith minimizers.
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Let's first have a closer look at the facts regarding these cases as well.
Exactly like yln questions, bith wh-questions with minimizersand with even +
lower scale-points, convey the speaker's bias towardsthe negativeanswer:

(8) a Who contributed ared cent for thiscause? (biased question)
b. Which truck can even fit a[fly];? (biased question)

In addition, wh-questions crucially exhibit the same correlation between
bias and the unexpected presupposition that we saw above. Compare (9) with
).

(9) a, Who can even solve [Problem 2];?
b. Scalar Presupposition: for every contextually relevant person x, it is
LESS likely that x solved Problem 2 than that x solved any other
contextually relevant problem = neutral reading
¢. Scalar Presupposition: for every contextually relevant person x, it is
MORE likely that x solved Problem 2 than that x solved any other
contextually relevant problem =¥ biased reading

Like (5a), the question in (9a) is ambiguous in the following related way: it
can carry presupposition (9b) and be neutral or it can carry presupposition (9c)
and be biased. Onceagain, neutrality and bias are each linked to just one of the
two presuppositions,in the same way asin y/n questions.

Since wh-questionsand yln questions with even exhibit the same pattern of
distribution of bias and presuppositions, a unified analysis of the effect of
minimizers and even in the two typesof questionsisdesirable. The god of the
present paper is to show that the view | presented for y/n questionsin Guerzoni
2002 can cover the case of wh-question as well, in this way providing such a
unified explanation. Since my account derives not only the effect of bias in
guestionslike (8a) and (8b), but also the special presuppositionsthey convey, it
issuperior to Abel's 2002 and Van Rooy's 2002.

I will begin by illustrating two alternative theories of even. | then turn to
constituent questions with minimizers and show what syntactic and semantic
assumptions one needs in order to extend my 2002 proposal to this type of
interrogatives as well. Finaly, | discuss some general implications these
assumptionsbring along and providesome tentativejustificationfor them.

2 Two Theoriesof Even

In order to see how even affect questionsit is worth stepping back and briefly
examining the effect of even in declaratives. In declarative affirmative
sentences, even contributesascalar presuppositionlike(10c), (but see note 1).

(10) a Sueeven solved [Problem2];.
b. Assertion (p): Suesolved Problem 2
¢. Presupposition: For any contextually salient alternative x to Problem
2,itisLESSIikely that Sue solved Pr.2 than that Sue solved x
{p is the LEAST likely] /[Problem 2 is the HARDEST]
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One way to capture this effect is to attribute to even the following lexica
content:

(11) For every possibleworld w:*
[even "= AC. Apoo: ¥Qanla € Clk g # p 2 q >y P p{W)

Although this lexica analysis of even correctly predicts that (10a)
presupposes(10c), it does not account, by itself, for the effect thisfocus particle
has in negative (and more generally Downward Entailing) environments. For
example,in (12a), even appears to introduce quite a different presupposition.

(12)a Suedidn't even solve[Problem 2);.
b. Assertion (not p): Mary didn't solveProblem?2
¢. Presupposition: For any x among the contextually salient aternative
to Pr. 2, itisMORE likely that S. solved Pr.2 than that S. solved x
Ip isthe M OST likelyl/ Problem 2 isthe EASIEST]

What precisely generates this contrast isa question that isstill under debate.
The question is whether we should assume a lexical ambiguity for even (see
Rooth 1985, Rullmann 1997 and Berker & Herbuger 2002) or analyze what
appearsto be a different presupposition in negative contexts as an effect of the
scope, as was first suggested in Karttunen & Peters 1979 (K&P) (see dso
Wilkinson 1996). These two camps agree that even introduces the
presupposition in (11) in affirmative sentences, but disagree on the analysis of
(12). According to K&P’s scope theory, even has just one meaning (i.e.11) and
the presupposition (12¢) is due to the obligatorly wide scope of even relative to
thelocal negation:

(13)a even[ Suedid not [solveProblem 2];]
¢. Presupposition: 'For every contextualy relevant alternativex, itis
LESSIlikely that M. did NOT solveProblem 2 than that M. did NOT x
Not p isthe LEAST likely+p is the MOST likely /Pr2 the EASTEST]

Rooth, instead, proposesthat this presupposition is due to a second, NP, lexical
entry of even:

(14) [[“'"“”.'H.F.'-l]w= ';l"l;-.'-:l.'.l:l-' -;l"Fl-:m-: I':.q-\.-\.::-:q_h- ':.-\' &- q#p + 'Il = likely PI i I:' (W)
ScalarP: p isthe MOST likely among the alternatives

In Guerzoni 2002, | argued that yln questions with even provide evidence

in favor of the scope theory. This paper shows that also the ambiguity of wh-
guestionswith even can befully understood only in termsof scope.

3 ThePuzzleof Wh-questionswith Even

Recall that what we want to account for is the following pattern:
(15)a Who even solved [Problem 2);?



b. Scalar Presupposition: for every contextually relevant person x, it is
LESS likely that X solved Problem 2 than that x solved any other
contextually relevant problem = neutral reading
¢. Scalar Presupposition: for every contextually relevant person x, it is
MORE likely that x solved Problem 2 than that x solved any other
problem B hbiased reading

Allow me to introduce two useful abbreviations for the presuppositionsin
(15). From now on | will refer to (15b) ashardP and to (15¢) as easyP.

Hard, can beeasily derived asfollows. Since, in declarative sentences, even
introduces the requirement that the proposition in its scope is the least likely
among the alternatives, we can reasonably assume that the effect of even in a
guestionisto introduce partiality in each possibleanswer in the same way. If so
then the Hamblin-setfor the questionin (15a) is (16).

(16) M 5all={r: 3x [person X & r= hw: hardP.[solved Pr 2]¥(x)=1}

Each proposition in (16) presupposes hardP. Following the suggestion,
implicitin Higginbotham 1993, that a question presupposes the conjunction of
the presuppositionsof its possible answers, we can conclude that (15a) as a
whole al so presupposeshardP. How about the second reading of (15a)?

Deriving this reading is less straightforward. At first, he availability of this
reading appears to provide support for Rooth's ambiguity theory of even and
against the scope theory. In fact, the scope theory predicts that a presupposition
like easyP, is generated only when the scope of even contains an entailment
reversal operator, but there is no overt negation in (15a). Rooth's ambiguity
hypothesis, instead, explains easyP as the presupposition introduced by evenyp;
and therefore predicts that it should always be possible in questions, because
guestions are licensing environmentsfor NPIs. Despite this apparent advantage
of the ambiguity theory, however, it cannot explain the obligatory effect of bias
triggered by this reading (see Guerzoni 2002, for more details).

This paper shows that, in fact, the ambiguity in (15a) is structural in nature
and that an explanationof (15¢) in termsof thescope of even alowsusto derive
the effect of bias as well. Part of the task ahead of us, then, consists in
addressing the question of how a presupposition like (15¢) can be derived
compositionally. What is the component in the structure of (15a) that even can
scopally interact with? The problem is the same as in the case of y/n questions,
asit was pointed out in section 1, and findsa similar solution.

4 A Solutionin Termsof Scope

The puzzle mentioned above. is reminiscent of the one concerning y/n
guestions with even, like (17a). Indeed, also this question can carry the
unexpected presupposition in (17b).

(17)a. Did Mary even solve[Problem 2];?
b. That Mary solved problem 2 isthe MOST likely proposition in C



In Guerzoni 2002 | argue that in y/n questions this presupposition can be
derived without further stipulation about the meaning of even (as given in (11))
or the denotation of y/n questions (as proposed in Hamblin 1973). All we need
to assume is that the structure of a y/n question involves a Q-morpheme (as in
Karttunen 1977), with the set forming meaning illustrated in (18a) and a wh-
quantifier over functionsaf type <t,t>, i.e. whether, with the meaningin ( 181:).*

(18)a Eﬂ I].':|-'r]:|- P
b. [whether]l= hf . . 3 hgp. [ h=At.t=1 or h=At. t=0] and f(h)=1

Whether i s generated bel ow the Q-morpheme and movesabove it by LF, like all
other wh-words, leaving a trace of type <t,t>. The presupposition (17b) results
from even having wide scoperelativeto the trace of whether:

[Whether, [Q [even] t;[Mary solved [Problem 2]]

Theintuitionsbehind this analysisare (i) that the unexpected presupposition
in (17b) is the presupposition of the negative answer, if even scopes over
negation in this answer, and (ii) that the scope of even in the answers to a
guestion is determined compositionallyfrom its scopein the question itself.

If we assume a Hamlin-denotation also for wh-questions, we immediately
encounter a problem: no proposition in the Hamblin-set is a 'negative’ answer,
thusthe task of deriving easyP in the same way as (17b) appearsvery hard:

(19)a. Who solved [Problem 2};?
( p: 3x [person x and p=Aw. X solved problem 2)
( That Mary solved Problem 2, that Bll solvedProblem 2, ...}

While in the case of y/n questions assuming a quite standard question
denotation and making just dightly unconventional assumptions about the
lexica semantics and syntax for whether was sufficient to derive bias and
presuppositionsof questions with minimizers, in the case of wh-questionsit is
necessary to depart a bit more radically from a Karttunen-Hamblin's semantics
of questions. What we need is a set containing both affirmative and negative
answers for each relevant individual in the restrictor of the wh-word and to
arrive at this set in such a way that the possibility for even to scope over
negation in the negative answers follows compositionally, from its scope in the
guestion.

4.1 Whether in Constituent Questions

The puzzle described above can be solved if we entertain the hypothesis that
also constituent. questions (can) contain a whether (see Higginbotham 1993),
with the same denotation and the same syntactic properties as in y/n questions.
Therefore, according to the assumptions we made above about whether, a
question like (20a) (optionally) has astructurelike (20b).



(20)a. Who called?
b. whether

Given the semantic contributionof Q and whether, the denotationof theLFin
(20b) is (20c). (For the relevant derivation, see the appendix)

(20)c. (p: 3x [prs.(x)] & [p =Aw.[called]” (x)=1 v p = Aw. [ealled [ (x)=0}

For each person X, this set contains two propositions, that x called and that x
didn't call. The conjunction of the propositionsin this set that are truein a given
world corresponds to the (strongly exhaustive) answer in that world (see Heim
1994). For example, if the set of the relevant people in the domain is {m, s},
(20c) is the set described in (21a) and (21b) is the strongly exhaustive answer to
(20a) inw'.

(21)a. {that m called, that m didn't call, that s called, that s didn't call}
b.Nn{p: pe (21a) & p(w’) =1)

Therefore, although it might sound quite unconventional to assume that wh-
guestions contain whether, the resulting denotation is ultimately a strongly
exhaustive reading, whose semantic reality has been argued for aready in
Groenendijk & Stokhof 1985.

4.2 Scope Ambiguitiesof Wh-Questions with Even

Likein thecaseof y/n-questions, even can scopeeither above or below the trace
of whether in wh-questionsas well. Given this, a question like (15a) (repeated
below) is ambiguous. One possible LF is (22a). The denotation of thisLF is
given (22b). (See appendix).

(15)a.Who even solved Problem 2?2

(22) a [Whether,[Whoo[Q [tz s leven [ty SOlved [Pr2]]
b. { p: 3x. [ pers. (X) &[ (p=hw: V q & C gz, That x solved Pr. 2]. x
solved Problem2 in w) or (p= hw: ¥ q & C [gzgeThar x solved Pr. 2].
x didn't solveProblem2inw)])

Given the presence of even, the set in (22b) contains only partid
propaositions. Specifically, for each person x, it containstwo partial propositions
(ie. (A) and (B)), which are partial in exactly the same way (i.e. they
presupposchardP).

(A) hw: that x solved Problem 2 isLESS likely than that x solved any
other problem. x solved Problem2inw hardP

(B) hw: that x Problem2is LESSIikely than that x answered any
problem. x didn't solve Problem 2 in w hardP



However, under the current assumptions, (15a) has another possibleLF, i.e.
(23a), which denotesthe set in (23b), (asshownin the appendix).

(23) a [Whether;[whoy[Q [even [ty co [t SOIVEd [Pr 2]] [CEVER = ot |
b. {p: 3x (person (X)) & [(p=Aw: V q € C[g=guy That x safved Fr. 2]
x solved Pr2inw) or (p= hw: Vqe C [g=usy That xddit  solve Pr.2].
x didn't solvePr2)]}

Let's have a closer ook at what kind of propositions we find in this second set.
Given the contribution of even, the set in (23b) also contains two partia
propositions for each relevant person x. This time, however, the two
propositionsare partial in different ways. The proposition corresponding to the
'positive answer' (i.e. that x solved problem 2) presupposes hardP, while the
proposition corresponding to the 'negative answer' (i.e. that x didn't solve
problem 2), presupposes easyP, the oppositeof hardP:

(A) hw: that x solved Problem 2 islesslikely than that x solved any

other problem. x solved Pr. 2 in w hardP
(©) hw: that x didn't solveProblem 2 is lesslikely than that x didn't
solve any other problem. x didn't solveProblem2in w easyP

4.3 Biasand Presuppositions Explained

We are now in position to account for the peculiar pattern of presuppositions
and bias in questions with even and with minimizers illustrated in (15). If a
question like (15a) is uttered in a context where Problem 2 is the easiest for
everybody, i.e. it is the lower point of the relevant scale, a presupposition like
hardP (24a), isfase, for every choice of x among the people while the easyP
presupposition (in (24b)) istrue.

(24)a. that solved Problem 2 is LESS likely than that x solved any other

problem in the contextually relevant set of problems hardP
b. that solved Problem 2 is MORE likely than that x solved any other
problemin the contextualy relevant set of problems easyP

In a context of this sort, reading (22a) of (15a), where even has narrow
scope relative to the trace of whether, is therefore pragmaticaly excluded
because there is no way to provide a felicitousanswer to it. Thisis so because,
as we saw above, all the possibleanswersto (22a) presuppose (24a). What about
reading (23a)? Since under this reading 'positive answers presuppose (24a),
those answers are infelicitous as well. However, for each relevant person x, the
'negative answer', that x didn't solve problem 2, is felicitous, because its
presuppositionis (24b). Thefollowing table summarizes these observations:

Answers Trace upener > EVEN EVEN > Trace upemes

x did solve Pr2
X dat sivepz T8 - S
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If a speaker utters who even solved Problem 2? ina context where speaker
and addressee both know that Problem 2 was the absoluteeasiest, and where this
knowledgeis mutually known, the addressee can safely conclude that no matter
what person x s(he) picks up, the speaker must be biased against the affirmative
answer that x solved Problem 2. Given this, (s)he can draw the genera
conclusion that the speaker intended to express bias towards the answer that
nobody solved it, form the way the speaker worded his (or her) question.

Notice that, instead, if the context is such that Problem 2 is the hardest
problem for everybody, the outcomeis different. Reading (22a) is pragmatically
available, because al the answers to the question under this reading are
felicitous. The reading in (23a), instead, is such that only the 'affirmative
answer for each individual x isfelicitous:

Answers Trace wpeites = EVEN | EVEN = Trace wiwites |
x did solve Pr2 J J
x didn't solvePr2 v (®)

One might wonder why, under these circumstances, we don't perceive an
ambiguity between a neutral reading and a 'positive’ biased one. The reason, in
my view, has to do with the function that questions are supposed to play in a
conversation, i.e. evoking alternatives among which the addressee can
concretely choose the ones he considerstrue. When one reading is available that
providesthe hearer for each x with two real (i.e. felicitous) alternativesto chose
from, thisreading is preferred and thereforethe effect of biasis absent.

4.4 Towardsa Theory of Biasand Infdlicity

If the analysis| present is on the right track it reveds that the denotation of a
guestions can contain propositions with contrasting presuppositions, a
possibility that, to the best of my knowledge, has never been attested before.
Once cases of this sort are taken into account, we need to reconsider what
condition a questions has to satisfy in order to be félicitous in a context. A
requirement often implicitly assumed, (see e.g. Higginbotham 1993) for the
felicity of aquestionis that dl its possibleanswers have true presuppositions. If
felicitous questions with 'unbalanced' presuppositions exist, this restriction
turns out to be too strong. The condition for a question to be felicitous in a
context ¢ must be that at least one possible answer is felicitousin c. A desirable
consequence of this amendment is that it alows us to distinguish complete
inappropriateness from bias. According to this view, e.g., a question whose
answers have mutualy compatible, but false presuppositionsis infelicitous (as
shown in 27). A question is felicitous but biased when some but not al its
possible answers are felicitous:

(25) Speaker and addresseebelievethat Mary never smoked

# Has Mary quit smoking? Set of felicitousanswers= O
(26) Speaker and addresseebelievethat Pr. 2 wastheeasiest for Mary
Did Mary even solve[Problem 237 negativebias!

Set of felicitousanswers: (that Mary didn't even solve problem 2)



5 Concluding Remarksand Open Questions

| proposed an account of why in constituent questions even can trigger bias and
unusua presuppositions. This account extends automatically to Hindi NPIs (see
Lahiri 1998), and to English minimizersNPIs.

Many questions need to be addressed now regarding the assumption of an
unpronounced whether in wh-questions and denotation containing 'negeative
aternatives. This assumption obvioudy has implications concerning both the
syntax and the meaning of wh-questions that need to be further explored. | will
just mention some issuesthat the meaning | propose raises. As mentioned above,
the denotation of wh-questions with whether allow us to directly derive a strong-
exhaustive reading. This reading has been argued to exist, e.g., in the context of
predicateslike know (thereis at least one sense in whichMary knowswho called
Is true only if she knows of those that didn't call that they didn't). Partition
semantics of questions (proposed in Groenendijk & Stokhof 1985 and much
work since then) derivethis result as well.” However, in some important aspects,
the above theory differsfrom G&S.

If strong exhaustivity is contingent on the presence of whether, the theory
allows usto recover the semantic object of a weak exhaustiveanswer, if needed,
in one of two ways: regarding the presence of whether as optiona or defining
weak answers on the denotation of the subpart of the LF of wh-questions not
containing whether. This might be an advantage since various phenomena
involving questions seem to suggest that the grammar of natural language
sometimes makes reference to weakly exhaustive answers, rather than strongly
exhaustiveones (see Lahiri 1991-2002; Heim 1994, and Dayal 1996 etc.).Which
environmentscall for weakly exhaustiveinterpretations and how to derive them,
isaquestion that | leave open for further research.

Appendix

Abbreviatons: FA = Function Application, A-a = A-abdtraction (generalized
to tracesof type# e), IFA = Intensional FA, K= Wh-quantification, see note 4.
Derivationof (20¢):

o

e ©
whether —T— 0
2 —— ©
who N
1 —.0
Q . /\@ o
oy called

For every world w and assignment functiong:
[® " = [caled ]"¥g(1)) ) AN

O = called (1) y
&9 wa = g((h) ( ([c]:!\lleg u_!ElfI]'I' 1} By IFA of Q
Hﬂ]]'" = Ax.. {hw g(2) ([called” N7 (x)=1) By A

O "8 = {p: 3x [person(x)] and p=Aw. g(2) ([called T" (x))=1} By FA
[© 1™ = Af. {p: Ix [person (x)] and p=Aw. f ([cdled]" (x))=1} By Aa



[0 1" = {p: Ix,3h... [prs. (x)]& [h =At.t or h=At. t=0] & p=Aw. h([[called ™
(x))=1} = (20c)

Deri{22) a.
Whether

even

bie solv  pr.2
Abbreviations: p=that g (1) solved Pr.2, prs=person
For every world w and assignment function g:

OJ"®* = [solved Pr2l(g(1)) by FA
(@1 = [even]"(p) by IFA
[®@1° = g2xleven]"(p)) by FA
[ep* = f hw. g(2)([even]” (P)=1} by IFA
(@I = Ax.{hw.g@2)[even]" (p)) =1} by h-A
(er: = ir 3x [prs.(x) & r= hw. g(2)(feven]" (p))=1} bfr' K
Hg %]ug = fam{r:Ix. [ prs(x) & r= hw. f([even]" (p))=1} B%

{r:3x.3 hm[person (x) & [h =At.t=1 or h=At. t=0] & r = hw. h([[even]] (m)=1}
= {p: Ix. [ pers. (x) &[ p=hw. ([even]" (p)=1v p=hw. ([even]" (p) =01}

Derit23ian T Euh
Zven
Whether
ke 0
even - o mlve
o [ solve pr.2
Abbreviation: solved problem 2 = P2
For every world w and assignment function g
(1 = [P2]"(g(l) by FA
(01" "= @i ([P2I (gl by FA
(@1 = [even]” (hw. 9(2)[[F1I]“ (g()=1) by IFA
134 I:'“ = {hw. [even]" (hW 9(2) (rp27* (g)=1=1} by IFA
(1™ = Ax.{hw.[even J"(hw - g2) (IF21° (x)))-l)— by A-a
(@1 = [who] (Ax.. {Aw. l[even]] Aw’. g2) (P21 (x))=1)= 1} byK
= &p Ix [prs(x)] & p=hw. [even 17 (hw. g(2) ([P 2]* (x))=1)= 1}
@ ]:: = Af.(p:3x[prs (x)] & p= hw. [even T Aw’. £ ([P 2 T¥ixl)=1)= I}bvﬂ. a

[whether J([® ]
= {p: Ixe, Fo [PrS (X) & [f =Att v f =AL =0} &p=Aw. [[even]]"’ ().w flf[l'.!]‘" )= 1)

1} < P Bx{pr(x)]&[(p—Xw g.c C g, $2 (P21 (x)=D) . B P21
(X)—l)V(p‘ Aw: ¥ € C [y AW ([P2.]7 (x) = 0] [P2T'(x)=0)]} =(23b).



Notes

! Traditionally even is taken to introduce an existential presupposition as well (Karttunen & Peters
1979, Rooth 1985 and Wilkinson 1996). This assumption however has been challenged (see Krifka
1991, von Stechow 1991 and Rulimann 1997).Since the point | make in this paper Is independent
EI-:uhTthisiswe, I will focus only on the scalar presuppositionof even.
is is o, if we assume that the ordering on relevant scale is based on of logical strength (i.e.
generaized entailment). Predicatesof smallest amount/extent are the weakest (e.g. if X istwoinches
long, it alsois (at least) oneinch long) and thereforelowest on the ranking.
Here | assume that the set C is determined by the focus structure of the sentence (see Rooth's
1996). However, my proposal is compatiblewith analysesof focus association other than Rooth's.
Here | assumethat all wh-words are existentia quantifiersand are combined with their sister in
the syntax by the following generalized verson of Karttunen’s Wh-quantifying Rule If a's
daughters, fi and y, ares.t. [Blis tsype <ot > and [-I] is type=m, <st,t>>, then for every world wand
assgnment g: fod™® = {p : " (Ax .. p< [71°" {x)) =1}.Alternatively, one could view wh-words
as 'question-quantifiers and do away with the wh-quantification rule:[ Who]= &4} . wape { p: 3 X
fperson (X) & pe Q ()} [ whether |= AQ «ap. <stos- { P Sha s [(h= Att OF h=At.t=0) & p< Q(h)}
It is possible that strong exhaugtivity of questions with whether will turn out to be "sronger” than
G&S’s. The difference should be relevant when one considersexample (i), due to Karttunen.
(a. Mary knows which elementary particleshave been discovered.
The example has a de dicto reading according to which Mary exhaustively knows for each actual
eementary particle that has been discovered that it one and it has been discovered. The present
theory might lead to the incorrect prediction that (27) has no coherent de dicto interpretation of this
sort. If exhaustive knowledgeentails knowledgedf the true negative answers, it commits us to say
that, for some x, Mary knowsthat X is an elementary particle and that it has not been discovered (as
such). Since Mary can know only as much as it has been discovered, thisis incoherent, (a problem
has been pointed out to me by Ingo Riech (pc)). Notice, however, what predictions the theory makes
with respect to this example depend on how we derive ‘de dicto’/ ‘de re' distinctionsin a ‘strongly-
exaustive' Hamblin-type semantics, a question that will be [eft open for further investigation.
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The State of Statives agter Spell-Out*

Naomi Harada _
Advanced Telecommunications Research | nternationa

1. Introduction

In this paper, | examinethe behavior of stativesentences in Japanese with regard
to morphological Case. Stative sentences in Japanese have various Case arrays,
and all the traditional approaches have treated the phenomenain Cg. However,
a novel set of data suggests that facts are more appropriately captured outside
Cy. Based on the ingghts of S-Y. Kuroda's work on Japanese Case marking
(Kuroda 1965, 1978, 1983), | claim that Case dternations in stative sentences in
Japanese are PF phenomena. More specificaly, | claim that stative sentences in
Japanese have a single syntactic structure, which are processed in PF in multiple
ways, which eventually leadsto multiple Casearraysfor this kind of sentences.

2. BasicData

The basic properties of stative predicates in Japanese are extensively discussed
in Kuno 1973, Kuroda 1965, and Saito 1982, among others. Stative predicates
generdly alow their object to be marked by the nominative marker: (1)~(3), and
sometimes the object of a stative predicate must be marked by the nominative
marker and not by the accusative marker, asillustratedin (2) and (3).

(1)Hanako-ni/ga tyuugokugo-ga/-o hanas-e-ru.
Hanako-Dat/Nom  Chinese-Nom/-Acc  spesk-Potential-Pres
'Hanako can speak Chinese.!’

(2) Tomoko-ni/ga hyakka-ziten-ga/*-o hituyoo-da.
Tomoko-Dat/Nom encyclopedia-Nom/-Acc necessary-Cop.Pres
"Tomoko needs an encyclopedia’

(3) Hirosi-ni/ga sukii-ga/*-o deki-ru.
Hiroshi-Dat/Nom sukii-Nom/-Acc can.do-Pres

"Hiroshi can do skiing.'

As for the subject, stative predicates also allow two possibilities: The subject of
the stative predicate can be marked,either by nominative or by dative. What is
worth noting is that when a stative predicate marks its subject with the dative
marker ni, itsobject cannot be marked by o, asin (4).

(4) *Hanake-ni tyuugokugo-o hanas-e-ru.
Hanako-Dat Chinese-Acc speak-Potential-Pres
'Hanako can spesk Chinese!'
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3. Exigting Analysesof the Stative Sentences

Case dternation in stative sentences is one of the most extensively discussed
topics in the generdtive literature of Japanese; see Kuno 1973, Kuroda 1965,
1978, 1983, Kageyama 1982, Sugioka 1984 for Rule-based approaches,
Takezawa 1987 for a proposal based on Infl-lowering, Dubinsky 1992 and
Tomioka 1992 for proposals employing syntactic Verb raising. Due to the
space redtriction, | restrict my attention to the two most recent approaches to
stativesentencesin Japanese, and argue against them on an empirical basis.

31 Tada1992

Tada 1992 has proposed that the object phrase in a stative sentence may have its
Case feature checked by moving into the domain of a functiona category.
Tadas claim is based on the contrast between nominative-marked and
accusative—marked object quantifiers in a stative sentence with regard to scope
interactionwith the potential morpheme: (5).

(5 aJdohn-ga migime-dake-0 tumur-e-ru.
John-Nom  right.eye-only-Acc close-Potentia-Pres
‘John can close only hisright eyd

(i) can=only (Johncanwink hisright eye)
(i) ?* only =can (It isonly hisright eyethat he can close))

b. John-ga migime-dake-ga tumur-e-ru.
John-Nom  right.eye-only-Nom close-Potential-Pres
‘John can closeonly hisright eyd
(i) *canz=only(il) only=can (Tada1992:94)

Tada claimsthat the nominative-marked object phrase is raised to the domain of
Agr-o in syntax, which will have its Case-feature checked by the Agr-o-V
complex formed by V-raisng.

32 Ura 1999

Another minimalist approach to stative sentences is found in Ura 1999. Briefly
put, Ura assumes a VP-shell structure for stative sentences and claims that the
subject of a stative predicate is in a position which is Case-licensed either by T
or the potential morpheme. When the subject phrase has its Case-features
checked by T, then it is marked by ga, and when it is inherently Case-marked by
the potential morpheme, it is marked by ni.

These minimalist approaches have severad problems. Firdt, they employ
assumptions that are only vaid in a particular verson of the framework. Agr-o
used in Tada's account is no longer assumed as an independent syntactic head,
and the strong-wesk feature distinction employed in Ura's account is abandoned
in more recent versions of the framework. Note also that Tadas data in (5) cals
for an explanation that is not dependent on overt raising of the object phrase, as
pointed out in Saito and Hoshi 1998, since it lacks the connectivity effects
usually found with raising. Also, both Tada and Ura fail to give a natural account
for the lack of the dative-accusative Case array in stative sentences, because
they only look at either the subject or the object. Furthermore, there are some



data that does not conform to these minimalist gpproaches, which will be
discussed in the next subsection.

3.3. Data against the Minimalist approaches

3.3.1. Therdativescope of verbal sufixes in the potential construction

The first set of data that is against the minimalist approaches comes from the
scope interaction among the subject phrase, the potentiadd morpheme and the
negative morpheme discussed in Sakai 1998. As shown in (6), when a quantifier
phraseis in the subject position in a stative sentence, it does not take scope over
the potential morpheme.

(6) Takasi-dake-ga keeki-0 tabe-rare-ta.
Takashi-only-Nom cake-Acc  eat-Potential-Past

'It isonly Takashi who could eat the cake.’ (only = can)
NOT 'It was possiblethat only Takashi atethecake.’ (*can=only)
(Saka 1998)

However, when a quantifier phrase is in the subject position of a negaed
sentence, both the wide scope reading and the narrow scope reading for the
subject quantifier phrase are possible, asin (7).

(7) Takasi-dake-ga keeki-o tabe-nakatta.
Takashi-only-Nom cake-Acc  eat-Neg.Past
"It is only Takashi who did not eat thecake'  (only = not)
It was not the case that only Takashi atethecdd  (not = only)
(Sakai 1998)

Based on these facts, Sakai claimsthat these pieces of data suggest that there is
no overt V-raisng to a higher functional category, since if there were, both (6)
and (7) would have the same underlying representation and the two sentences
would look alike in LF, contradicting the difference exhibited by (6) and (7).
Lack of V-raising in Japanese suggested by Sakai's data weakens Tadds raising
analysis, sinceit crucialy dependson syntactic V-raisingto Agr-o.

3.3.2.  Anexceptional behavior of stative predicatesin gapping

Another data that falls outside the minimalist approaches is the apparent lack of
morphologica Case identity in stative sentences under gapping.  Wilder 1997
notes that in lIcelandic, "forward deletion,” in which the antecedent precedes the
gap, does not require strict morphol ogical identity,

(8) Backward deletion requiresstrict morphological identity between the
gap and its antecedent. (Wilder 1997)

(8) seems to hold for sentences outside Icelandic; In the ECM construction in
Japanese, which is less subject to semantic or extragrammatical factors among
the Case dternation phenomenain Japanese, the sentences are acceptable under
gapping, as long as the Case on the object are the same in the first part and the
second part, asshown in (9).



(99 a Taroo-wa  Hanako,-ga taihen [e; kasikai], (sosite)
Tao-Top  Hanako-Nom  very intelligent, and
Zirog-ga. sukos ([e, bakadal to omot-te i-ru
Jro-Nom  a.little fool-Cop  C think-Gerundbe-Pres
Lit. Taro thinks that Hanako is very intelligent, and (Taro thinks) that

Jiroisalittlefool.

b. Taroo-wa  Hanako;-0 taiihen [e; kasikai], (sosite)
Taro-Top  Hanako-Acc Vi intelligent, and
Zirog-o sukos  [e2 bd(&(%/ to omot-te i-ru

Jiro-Acc alittle fool-Cop C think-Gerundbe-Pres]
Lit. Taro thinks that Hanako is very intelligent, and (Taro thinks) that
Jiroisalittlefool.

However, when the Case on the subject of the embedded epistemicclause differs
in the first and the second part, asshown in (10), the acceptability decreases.

(10) a?*Taroo-wa Hanako,-ga taihen [e; kaskai], (sosite)

Tao-Top  Hanako-Nom  very intelligent, and
Zirooy-o sukos  {e; baka-da] to omot-te i-ru
Jiro-Acc a.little fool-Cop  C  think-Gerundbe-Pres
Lit. Taro thinks that Hanako Is very intelligent, and (Taro thinks) that
Jiroisalittlefool!

b. ?*Tarco-wa Hanakoj-o taihen [e; kasikoi], (sosite)
Tao-Top  Hanako-Acc very intelligent, and
Zirog-ga [e; baka-dd] to omot-te i-ru
Jiro-Nom fool-Cop C think-Gerund be-PresL
Lit. Taro thinks that Hanako is very intelligent, and (Taro thinks) that
Jiroisalittlefoal.

Given the contrast between (9) and (10), it seems that (8) is operdtive in
Japaneseaswell.

At this point, notethat stative sentencesapparently fall outside the patterns we
have seen so far, asshown in (11) and (12)

(11)a Taroo-ga  tyuugokugo-ga sukosi, (sosite) Hanako-ga
Taro-Nom  Chinese-Nom  alittle, and Hanako-Nom
rosiago-ga kanari hanas-e-ru.

Russan-Nom  much  spesk-can-Pres

Taro can spesk Chinesea little, and Hanako can speak Russian much.'
b Taroo-ga  tyuugokugo-o  sukos, (sosite) Hanako-ga

Taro-Nom  Chinese-Acc alittle, and Hanako-Nom

rosiago-o  kanari hanas-e-ru.

Russan-Accmuch  speak-can-Pres

Taro can speak Chinesea little, and Hanako can speak Russian much.'

(12) a Taroo-ga  tyuugokugo-ga sukosi, (sosite) Hanako-ga
Tao-Nom Chinese-Nom  alittle, and Hanako-Nom
rosiago-o  kanari hanas-e-ru.

Russian-Acc much  speak-can- Pres
"Taro can speak Chineseallittle, and Hanako can speak Russian much.'



b. (?)Taroo-ga tyuugokugo-o  sukos, (sosite) Hanako-ga
Tao-Nom Chinese-Acc alittle, and Hanako-Nom
rosiago-ga kanari hanas-e-ru.

Russan-Nom  much  speak-can-Pres
"Taro can gpeak Chinesea little, and Hanako can speak Russian much.'

Regardless of whether there is morphological Case matching or not between the
first part or the second part in gapping, the sentences are acceptable. The
minimalist analyses, nor any of the existing analyses can account for this
exceptional behavior of stative sentences under gapping.

4. A Proposal
41 Theoretical assumptions

In proposing a system that accounts for morphologica Case alternation facts in
ese, | base on Kurodas series of works on Case in Japanese, which is
summarized in (13).

(13) Kurodas (1965,1978, 1983) System of Case Markingin Japanese

a Linear CaseMarking
The first (leftmost) 'bare NP (or, 'unmarked” NP) gets ga attached to it
and the remaining 'bare’ NPs, if any, get o attached to them. (Kuroda
1992: 254)
Predicate Agglutination: Concatenation of verbal morphemes
Equi-NP deletion; Ddletes either the matrix or the embedded subject.
Subject ni-Raising: Assign ni to the embedded subject and raiseit.
Canonical Sentence Patterns

i. Trangtivesentencepattern: NP-gaNP-0

ii. Ergativesentence pattern: NP-ni NP-ga

iii. Intrangitivesentencepattern: NP-ga

Pooo

He does not specify exactly which component his system is operative, but he
notes two important characteristics of Japanese Case-marking: It takes placein a
cyclicdomain in alinear manner. Although pointing out the important properties
of morphological Case marking in Japanese, Kuroda's approach is not without
problems. First, the rulesin his system are unmotivated; this problem is common
to al the rule-based analyses. In particular, Kuroda must assume deletion that
may apply in a countercyclic way, and surface filters which are reminiscent of
the ones proposed in Chomsky and Lasnik's 1977. The exact component in
which the system works is left unspecified, so there is an implication that al
these devices may be operative in narrow syntax. This is clearly against the
spirit of the Minimalist framework, which does not alow technical devices
unlessthey arewell motivated.

Bearing in mind both the important insights and the problems with Kurodas
system, | proposethefollowing systems described from (14) to (16).



(14) An Alternative System:
a. The Context-Sendgitive (CS) Rule Mark the NP with Acc (= 0 in
Japanese) that isthesister of anon-dtativeV (cf. Kuno 1973).
b. The Dative Rule: Dative marking, for the remaining Caseless NP in
thedomain of vP. (Dative= ni for Japanese)
c. The Default Rule Nominative marking, which assigns ga to al the
NP without Case at the end of a cycle (TP/CP). (Nominative= ga for

Jepanese)

(15) The Well-Formednesscondition'
Every phrase with morphological features must have its features properly
activated in PF.

(16) Exhaustivity condition
The Default Rule of Case-featureactivation must apply exhaustively.

It has been argued in the literature that three rules are necessary for
morphologica Case in any languages (Yip, Maling, and Jackendoff 1987,
Marantz 1988, 1989, or San Martin and Uriagereka, to appear). The task is how
to justify the three rules. My claim is that the three rules differ in terms of how
context sensitive they are; the most context-sengitive one is responsible for
accusative Case-marking, and the least context-sensitive one is responsible for
nominative Case, which functionsas default Case.

The rules in (14) will not work without overriding conditions given in (15)
and (16). The Wedl-Formedness Condition (15) works like the Case filter in the
Principles-and-Parameters Approach; it requires a noun phrase with
morphological feature to get its Case-feature overtly redized in PF. In addition
to the Well-Formedeness Condition, one more rule is necessary to guarantee
non-vacuous application of the Default Rule. | propose that the Exhausativity
Condition as in (16) is necessary in a system of morphologica Case licensing in
PF. Note that this correspondswell with the descriptive generalization made by
Shibatani (1977) that Jaganese matrix clauses must have at least one
Nominative-markedphrase.

The next question is the order of these rules applying, and how they interact
with other processesin PF. Asfor the order, | claim that the rules in (14) apply
in Cé)nformity with a generd consideration in PF; that is the Elsewhere
Condition.

(17) The more specific rules apply prior to the more genera rules (Kiparsky
1973).

(17) statesthat the more special rules apply prior to genera rules. | thus assume
that the Context Sensitive Rule (14a) applies prior to any other rules, followed
by the less specific Dative rule (14b) and the most general Default Rule (14¢).

(14) interacts with the two other PF processes: (i) Linearizatoin, whose main
function is to break down the syntactic structure built in Cy, and take away the
structural information, and (ii) Predicate Agglutination (PA) or phonological
merger, asin (18}



(18) Predicate Agglutination:
Phonological merger; concatenates al the verba morphemes as one
morphophonological unit so as to properly feed the phonologica
component.

For the structure of stative sentences, | assume a "biclausal" structure shown in

(19).

(19) [1p [vp) Taroo; [y pro;  tyuugokugo hanas vo] [nel]l [rrul]
Tao Chinese speak can Pres

See Kuroda 1992 and Saito 1982, among others, for positing a layered VP
structure as in (19) for stative sentences in Japanese.” Since there is only one
tense morpheme in (19), the underlying structure of these sentences are more
accurately characterized as "bi-propositiona.” Based on this fact, | assume a
structure as in (19) for stative sentences in Japanese. There doesn't seem to be
any redtriction as to the way how PA takes place; let us thus assume that it
applies freely at any point in a given domain. If such free application of PA is
possible, then the structure (19) has more than one representation in a cycle in
PF, depending on the point of PA. | clam that this is the cause of multiple Case
arrays in stative sentences in Japanese. In the next section, | illustrate how (14)
interactswith the other processesin PF and yieldsmultiple Case-arrays.

5. lllustrasion

51 Casel: -e Concatenates with the verb stem right after Spell-Out

Thefirst possibility is that PA applies prior to any other Casemarking rule; this
possibility isillustratedin (20).

(20) The Nom-Nom (ga-ga) Casearray:
alr [w Taroo; [ pro; tyuugokugo hanas v,] [ oell [rull

Tao Chinese spesk can Pres
b.[rp Taroo; pr; tyuugokugo hanas-v,-e-ru]
Tao Chinese speak-can-Pres

C. [+r Taroo;-ga pro; tyuugokugo-gahanas-v,-e-ru}
— Taroo-gatyuugokugo-gahanaseru ‘Taro can spesk Chinese!’

After PA has applied to (20) and all the verba affixes are concatenated into one
single unit, which isthe structuresent to PF, the structura information created in
narrow syntax is no longer availableand the only rule that can apply to NPs to
be Case-licensed is the Default Rule. In this case, the two arguments of the
stative predicateare marked by the nominative marker ga.



52 Case2 PredicateAgglutination and Caselicensing rulesinteract

(21) The Dat-Nom (ni-ga) Casearray:

a [TP[#IT*‘II"I"-" [p2 proy tyungokugo hanas vo] [ ell [rul]
ao Chinese spesk can Pres

b. [+¢ [mTa:-:u:-. proi  tyuugokugo hanas-»-e] [N]]

C. [tr [Taroo;-ni proi tyuugokugohanas-v,-e} [ru]]

d. [t Taroo;-ni pro; tyuugokugo  hanas-v;-e-ru]

e [Taroo;-ni proi tyuugokugo-ga hanas-v,-e-ru)

—= Taroo-ni tyuugokugo-gahanaseru  Taro can speak Chinese.!’

If PA applies after the Context Sensitive Rule up to the potential morpheme -e,
as in (21), then the environment for the Context Sensitive Rule no longer exists,
because the verbal complex is [+stative]. But the Dative Rule, on the other hand,
is dtill applicable and the experiencer Taroo can be marked by ni. After the
remaining verba elements are assembled by PA, the Default Rule marks the
object NP with the nominative marker ga. This yields the Dative-Nominative
Casearray.

When PA applies after the Case-marking rules have applied, the other Case
array emerges. If PA applies between the Context Sensitive Rule and the Dative
Rule, as illustrated in (22), then the context for the Dative Rule is no longer
available for Taroo after PA. So Taroo becomes subject to the Default Rule,
which leadsto the Nominative-AccusativeCase array.

(22) The Nom-Acc (ga-0) Casearray:
& [rp [ Taroo; [z pro;  fyuugokuge hamasv,] [ e]] [ru]]
Tao Chinese spesk
b. [r¢ [y Taroo; [y pro; tyuugokuge-o hanas v,] [ ell [ru]]
C. [+p Taroo; proi tyuugokugo-ohanas-v,-e-ru]
d. [Taroo;-ga proi tyuugokugo-ohanas-v,-e-ruj
»  Taroo-gatyuugokugo-ohanaseru  Taro can speak Chinese!’

53 Case 3 The derivation leading to the non-acceptable Dat-Acc Case
array

If PA applies agffer both the Context Senditive and the Dative Rules, then either
the Default Rule does not apply because there is no NP to be Case-licensed at
the end of the cycle, or even it has applied to the representation in (23d), we
cannot know its effect because there is no NP that is left unmarked for Case.
Therefore the Exhaudtivity Condition is not observed, and the output with the
Dative-AccusativeCasearray isillicit.

23)a[rp [ Toroo; [ pro; tyuugokugoe hamasve] [ el] [ru]]

Taro Chinese Speak can Pres
b. [rp [ Taroo, [p2proi  tyuupokugo-o hanas vl [,y e]] [ru]]

Tao Chinese-Acc speak can Pres
C. [t [w: Tarooi-ni [z proi tyuugokugo-o  hanas v;] [, ell[rul]

Tao Chimese-Acc  spesk can Pres

d. [Tarooi-ni pre;  tyuugokugo-0  hanas-v;-e-ru]  ga-marking m.iw
— *Taroo-ni tyuugokugo-ohanaseru Lit. Taro can speak Chinese.!’



6. ConcludingRemarks

To summarize, | have proposed a system of morphological Case licensing,
which operatesin a cyclic manner and interacts with other PF processes such as
PA and Linearization. Depending on the point of PA in relation to Case marking
rules, different Case arrays are yielded and in this sense, the PF. The proposed
system is compatible with Sakai's data that indicates the lack of syntactic verb
raising, since the proposed analysis basicaly concatenates al the verba
elements in PF and does not have recourseto syntactic V-rasng. Asfor the lack
of morphologica Case matching in the gapping context, assuming that clausal
coordination underlies gapping, the structure of (11)-(12) can be given as in
24).

(24) Thestructureof (11)-(12):
[res L1 Taroo; [z pro; fyuugokugo sukosi  hanas vo] [me]] — [te]],

Taro Chinese  alittle speak  Potential Ger
sosite [pz [wy Hanako, [; pro; rosiago kanari  hamas] [.e]]
and Hanako Russanmuch  speak  Potentia

[ru]l
Pres

Note that each of the conjoined TP provides a distinct domain for the PF
processes that we have seen above: other than cyclicity, linearity, the Well-
Formedness Condition, and the Exhaustivity Condition, there are no principles
that regulate the application of the PF processes.

As for Subject Raising in Japanese, which exhibits strict morphological
identity, it has been andyzed in the recent framework as being due to the
structurally ambiguous position of the embedded subject phrase; see Bruening
2001 and Hiraiwa 2002, among others. Since the NP undergoing Case
dternation is in the edge of a phase, it can be either mapped to PF with the
embedded clause and gets nominative Case, or it can be sent to PF with the
phase of the matrix v and be marked as accusative. Under the assumption that
Spell-Out is a kind of syntactic operation, the optionality of Case for the
embedded subject in this construction is due to a syntactic factor, rather than a
morphologica one. At this dpoi nt, note that many syntactic operations have been
assumed to apply to a coordinated structure in a parallel manner, as discussed in
Ross 1970 and Williams 1978, among others. Extending this "pardld"
requirement on the syntactic operations applying to coordinated structures, |
suggest that the embedded subject in the two coordinated TPs be mapped to PF
a thesamepoint. Hencethere shouldn't be any mismatch here; the two subject
phrases are Case-licensed a the same timing, regulated by a paraleism
requirement on Spell-Out applying to the coordinated structure. In short, the two
constructions differ in morphol ogical Case identity in gapping, becausethe place
in which Case-licensing takes place differ; in the case of Subject Raising, it
takes place before PF processes become operative, while in stative sentences,
Case marking does interact with Linearization and PA, which yield structural
ambiguity in PF.
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! See Yip, Maling, Jackendoff 1987, who are based on Goldsmith 1976, for the necessity of this
conditionfor a linear system of morphological Casemarking.

'See Halleand Vergnaud 1987 for related discussion.

* According to Y ukinori Takubo (personal communication), the Mitsukaido dialect of Japaneseisan
exception to Shibatani”s generalizatoin; in this didect, it is possibleto have a sentence whose sole
NP argument is marked by ni. As pointed out to me by Fumikazn Niinuma (persona
communication), Shibatani”s generalization is not common across languages, only Japanese and
Korean seem to be subject to this generdization. These two facts may suggest that the Exhaustivity
Conditioniseither parametrized,or does not belongto the core of the grammar.

* Following Fukui and Takano 1998, | assume that linearization takes place in a top-down manner,
targeting the root nodein PF.

* Having only one tense morpheme, (19) is more appropriately characterized as "bipropositional.”
Herel smply call (19) "biclausal” for ease of exposition.

References

Bruening, Benjamin. 2001. Raising to object and proper movement. Ms, University of
Delaware.

Chomsky, Noam. 1995. The Minimalist Program. Cambridge, Mass.: MIT Press.

Chomsky, Noam. 2000. Minimalist inquiries. The framework. In Roger Martin, David
Michadls, and Juan Uriagereka, eds,, Step by step: Essays on minimalist syntax in
honor of Howard Lasnik, 89-156. Cambridge, Mass.: MIT Press.

Chomsky, Noam. 2001. 'Derivation by phase,’ in Michael Kenstowicz, ed, Ken Hale A
lifein language, 1-52. Cambridge, Mass.: MIT Press.

Chomsky, Noam, and Howard Lasnik. 1977. "Filtersand Control,” Linguistic Inquiry 8:
425-504.

Dubinsky, Stanley. 1992. 'Case assignment to V P-adjoined positions: Nominative objects

in Japanese,' Linguistics30:873-910.

Fukui, Naoki and Yuji Takano. 1998. 'Symmetry in syntax: Merge and Demerge,
Journal of East Asian Linguistics7, 27-86.

Goldsmith, John. 1976. Autosegmental phonology. Doctoral dissertation. MIT.

Hale, Moms and Jean-Roger Vergnaud. 1987. An essay on stress. Cambridge, Mass.:
MIT Press.

Harada, Naomi. 2002. Licensing PF-Visible Formal Features. A Linear Algorithm and
Case-Related Phenomena in PF. Doctoral dissertation. University of California,
Irvine.

Hiraiwa, Ken. 2002. Raisingand | ndeterminate-Agreement.Ms, MIT.

Kageyama, Taro. 1982. 'Word formation in Japanese,' Lingua57: 215-258.

Kiparsky, Paul. 1973. 'Elsswheré in Phonology,’ in Stephan R. Anderson and Paul
Kiparsky, eds, A Festschrift for Morris Halle:93-106. New York:Holt, Rinehart and
Winston.



Kuno, Susumu. 1973. The structure of the Japanese language. Cambridge, Mass:MIT
Press.

Kuno, Susumu. 1980. The scope of the question and negation in some verb-fina
languages,’ CLS 16:155-169.

Kuroda, S-Y. 1965. Generative grammatical studies in the Japanese language.
Doctoral Dissertation. MIT. [Published from Garland in 1979.1

Kuroda, S-Y. 1978. 'Case-marking, Canonical Sentences Patterns, and counter Equi in
Japanese,' in John Hinds and Irwin Howard, eds., Problemsin Japanese syntax and
semantics:30-51. Tokyo:Kaitakusha. Reprinted in Kuroda 1992.)

Kuroda, S-Y. 1983. 'What can Japanese say about government and binding?' in
Proceedings of WCCFL-2:153-164, Stanford:CSLI. [Reprinted in Kuroda 1992.1.
Kuroda, S-Y. 1992. Japanese syntax and semantics. Dordrecht:Kluwer Academic

Publishers.

Marantz, Alec. 1988. 'Clitics, morphological merger, and the mapping to phonological
dructure’ in Michael Hammond and Maire Noonan, eds, Theoretical
morphology:Approaches in modern linguistics:253-70. San Diego:Academic Press.

Marantz, Alec. 1989. 'Clitics and phrase structure; in Mark Batin and Anthony Kroch,
eds,, Alternative conceptions of phrase structure:99-116. Chicago:University of
Chicago Press.

Nunes, Jairo. 1999. 'Linearization of chains and phonetic redization of chain link,' in
Samuel D. Epstein and Norbert Hornstein, eds, Working minimalism:217-249.
Cambridge, Mass.:MIT Press.

Ross, John Robert. 1970. 'Gapping and the order of congtituents,’ in Manfred Bierwisch
and Karl Erich Heidolph, eds., Progressin Linguistics. The Hague:Mouton.

Saito, Mamoru. 1982. Case markingin Japanese. Ms, MIT.

Saito, Mamoru, and Hiroto Hoshi. 1998. Control in complex predicates. Ms,, University
of Connecticut, Storrs.

Sakai, Hiromu. 1998. Kotenteki ruikeiron to hikaku toogoron: Nihongo doosi keitai no
bunseki 0 foosite. [Classical typology and comparative syntax:From an analysis of
the morphology of Japaneseverbs] Ms., Hiroshima University.

Shibatani, Masayoshi. 1977. 'Grammatical relations and surface Case' Language
53:789-809.

Tada, Hiroaki. 1992. 'Nominative Objects in Japanese,’ Journal of Japanese Linguistics
14:91-108.

Takezawa, Koichi. 1987. A Configurational Approach to Case-Marking in Japanese.
Doctoral dissertation. University of Washington.

Tomioka, Satoshi. 1992. 'Argument structure and nominative/accusative alternation in
Japanese,' in FLSM III: Papers from the Third Annual Meseting of the Formal
Linguisitc Society of Midamerica, 325-340.

Ura, Hiroyuki. 1999. 'Checking theory and dative subject constructions in Japanese and
Korean," Journal of East Asian Linguistics8:223-254.

Uriagereka, Juan. 1999. 'Multiple Spell-Out,' in Samuel D. Epstein and Norbert Hornstein, |
eds., Working minimalism:251-282. Cambridge, Mass.: MIT Press. .

Wilder, Chris. 1997. 'Some properties of ellipsis in coordination,’ in Artemis Alexiadou
and T. Alan Hall, eds., Sudies on Universal Grammar and typological variation:59-
107. Amsterdam/Philadelphia:John Benjamins Publishing Company.

Williams, Edwin. 1978. 'Across-the-board rule application,” Linguisticlnquiry 9,3 1-43.

Yip, Moira, Joan Maling, and Ray Jackendoff. 1987. 'Case in tiers' Language 63: 217-
250.



Naomi Harada
ATR International
MIS Department 4, ATR I nternational
2-2-2 Hikaridai, Keihannna Science City
Kyoto, 619-0288,JAPAN
nharada@atr.co.jp, nharada@alumni.uci.edu



Event Mattersin the Object Internally-
Headed Relative Clause:

Hironobu Hosoi
Kagoshima Prefectural College and McGill University

1 Introduction

In this paper, | discussthe congtruction which looks like the internaly-headed
relative clause, given in (1), and the internaly-headed relaive clause
construction, givenin (2).

The CENP (Counter-Equi NP) construction
(1) Keisatsu-wa [doroboo-ga nigeyoo-to shi-ta}-tokoro-o tsukamae-ta.
police-TOP  burglar-NOMun away-by to-PST-occasion-ACC arest-PST
""The policearrested a burglar on theoccasionon which shetried torun

away.

TheIHRC (Internaly-Headed Relative Clause) construction
() Keisatsu-wa [doroboo-ga nigeyoo-toshi-ta}-ne-o tsukamae-ta
police TOP  burglar-NOM run away-try to-PST-NO-AC@rrest-P&T
"The policearrested aburglar in the occason inwhich shetriedtorun

anay.

For the following discussion, | refer tothe first congtruction in (1) as the CENP
construction and the second congtructionin (2) asthe IHRC construction.

In both the CENP congtructionin (1) and the ITHRC congtructionin (2), the
embedded NP, namely, daraboc "*burglar” isinterpreted as an argument of the
matrix verb tsukamae "arest”. On surface, the difference between the CENP
congruction and the IHRC condruction seems to be tha, in the CENP
congtruction in (1), tokoro "'occason’ heads the embedded clause, wheress, in
theIHRC constructionin (2), no headstheembedded clause.

As noticed by Shimoyama (1999), what isinteresting isthat, asshown in (3),
the IHRC can also gppear as the subject of the matrix clause. On the other
hand, as shownin (4), thezokaro-clause of the CENP construction cannot appear
as the matrix subject.



(3 [[Daidokoro-no mado-kara  shiroi-neko-ga hait-te ki-ta]-no)-ga
kitchen-GEN  window-from whité-cat-simd COMein-PST-NO-NOM
sakana-o  tot-te nige-ta.
fish-acc  sed-and  run away-pST
"A whitecat camein from thekitchenwindow and it stoleafish and ran
away."

(Shimoyama1999)

(4) *[[Daidokoro-nomado-kara  shiroi-neko-ga hait-te ki-ta]-tokoro]
kitchen-GEN window-from white-cat-NOM comein-PST-occasion
-ga  skanao tot-te nige-ta.
-NoM fid+ACC dged-and runanay-PST
" A whitecat camein from the kitchen window and it stoleafish and ran

away.

Then, onequestion arisesasto why we have thiskind of difference, eventhough
the CENP condtruction in (1) and the THRC congtructionin (2) look like each
other. In this paper, | argue that rokoro which heads the embedded clausein
(1) must be relaed to events as wel as individuals. On the other hand, no,
which heads the embedded clause in (2) can be related only to individuas.
This difference causes the difference of grammaticality between the subject
IHRC construction and the subject CENP construction.

Before the discusson on the above difference, | will first discuss some
assumptionswhich we need for thefollowing discussion.

2 Someassumptions

21 Thedischarge of the E(vent)-position

My first assumption is about where an event argument position is discharged.
In this paper, following Higginbotham (1985) among others, | assume that the
verb has an extraargument position for events.  Furthermore, this position for
eventsis dischargedwhen T combineswith VP or VP istheta-bound by T.

22 Functiona applicationand event identification

The second assumption is about some semantic principles for compositiona
semantics.  For the following discussion, following Kratzer (1996) and Heim
and Kratzer (1998) among others, | assume Functiond Applicationin (5) and
Event Identificationin (6).



Thedefinition of Functional Applicationisgivenin (5).

(5)  Iff isan expressondf type <ab=, and aan expressonof type =a=,
then f{a) isan expression Of type<b>,
(Camn 1993:86)

Roughly spesking, under Functiona Application in (5), it is assumed that the
denotation of one syntacticelementisafunction, and it takesthe other syntactic
element asitsargument.

The other semantic principlewhich | assumefor the following discussonis
Event Identification (Kratzer (1996)), givenin (6).

According to Kratzer (1996), Event Identification chains together various
conditionsfor the event described by a sentence.

2.3 Syntax-semanticsinterface

Thethird assumption is related to syntax and semantics.  FollowingHeim and
Kratzer (1998) among others, | basicdly assume that movement creates a
derived predicate. However, | do not drictly follow Heim and Kratzer's
assumption. | assumethat lambda abstractionis smply an interpretive reflex
of a configurationinvolving a chain.  For example, in (7), under the tandard
assumption of A-movement of a subject NP to the Spec of TP, the movement of
XP (subject NP) yidds the interpretation of a lambda abstraction without
making any extra syntactic elements. Thus, in thiscase, T' in (7) becomesa
derived predicate.

Q)
TP

XP, T -->apredicative expression, after lambdaabstraction

AN

24 Redtriction on lambda conversion

The fourth assumption is about lambda converson. In the semantic



representation in (8), even though the denotation of smore containsa variablex,
this variable cannot be accidentdly bound by the existential quantifier after
lambdaconversion of (8).

In the semantic representation in (8), the variable x typed in bold face print is
outside the scope of the existential quartifier. Therefore, the interpretation of
(8) isdifferent from theinterpretation of (9). Theinterpretation of (8), in fact,

should bethe sameas theinterpretationin (10). Thus, the semanticformulain
(8) cannot be changed to (9) by lambdaconversion.

3 Theimpossbilityof the subject tokoro-clause

This section discusses how my analysis accounts for the impossibility of the
subject fokoro-clause, in contrast withthe subject ITHRC.,

As mentioned in the introduction, | propose that fokoro of the CENP
congtruction must be related to eventsas well asindividuals. To be specific, |
assume that, as shown in (11), the whole tokoro-clause NP takes the matrix
clause as a relation which holds between a maximd (or unique) individual,
namey, amaxima (or unique) sdient participant of the embedded event and an
event.

(12) AR Az, [R (ux[salient participantin Situation’ (x,, ww, [Situation’ (w,)]) &
tokoro” (ww, [Situation' (w,)], z)1Xz)]

Roughly spesking, theinterpretation of the whole fokoro-clause given in (11)
includes two properties. The first property of fokoro is to make the tokoro-
clause denote a maximd (or unique) individual which is a participant of the
embedded event, namédly, the tokoro-clause event, adapting the ideas of Hoshi
(1995) and Shimoyama (1999). ow [Situation’ (W] in (11) correspondsto the
denotation of the embedded clause. The specific property of the sdient
participant of the embedded clause is determined by the relevant semantico-
pragmaticinformation coming from: the embedded clauseand the matrix clause.

The other function of fokore is to connect the embedded event, ie., o
[stuation’ (W] with the matrix event z, fokoro within the semantic
representation in (11) expresses tempord overlap reation between the
embedded event and the matrix event. Furthermore, | assume that the event
varigblez, in (9) must be abound variable. In other words, it cannot beafree



vaiableat LF,
I now explain the reason why the subject tokoro-clause is impossible under
my anadysis. | assume that the example in (12) has the syntactic structure in

(13). Under my andlysis, | assumethat the subject sokoro-clause must move up
tothe Spec of TP to obtain NominativeCase.

(12) *[gakusei-ga hamabe-o  arui-te i-ru]-tokoro-ga
Sudent-NOM  beach-acC  walk-being-HuNPsT-oocasi on-Kon
okane-o otoshi-ta.
money-Acc drop-FsT
" A student dropped money on the occasionduring which sthe was
walkingthe beach."

With regard to the example in (12), the semantic representationgiven in (14)
would be the expected trandaion of example (12). In this semantic
representation, just for smplicity, | an ignoring the denotation of TENSE.

(14) 3z [Agent(1X,[salient participantin situation’(x,, ww,{walk_on_the
_beach’ (s, w,)]) & tokoro-conj’ (w, [walk_on_the beach’ (s, w,)}, z)])
& drop’(m, 2,)]

We now consider the caculation of the semantic value of the syntactic
gructurein (13). Thesemantic representation in (15) would correspond to the
denotationvP in (13). After T theta-bindsthisvP, wewould havethe semantic
denotation given in (16). Before the subject tokoro-clause NP in the Spec of
TP combines with the matrix dause, the lambda operator abstracts over the
vaiable », in (16). As a result, we would have the semantic representation



givenin(17). Thissemantic representationcorrespondsto thedenotationof T,
when the tokuro-clausein the Spec of TP combineswith theT”.

(15) Az [Agent (u,, z,) & drop’ (m, 2,)] — vP
- u, isasdated with thetracet; in the structurein (13).

(16) Iz, [Agent (u,, z,) & drop' (M, z,)] = T theta-bindsvP.
(17) M, 2 [Agent (u,, ) & drop’ (M, z,)] — T' after lambda abstraction

When the tokoro-clause combineswith the matrix clause, we would have the
semantic representation in (18). However, there is one problem with this
semantic composition between the subject tokoro-clause and the matrix T'. At
this stage, as shown in (19), the subject tokoro-clause is an expression of type
<<, g ==, <g == On theother hand, as shown in (20), the matrix T isan
expresson of type <et>. Thus, there is a type mismaich between the
denotation of the subject fokoro-clause and the matrix clause T'.  Thus, we
have a problem with the semantic composition between the subject tokoro-
clauseand the matrix T".

(18) AR iz, R (x,[salient participantin Stuation’ (x,, w, [Stuation’ (W)]) &
tokoro' (ww, [Situation’ (W)], 2} 1Mz)] O, 3, [Agent (u,, v,) & drop'
(m, v)) = typemismatch

(19) AR Az, R (X, [salient participantin situation' (x,, w, [Stuaion’ (W)]) &
tokoro' (w, [Situation' (w,)], 22 1z,)] — type<<e, <§ (==, <§ ==

Suppose that, as shownin (21), the subject tokuro-clause can take a property
as itsargument, which holdsof aunique participant of theembedded clause.

(21) WP[P (xx [salient participantin situation’(x,, ww,[situation(w,)])& tokoro-
conj”  (uw, [situation (w,J). £) ] (hu, 3z [Agent (u., 2) & drop’ (m, z,)])

(22) A, Iz,[Agent (u,, z,) & drop,’ (m, z,)}{ux.[salient participantin Stuation’
(., ww, [Situation (w)]) & tokoro-conj’ (w, [Situation (w,)], 2.1}

(23) 3z, [Agent(or, [salient participantin situation’ (x,, w,[situation (w,)]) &
tokoro-conj’ (w,[situation (W,)], q)]) & drop' (M, z,)]

In this case, we do not have any type-mismatchin (21). However, there is



another problem. Fird, by lambda conversion, we can change the semantic
representation in (21) to the semantic representetionin (22). However, at this
stage, because of the restriction on lambda conversion discussed in section 2.4,
we cannot change the semantic representation in (22) to the semantic
representationin (23) by lambda conversion. Thisis because, as discussedin
section 24, in the semantic representation in (22), the variable z, typed in
boldface print contained in the denotation of the tokoro-clause is outside the
scope of the existentid quantifier. Therefore, the interpretation of (22) is
different from the interpretationin (23). Thus, thevariable z, contained in the
subject tokaro-clause cannot be connected with the matrix event.  Furthennore,
it cannot be bound by anything. Asa result, the subject okoro-clause is ruled
out under my anayss.

On the other hand, in the casedf the object fokoro-clause, it can combinewith
the matrix clause below vP. In this case, in the same manner as the subject
tokoro-clause, the object fokoro-clause takesa rdation, namely, an expression of
type <s, <ei=>, asits agument, as shown in (25). However, regarding the
matrix clause, since the position for events is not yet discharged, the matrix
clause denotes a relation of type <s, <&, ==, asshownin (26). Therefore, we
do not have any t ype mismatch between the object tokoro-clause and the matrix
clausein (24). Thus, the object fokoro-clause isgrammatical.

(24) AR 2, [R (X[salient participantin situation' (x., w, [situation’ {w,J]} &
tokoro-conj” (uw, [situation” (w,)] 2,)INz)] (hv, Au,[arrest” (v,, u,)])

(25) AR Az, [R (X [salient participantin Stuation’ (x,, w, [Situation’ (w,)]) &
tokoro’ (ww, [Situation’ (w,)], z) T{zJ]

4 Somepredictionswith regard to the CENP constr uction

This section discusses some predictions made by my andyss. Under my
analysis, the position where the tokoro-clause exists at LF is important for the
grammaticality of the CENP construction.  As discussed above, if the skoro-
clause combines with the matrix clauseoutside vP after the position for event
arguments is discharged, then, my analysis predicts that the tokoro-clause is
ruledout. This prediction seemsto beborne out, asshownin (27) - (29).

(27) *[gakusei-ga seki-o sur-u]-tokoro-ga ward-ta
student-NOM cough-ACC  do-NONPST-occasion-NOM  laugh-PST
""A student laughed on the occasion on which s/he coughed.™



(28) *[gakusei-ga seki-o sur-u]-tokoro-ga ryokan-ni
student-NOM  cough-ACC  do-NONPST-occasion-NOM  inn-at
tsui-ta
arrive-pST
""A student arrived at theinn on the occasion on which s/he coughed.™

(29) *[gakusei-ga  hon-o ka-u}-tokoro-ga
Student-NOM  book-ACC  buy-NONPST-occasion-NOM
gang-ni yotte nagur-are-ta.
gangster-owingto  punch-PASS-PST
"' A student was punched by agangster on theoccasion on which s/he
bought a book."

In the case of the unergative congtructionin (27), | assumethat the subject NP
is base-generated in the same position asthetransitivesubject.  Furthermore, |
assume that, for the Case-reason, the unergative subject must move up to the
Spec of TP to obtain Nominative Case.  Under this assumption, ny anaysis
predicts that the subject tokoro-clause is not dlowed even in the unergative
congruction. Thispredictionisborneout, asshownin (27).

In the same manner as the trandtive congruction and the unergative
congruction, my analysis also predicts that the subject tokoro-clause of the
unaccusative construction should also be ruled out.  With regard to the
unaccusative congruction, | assumethat the surface subject i s base-generated in
the complement position of the verb. However, crucidly, the fokoro-clause
basegeneratedin the complement position must move up to the Spec of TP to
obtain Nominative Case.  Thus, even in the unaccusative construction, at LF,
the subject tokoro-clause exists outside vP and combineswith the matrix clause
after the position for eventsis discharged.  Under thisassumption, my analysis
predictsthat the subject tokaro-clause in the unaccusativeconstruction should be
ruled out in the same manner as the subject tokoro-clause of the transitiveand
unergativeconstructions.  This predictionisborneout, asshownin (28).

In the same manner as the unaccusative construction, even in the passive, the
subject tokoro-clause moves out of vP to obtain NominativeCase and combines
with the matrix clause after the postion for eventsis discharged.  Thus, the
sentencein (29) isungrammatical.

On the other hand, my analysis predictsthet, even though the zokoro-clause
occupiesasubject pogtion, aslongas itisinsgdevP and it can combinewith the
matrix clause beforethe postion for events is discharged, the tokoro-clause can
combinewith the matrix clause. Asa result, it should be grammatical. The
causativeis, infact, one of thesecases.

The syntactic structure of the causative constructionin (30) basically follows
Kuroda (1965), Terada (1990), and Hasegawa (1999). In this structure, the



causee NP occupies a subject position of the embedded clause.  If my analysis
is correct, the tokoro-clause can occupy this causee subject pogdtion. Thisis
because, when the causee fokoro-clause NP combineswith the matrix clause, the
position for events of the matrix verb is not yet discharged.  Thus, inthe same
manner as the object tokoro-clause of the trangtive congtruction, the matrix
clause can denote a relation which holds between an individua and an event.
This prediction is borne out, as shown in (31). In (31), the tokoro-clause
marked by the DativeCase marker —ni can appear asthe causee NP.

>

tokoro-clause ' (s)ase — causativeverb

>

(31 Cindy-wa [Ichiro-ga hon-o yon-dei-ru}-tokoro-ni
TOP NOM book-ACC read-be-ing-NONPST-occasion-DAT
ocha-o ire-sase-ta
texACC  make-CAUSE-PST
"*Cindy made | chiro make tea on the occasionduring which hewas
reading a book."

5 Thesubject IHRC

Section 5 discusses the reason why the subject ITHRC is possible. With regard
to the IHRC, it can take a property rather than a relation as its argument, in
contrast with the fokoro-clause. With regard to the denotation of the whole
subject IHRC, | assumethefollowing semanticdenotationin (32).

Thisdenotation isbased on Hoshi’s (1995) andlysisof theIHRC. Thevariable



x, in this representation is associated with the embedded event of the | HRC
condruction. Thevarigbley, isan entity varidble. The variable y, is bound
by the iotaoperator. Thus, in the semantic representation in (32), thereisa
uniqueindividua y, which hasa property 7(¥). Thedenotation of thevariable
T is determined by the semantico-pragmatic information coming from the
embedded clause and the matrix clause. Furthermore, as shown in (32), the
whole IHRC denotes a function which takes the matrix clause as a property.
Thus, the whole IHRC is an expression of type <<gt=, t>. Thisis crucidly
different from the tokoro-clause. TheIHRC takesa raparty asits argument,
whereasthe CENP tekesareation asits argument.

We now examinethe subject IHRC.  With regardto the examplein (33), we
would havethe denctationin (34).

(33) [Doroboo-ga nige-te  i-ta}-no-ga Hanako-o  osot-ta.
burglar-NOM  run away-be-ing-PST-NO-NOM . ACC  dtack-PST
"Theburglar, whowas running away, attacked Hanako.”

Under the above anaysis of the IHRC, the subject | HRC would have the
semantic denotation given in (36). When this subject IHRC appears in the
Spec of TP and combineswith the matrix clause, we would have the semantic
representationgivenin (35).

(36) AP [F* {uy, [[T{wz, [running_away’ (b, )]}y, )]} -— type ==e, t>>, =
(37) v, Ju, [Agent (v,, u,) & attack’ (h, u,)] — type=e,=

In this representation in (35), unlike the subject tokoro-clause, we would not
haveany problem with the semantic composition between the subject] HRC and
the matrix clause. Under this anadlysis, the subject | HRC denotes a function
which takes a property of type <et> as its agument, as shown in (36).
Furthermore, the matrix clauseis an expression of type <e,i=, as shown in (37).
Therefore, the subject IHRC can take the matrix clauseasitsargument.  Thus,
wedo not have any problem withlambdaconversionin (35).

6 Some predictionswith regard to the IHRC construction

Section 6 discusses some predictions made by my analysis about the subject



| HRC construction.  As discussed above, under my analysis, even after the
position for eventsisdischarged, the IHRC can combinewith the matrix clause.
Thisis because, in contrast with the rokare-clause, the subject IHRC can take
the matrix clause dencting a property asits argument. This anaysis predicts
that, in the same manner as the trangtive subject, the IHRC should be able to
appear asthe subject of the unergative, unaccusative, and passive congtructions.
This predictionseemstobeborneat, asshownin (38), (39), and (40).

Theunergative congtruction

(38) [gakusei-ga seki-o shi-taJ-no-ga geragerato  warat-ta.
sudent-NOMcough-ACGbPST-NONOM  loudly lsugh-PsT
A student laughed loudly on the occasion on which she coughed.™

Theunaccusative congtruction

(39) [gakusei-ga ski-0 shi-ta]-no-ga koori-no ue-de Subet-ta
student-NOM cough-ACC do-PST-NO-NOMige=GEM 0N slip-PST
A student who coughed dipped on theice™

The passivecongruction

(40) [tora-ga ori-kara  nige-tal-no-ga keisatsu-ni yotte
tiger-NOMeage-from run away-PST-NO-NOM  police-owingto
tsukamae-rare-ta.
catch-PASS-PST
"*A tiger which ran away from a cage was caught by the police."

7 Concluson

In conclusion, in this paper, | have proposad that tokore which heeds the
embedded clause of the CENP constructionin (1) isinherently event-related and
must be related to eventsas wdl asindividuals. On the other hand, no, which
heads the embedded clause of thel HRC congtructionin (2) can be related only
to individuds. This difference leads to the difference of grammaticality
between the subject IHRC construction and the subject CENP construction.

Furthermore, | speculate that the subject IHRC in Japanese is similar to
IHRCs in other languages. One interesting similarity is that, as noticed by
Shimoyama (1999), the internd head NP of the subject IHRC in Japanese
exhibitsa kind of indefiniterestriction, liketheTHRCs in many other languages.
To be specific, theinternal head of the subject IHRC in Japanese seemsto bea
predicative expression of type <et= In my future research, | have to extend
my analysisof the IHRC to IHRCs in other languages.



Notes

''| wish to thank Mark Baker, Lisa Travis, Jonathan Bobaljik, and Brendan Gillon for ther
commentsand suggestions.
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1. Introduction

In traditional descriptive categorizationsof adverbias, the notion of 'manner’
figures prominently. Manner adverbials such as degantly or clumsly are
distinguished from, for example, locative adverbials such as in the corner or
temporal ones such as for an hour. Yet 'manner’, however useful it might be as
a pretheoretical descriptiveterm, is a concept more ill-defined and elusive than
time or place. What exactly, then, is a manner? Should it be understood as
anything more than a descriptive convenience? What role should it play in the
grammar? Among the goals of this paper is to address such questions by
examining a pardlel in severa languages between certain morphologicaly
related adnominal and adverbial modifiers. This will lead to a view in which
manner is understood as analogousto the notion of kindsin the nominal domain.

The empirical starting point will be modifiers in a number of languages
that seem to be, roughly speaking, anaphoric to a manner, such as tak in Polish
and Russian, so in German, and zo in Dutch:

() a Ontanczyttak. (Polish)
he dancedthus
'He dancedlikethat.'

b. Ontantseval tak. (Russian)
he danced thus
'He danced likethat.'

c. Er hat sogetanzt. (German)
He has thus danced
'He danced likethat.'



d. Hij danst zo. (Dutch)
he dancesthus
'He danceslikethat.'

These expressions al occur as adnominal modifiers as well (in Savic, in an
inflected form). In this use, they are a so anaphoric, but not to a manner:

(2) a Taki pies uciekt wczoraj W nocy. (Polish)
such.Masc 50 MO0 dog WO ran.away yesterday in night
'Such adog ran away last night.'

b. Takuju sobaku my videli. (Russian)
such MASC 5G.ACC dog 506400 we Saw
"‘We saw such adog.

¢. Wirhabenso einen Hund gesehen. (German)
Wehave sucha  dog seen
'We saw such adog.

d. Ikzou zo 'n hondwillen hebben (Dutch)
| wouldsucha dog want hawe.IsF
'I would liketo have such adog.

The relation between the adverbial modifiersin (1) and the adnominal modifiers
in (2) is quite close. But the sentences in (2), unlike those in (I, receive
interpretations that seem to involve anaphorato a kind (Carlson 1977) rather
than to a manner, as we will argue below. A correspondenceof this sort exists
even in English, though only in a vestigial form, in the relation between the
cognatesso' and such:

(3) @ ?Hedanced (like) so.
b. Suchadog ran away last night.

The analytical aim here will be to develop an approach to the semantics of
adverbial expressions such as those in (1), guided by the intuition that their
analysisshould parall€l that of their adnominal counterparts.

This problem is articulated in a bit more detail in section 2. In section 3,
previous approaches to the analysis of English such are examined, and an
analysis in terms of anaphorato kinds is adopted and extended to adnominal
modifierslikethosein (2). In section 4, a parallel analysisis developed for their
adverbial relatives by introducing an analogue of kinds into the domain of
events. In section 5, some broader implications of this approach are explored.
Section 6 concludes.



2. A Closer Look at the Data

2.1. The Adnominal Use
In their adnominal incarnation, these modifiers closely paralel English such. In
English, if a particular kind of dog had been under discussion (say, the poodie) a
natural way to refer to a particular dog of that kind (a particular poodle) would
be with such a dog. The DPs in (2) can be used in this way as wdl. Thus in
Polish, for example, one might refer to a particular dog of the contextually
salient kind with zaki pies ('such dog).

The parale also extends to an aternative way of indicating the kind
involved. In English, such has a use in which the kind is not provided by
context, but rather indicated overtly with an as phrase:

(4) a Suchadog asthisran away last night.
b. Such books as these were once read.

Analogues of English as phrases can be used for this purpose in other languages
aswell:”

(5) Taki pies jaktenuciekl  wczorgg w nocy. (Polish)
such.MasC.50G.M0M dog HoM as  this ran.away yesterday in night
'Such adog asthisran away last night.'

(6) SoeinHundwiedieser hat mal meinen Bruder gebissen. (German)
suchadog as this.sG.RosM hasonce my brother bitten.
'Such adog likethat once bite my brother.'

So, apart from expected and relatively superficia differences - like agreement
between the modifier and the noun — these modifiers correspond very directly in
their adnominal use to English such.

2.2. The Adverbial Use

In their adverbial use, these modifiers have no direct andogue in English,
though they are comparableto expressionslike thus, that way, like that, or the
use of soin (3). Essentialy, the state of affairs seemsto be that though English
has limited itself to using such adnominally, German and Polish have imposed
no anal ogousrestriction.

Even so, the connection between adnomina and adverbial uses of these
expressions is intimate. The semantic task adverbial uses of these modifiers
perform with respect to manner is precisely analogousto the semantic task their
adnominal uses perform with respect to kinds. Thus, if a particular manner of
dancing (say, dancing passionately) had been under discussion, a naturd way to
characterize a particular instance of dancing that way (a particular passionate



dancing) would be with tanczyé tak (‘dance.rF s0) in Polish or with so tanzen
('so dance.INF *) in German.

Just as the adnomina incarnations of these modifiers support an
aternative, overt means of expressing the kind involved as in (5-6), so too their
adverbial incarnations support a precisely paralel means of expressing the
manner involved:

(7) Jan tadcayt iak jak Maria. (Polish)
John damced. 3 50, MASC.PAST thusas Mary
‘John danced this way/the way Mary did.’

(8 Jan hatso wieMariagetanzt. (German)
John hasthusas Mary danced
‘John danced this way/the way Mary did.

It isnot, then, just the modifiersthemselvesthat are identical (modulo, in Slavic,
inflection) acrosstheir uses, but also the phrasal complements they take.

In Polish, the correspondence between adnomina and adverbial uses is
also reflectedin the wh-word counterpartsof tak/taki:

(9 a Jaki pies uciekl  wczoraj w nocy?
what MASC S0, MOM dop. MO ran.away yesterday in night
'‘What kind of dog ran away last night?

b. Jak taficzvl Jan?
how danced John
'‘How did John dance?

The inflected adnominal form taki can be questioned with a corresponding
inflected adnomina wh-word jaki; likewise, the uninflected adverbia form tak
can be questioned with a corresponding uninflected adverbial wh-word jak. The
semantics seems correspondingly parallel. Just as tak is anaphoric to a manner,
jak questionsa manner; and just as taki is anaphoricto a kind, jaki apparently
questionsa kind.”

23. TheFactsSo Far
The correspondence between adnominal and adverbial uses of these modifiers,
then, is very close. These uses are semantically parallel, syntactically paralel
(modulo inflectional morphology), support parallel as-phrase-like structures,
and, in Polish, have parallel wh-words.

To our knowledge, these systematic pardlels have not been previously
discussed from a generative perspective. Nor is there to our knowledge an
existing analysis in formal semantics that links manner modification and



reference to kinds in the way these facts seem to require. The analytical
challengethesefacts present, then, is to establish such alink.

3.Nominal Usesand Anaphorato Kinds

To establishthe link between adnominal and adverbial uses of these modifiers, it
seems natural to begin by examiningthe semanticsof such in English.

3.1. Kinds and the Semantics of Such in English
Carlson (1977) analyzed English such as a kind anaphor.”® More specificaly,
such means'of kind K, where k is some contextually salient kind. For example,
one such dog means ‘one dog of that kind.'

The principal reason for thinking this is so (and that such is not, for
example, simply a proform for an adjective, as Siegel 1994 suggests), is that
expressionsthat cannot denote kinds do not make good antecedentsfor such:

(10) a Peoplein the next room... ??such people(are obnoxious)(Carlson 1977)
b. Elephantsthat are standingthere... ??such elephants
¢. Men that Jan fired this morning... ??such men

Bare plurds like those in (10) cannot easily denote kinds, as 'their
incompatibility with predicatesthat requireakind demonstrates:

(11) a ??Peoplein the next room are widespread.
b. ??Elephantsthat are standing there may soon becomeextinct.
c. 7’Menthat Jan fired this morning are common.

Carlson suggeststhat these bare plurals do not denote kinds because they *'refer
to afinite set of things. . . that must exist at a certain time in a given world.”
However — as Carlson points out — to the extent that such a bare plural can
correspond to a kind, it may antecede such. For example, to the extent that
alligators in the New York sewer system can be construed as a kind of alligator,
it isacceptableas an antecedent of such:

(12) Alligatorsin the New York sewer system... such alligatorssurviveby
eating rodentsand organicdebris. (Carlson 1977)

3.2. Nominal Uses as Properties of Kind Realizations

Such, then, can be interpreted as a property of individuas that realize a
contextually supplied kind. Like a pronoun, it bearsa referential index — but one
that correspondsto akind:’



(13) [suchi] == x realizesk,

Thissemanticsfor such can be directly extended to Polish taki and German so:

(14) a [taki]] = Ax. x realizesk;
b. [so;]] = Ax . X redlizesk;

Taki; pies, for example, isinterpreted as in (15):

(15) a [taki] = Ax . X reaizesk;
b. [pies] =&x.xisadog
c. [[taki; pies] = hx.xrealizesk; A xisadog

The denotation of taki, — a property of individualsthat realize the contextualy
sdient kind — intersects with the denotation of dog — a property of individuals
that are dogs - to yield a property of individuas that that realize k; and that are
dogs. Germanso ein Hund 'such adog’ can be interpreted likewise.

33 As-Phrase-LikeStructures

Taki and so may occur with optional complements (comparableto English as-
phrases), as (5-6) showed. To account for this, taki and so can be taken to have
an optional argument. The complement can be taken to denote a property of

kinds (like English as phrases; Carlson 1977, Landman 2002). For example, as
Missy denotesthe property of kindsthat Missy realizes:

(16) [jak Missy] = hk . Missy realizesk

The semantic contribution of the as-phraseisto restrict the antecedent kind: the
kind anteceding taki in such a dog as Missy must be akind that Missy realizes.
More precisaly:

(17) Mraki]] = Af.p 4% . X realizesk; A f(k)

In effect, taki pies jak Missy (‘'such dog as Missy") denotes a property of
individualsthat realizesome contextually salient kind that Missy realizes:"

(18) ftaki; piesjak Missy] = ix . x realizesk; A Missy realizes k; A dog(x)

4. The Adverbial Uses

The Carlson (1977) analysis of English such, which the previous section



demonstrated can be extended to adnominal uses of Polish taki and German so,
can be extended even further to adverbial uses of these expressions by making
some additional assumptionsabout the ontology of events.

4.1, Event-Kinds

The principa analytical challenge to confront in extending the kind-anaphora
account of the adnomina uses to the adverbia ones is tha this requires
establishinga link between kinds and manner modification. This link, however,
emerges quite naturally when one takes the denotations proposed above for the
adnominal usesasaguide.

Thefirst stepto doing thisisto exploit the parallelism between individuas
and events (Davidson 1967, others). Just as adnominal taki and so denote
properties of individuas, adverbial tak and so might be taken to denote
properties of events. This way, both uses of expressionswill have in common
that they are property-denoting, and that they are interpreted by predicate
conjunction.

At this point, though, one immediately encounters an intriguing
complication. Pursuing the analogy further, if the adnominal uses denote
properties of individuals that realize a particular contextualy-supplied kind, it
seems natural to suppose that the adverbial uses might likewise denote
propertiesof eventsthat realizea particul ar contextually-supplied kind. But here,
we are on less familiar territory — we have encountered a funny kind of kind. It
isnot usual to regard kindsas having event realizations.

What the facts here seem to demand, then, is an analogue of kindsin the
domain of events. This seems natural enough, but it is not a familiar notion.
(One notableantecedent, though, is Hinrichs 1985, who implementskindsin the
domain of eventsfor largely conceptual reasons.) To put the pieces of the puzzle
together, one might assume an ontology with both kinds, like Carlson’s, and
events. The domain of kinds and the domain of events, however, will have a
non-empty intersection- the domain of event-kinds.

A bit more formally, the entity domain D, will be partitioned into two
sorts: Dy, the domain of objects (non-event individuals), and D, the domain of
eventualities (events and states). The entity domain D, will also be partitioned
along another dimension into another two sorts: Dy, the domain of non-kinds(or
realizations), and Dy, the domain of kinds.” Thus:

The purpose of imposing this structure on the domain is only to be able to
introduce event-kinds— membersof both D and Dy



4.2. Adverbial Uses as Properties of Event-Kind Realizations

The adverbia modifiers can now be interpreted in a way that closely parallels
the nominal ones. Like the adnominal uses, the adverbia uses can be interpreted
as propertiesof realizationsof a contextually supplied kind:

(20) [tak] = he. erealizesk;
[Iso]} = he. e redlizesk;

The only semantic difference, then, will be sortal. That is, unlike the adnominal
uses, the adverbia uses denote propertiesof events and are anaphoric to event-
kinds. This can be made explicitas a presupposition:

(21) Adnominal uses:
[taki]} = ix: xeD,Iy A ke Dm0y, . X redlizesk;
Iso]] = Ax: kDI A ke[l . X realizesk;

(22) Adverbia uses:
[tak;] = he esD,~I} A k;eDy Dy . e redlizesk;
[so;]] = he eeDD; A ke[, . erealizesk;

Thus, adverbia tak, for example, will be defined only with respect to event
redlizations and only if it is anaphoric to an event-kind. (We will henceforth
suppressthis presupposition for brevity.)

Tanczyl tak; ('danced thus), then, will receivean interpretationasin (23):

(23) [tanczyt] = he.eisadancing
[tak/] = he. erealizesk;
[tanczy! tak]] = he. eisadancing A erealizesk;

Tak can thus be interpreted as a run-of-the-mill modifier, conjoining with
tariczyl, yieldinga property of eventsas a VP denotation.®

4.3. Event-KindsAs a Vdly of Representing Manner

In the previous section, the analogy between the adnominal and adverbia uses
was pursued almost mechanigtically - to sustain it, kinds in the event domain
were necessary, so they were introduced. But does this do justice to the
semanticsof the adverbial uses?

It seemsto. To convince oneself of this, it is necessary to reflect on what
an event-kind is. This is, of course, not entirely obvious, any more than it is
obvioushow to understand the role of kindsin the grammar more generally. But
it does seem relatively clear that if, for example, there can be a kind which is
redlized by particular clumsy people, there may also be a kind which is realized



by particular clumsy dancings. In thisway, an event-kind can model a manner.
This will be explored in a bit more detail below. But as it stands, this does
suggest that event-kinds may in fact sufficeto reflect that adverbial uses of these
expressionsare, pre-theoretically, anaphoricto a manner.

5. Broader Implications: Event-Kindsand Manner Anaphora

Within the nominal domain, the main argument for treating such as anaphoricto
akind was that it could not be anteceded by an expression that denotesa set of
individualsthat occur at a particulartime and place - an expression that does not
correspondto akind.

Tak and so seem to be subject to a similar constraint — temporal and
locative adverbialscannot generally antecede them:

(24) a *Mariaha am Dienstaggetanzt und Jan hat (German)
Mary hason Tuesday danced and John has
auchso getanzt.
aso thusdanced
'Mary danced on Tuesday, and John danced like that too.'

b. *Maria taficzyla wewtorek i Jan tez tak tafczyl. (Polish)
Mary danced on Tuesday and John also thusdanced
‘Mary danced on Tuesday, and John danced like that too.'

(25) a *Mariahat in Minnesotagegessen und Jan hat (German)
Mary hasin Minnesotaeaten ~ and John has
auchso gegessen.
also thuseaten
‘Mary atein Minnesota, and John ate likethat too.'

b. *Mariajadlaw Minnesociei Jan tez tak jadt. (Polish)
Mary ate in Minnesota and John also thus ate
'Mary atein Minnesota, and John ate like that too."

Tempora and locative adverbials in general restrict a set of events to having
taken place at a particular time or placein a given world, and as a consequence
do not makefor avery good event-kind.

As with the nomina cases, what constitutes a possible event-kid is
subject to some variability. Repeating (12):



(26) Alligatorsin the New York sewer system... such aligatorssurvive by
eating rodents and organic debris. (Carlson 1977)

This can be construed as involving a particular kind of aligator. Similarly,
certain locatives can be construed as involving an event-kind, and thereby can
antecede tak and so:

(27) MariaSi  w $piworze i Jan tez tak i (Polish)
Mary deepsin sleeping-bagand John also thus sleeps
'‘Mary sleepsin aseeping bag, and John sleepslike that too.’

(28) Mariaschlift in eéinem Schlafsack und Jan schlift auch so. (German)
Mariaslegps ina sleeping-bagand Jan sleeps aso thus
'‘Maria slegpsin asleegping bag, and Jan sleepslikethat too.'

Even locatives containing proper names may reflect this point — if Minnesotain
(25) were a restaurant and eating there a sufficiently well-established kind of
eating, (25b) would be good. Thus event-kinds seem to be subject to the same
constraintsas kinds generally. These independent characteristicsof kinds seem
to sufficeto distinguish manner modifiers from temporal and locative modifiers.

6. Outlook

6.1. Uses in the Adjectival Domain

The analysis here is rooted in the correspondence between the adnominal and
adverbial uses of modifiers such as Polish tak and German so. It is worth noting,
though, that these modifiers also have usesin the adjectival domain:

(29) a Jestem tak WysoKi (jak Piotr) (Polish)
[-amn  $0.MASC.SG.NOM tall_kasC 5G.M0M as Peter
'I amthistall/as tall as Peter.'

b. Ichbin so groB (wie Peter) (German)
| amsotal as Peter
'| amthistalVas tall as Peter.'

As modifiers of AP, these expressions are degree anaphors — they rely on a
contextually-supplied degree. If the core semantics of this class of modifiers
more generally involves kind anaphora, there ought to be some way in which
this apparent degree-anaphora can be modeled in terms of anaphorato kinds.
One way to implement this idea might be to introduce into the ontology, in



additionto degrees, degree-kinds. But this seemsa suspect notion. What might a
kind of degree be? What would the difference be between a degree-kind and a
degree-realization? Another approach, perhaps more interesting, would be to
focus not on the degree argument, but rather on the eventuality argument
plausibly also present in the adjectival domain. Just as adverbial uses of these
modifiers involve event-kinds, the adjectival uses could involve state-kinds.
Thiswould be quite naturd — if there are event-kinds, one might expect thereto
be state-kinds too. This would require, of course, that an ordering on to be
imposed (these) state-kinds, just asthere is on degrees. This approach presents
the tantalizing question of whether state-kinds might actually suffice on their
own to represent degree.

Whatever the right approach to this may ultimately be — a matter we will
leave for future research — we take this as an indication that it may in fact be
fruitful to take kind anaphoraas the core semanticsof these expressions, and to
treat the adjectival use as a probe into the relation between kindsand degrees.

6.2.Conclusion

The principal analytical proposal here has been that German so and Polish
tak/taki are uniformly kind-anaphoric in both their adnominal and adverbial
uses, and that their semanticrelationis expected on a view in which anaphorato
amanner isanaphorato an event-kind.

Given this approach, these modifiers congtitute novel evidence for
introducing event-kinds into the ontology. This approach also provides the
beginnings of an answer to the question of how to represent the notion of
'manner’ in the grammar. The facts considered here — coupled with the
observation that there is no reason why the domain of eventualities and the
domain of kinds must be digoint — lead to a way of modeling manner in terms of
an independently mativated notion, kinds. The principal semantic distinction
between manner modification and tempora or locative modification then
follows from known characteristicsof kinds. In this way, this approach to these
modifiers putsin a new light our natural intuitions about what manner is.

Notes

Thanks to Ania Lubowicz, Jan Anderssen, Maria Gouskova, and Brandt van der Gaast for
judgmentsand help with thedata, and to Angelika Kratzer, Lisa Matthewson, Barbara Partee, Chris
Potts, ChrisBarker, and Philip Miller.

This adverbial use of English so is likely related to 'identifier so’ (Bolinger 1972, others).
Identifier so, though, seemsto be subject to a number of idiosyncratic resrictions(see Kehler and
Ward 1999 for a detailed examination) not shared by adverbial usesof the modifiersa issuehere.

: We will limit our examplesfrom thispoint primarily to German and Polish for convenience.

It would of course require more argumentation than can be provided here to establish



convincingly that jaki in fact questionsa kind. This claim, however, has been made on completely
independent groundseven for E L%Sh what (Hem 1987).
4 Discussionsof such induoe Bolinger (1972), Brexnen (1975), Siegel (1994), and Wood (2002).
Carlson's semanticsfor such has|t introduce a presuppositionthat we have not included here
that the kind be a subkind of the kind that corresponds to the nomind such modifies. For instance,
ane such dog denotes a property of individuas that redlize k;, where k; is presupposed to be a
subkind of dog.
. We assume that such and its argument as-clause form a condtituent a LF, in the same way
that, for example, more and its than-clause complement might.
: Wedo not distinguish stagesof individuas here, as Carlson does
This representation ‘severs  theexterna argument (Kratzer 1996). Thisisnot crucid.
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The Morphophonology of Pronominal

Affixesin Portuguese'

AnaR Luis
University of Coimbra/University of Essex

1 Introduction

Within the theory of prosodic phonology (Nespor&Vogel 1986), clitics are
traditionally regarded as unstressed function words (e.g Booij 1995, for Dutch;
Selkirk 1995, for English). It is a widely accepted view that they attach to a
stressed host at the post-syntactic level (i.e. after the linearisation of word-level
unitsin the syntax).

The view that cliticisationis best regarded as a phonological process has also
been adopted for Romance clitic pronouns. Under this claim, the verb and the
clitic correspond to two independent syntactic elements:

(1) a sentiuv-o
felt-3.sg.dat
et it/him’

sentiu 0]

Vigario (1999a,b), in line with previous work?, argues that clitic pronouns in
European Portuguese (EP) share the prosodic and syntactic status of stressless
function words. Two classes of arguments have been adduced to support this
position. The first is based on verb-specific phonology and the differences
between clitics and affixes (section 2), the second on word-internal phonology
and the similaritiesbetween cliticsand function words (section 3)%.

In this paper, | will re-examine these arguments and argue that they fail to
show that clitic pronouns in EP behave phonologically like function words.
Instead, the evidenceis consistent with the view argued for in Luis (2002,2003,
to appear) and Crysmann (2002) that clitics are best analysed as verbal affixes.



2 Verb-gpecific Phonology

It has recently been argued that there are certain morphophonological rules of
EP which treat verbal suffixes and enclitics as distinct units (Vigario 1999b). |
will examine these rules - i.e., theme vowe deletion (2.1), non-back glide
insertion (2.2), and theme vowel centraisation (2.3) — and argue that they do
not provideevidenceagainst the affix statusof EP enclitics.

21 Themevowel deletion

Mateus (1975) observesthat the absence of the theme vowel in EP verb forms,
asgiven in (2a’-b’), results from the rule of theme vowel deletion which applies
before a vowel initial suffix in al three conjugation classes. In (28) and (2b),
theme vowels are followed by the person/number suffix - of the Present
Indicativeparadigm:

(2 a com-e-o d. como
eat-Class2-1sg.PresInd
I(I) M'
b. lav-a-0 b’. lavo
wash-Class1-1sg.PresInd
‘(1 wash'

Thefact that the rule failsto apply before 3" person enclitics(i.e., 0, g 0s, as),
in (3), seemsto suggest that clitics must constitute independent word-level units
(Vighrio 1999b).

(3) acom -e +o a *com+o
eat  ~Class2 3ag Preslnd  +3sg.masc.acc
‘(she) eatsit.
b.lav. -a +0 b’ *lav+o
eat  -Classl.3sg.Presind +3sg.masc.acc
‘(she) washesit’

The main problem with this kind of argumentation is that it seriously
underestimates two important points. First, there is the fact that theme vowel
deletion, as formulated by Mateus (1975), is only induced by specific vowel-
initial suffixes. Clitics, and other morphemes as will be shown below, do not
constitute potentia triggers.

Asthedatain (4) shows, 1" sg Preterite suffixes do not trigger deletion of the
theme vowel. Instead, the suffix i and -u which are adjacent to theme vowels
semivocalise(cf. Mateus 1975, Mateus&Andrade 2000, for derivation).



4 alav -a -i Navej/
wash -TV-3sg.Pret
¢ (1) washed'
b.pat -i -u /partiw/
wash -TV -3sg.Pret
‘(1) broke

This, of course, indicates that the rule is morphologically conditioned, as would
be expected of a morphphonological process. Its exact environment is defined
by Mateus&Andrade (2000:75) who explicitly emphasise that theme vowel
deletion is dependent on specific tense and agreement combinations: it takes
place when the theme vowel precedes the 1% sg Present Indicative suffix (in the
first conjugation) or the subjunctive suffixes -¢ and —a (in the second and third
conjugations). We may therefore conclude that there is no empirica evidence
suggesting that vowel-initia clitics should be among the group of suffixes
triggering the phenomenon. Our first counter-argument then shows that the
affixal status of clitics cannot be determined on the basis of their ability to
induce theme vowel deletion.

The second point | would like to address refers to the morphologica
differences between the verb forms in (2) and (3). Crucialy, the vowel-fina
verb forms which serve as the basis for endlitics, in (3), do not contain a theme
vowel per se. Instead, the so-called theme vowel in (3) in is in fact realising
tense and agreement features, unlike the 'underlying’ theme vowelsin (2). This
difference is aso annotated in the glosses provided for each verb form. The
ability for certain affixes to be associated with two or more sets of featural
information is a well-known property of inflectional systems (Matthews 1974,
1991). So, in (3a) thereis only one exponent realising the values for the same
set of features. In other words, the fina ~¢ in come is associated to the values a)
Conjugation 2, b) 3 Singular and c) Present Indicative. If we now look at (2),
it is clear that the tense and agreement features are conveyed by the
portmanteau suffix s, not by the theme vowel (Roca 1999). The morphologica
structure of the data in (2), where deletion applies, is significantly different
from the data where it is blocked. While one case contains an 'exclusive’ class
marker, the other doesn't. Failure of the rule to apply cannot be imputed to the
grammatical statusof theclitic.

To sum up, then, empirical evidence has been provided to argue that the rule
of theme vowe deletion cannot be usad to determine the word-level status of
clitic pronouns in EP. Two arguments support this conclusion: a) the rule, as
formulated by Mateus (1975), is only triggered by a handful of tense and
agreement suffixes in the Present and Subjuntive tenses; b) cliticised verb forms
do not satisfy the reguirements for the rule to apply and cannot therefore be
used as evidence. The rule of theme vowe deletion is therefore a typica



morphologicaly conditioned rule which can only take place in non-cliticised
verb forms®.

212 Non-back glideinsertion
One further argument against the affix status of EP cliticsis based on the rule of
non-back glide insertion. Thisrule is formulated by Mateus (1975) as a process
which inserts a non-back glide between two adjacent vowes, the first of which
is a stressed /. The effect of the rule is illustrated with the Present Indicative
formsof recear 'fear’, in(5a-b).

(5 a.rece+ito (*receo) b. rece+i+a (*receas)
| fear' ‘you.sg fear'

Thecliticised verb formin (6a) appearsto provide the necessary phonological
context for the rule to apply. If the enclitic-o is part of verbal morphology (as
the —o suffix in (5), one would expect to find an epenthetic vowel between the
stressed /e and the immediately adjacent vowed-initia enclitic. Yet, the rule
failsto apply and the hiatus between both vowels remains.

“(s/he) sees him/it’

Likewise, the rule isaso blocked in (7) where a vowe-fma verb isfollowed by
avowe initia determiner.

(7) Lé otexto! (*Lé-i-o texto.)
'Read the text'

It is therefore argued that the rule is only blocked across word boundaries (
Vigario 1999b). Under this view, the enclitic in (6) cannot be regarded as being
part of verbal morphology, but must be regarded as an independent syntactic
unit, much like the masculinesingular determiner o in (7).

This argumentation is highly problematic because it presupposes that the
insertion of the non-back glide takes place after any stressed /e/ in prevocalic
position. However, the application of the rule cannot be as general as assumed,
otherwise one would expect to find glide insertion in (8), where the first vowel
is also a stressed /e/ followed by a vowe-initial suffix. Here, the 3" singular
Preterite forms of bater 'hit'" and comer 'eat’ are derived by combining the stem
bate- and come- with the -u suffix. Both stems are produced with a stressed /e,
however no insertion of an epenthetic vowd is allowed.



(8) a bateu [ew] (*bate+i + u)
‘(s/he) hit'
b. comeu [ew] (*come+i+ u)
‘(s/he) ate

This data then indicates that glide insertion is determined by the
morphologica properties of the stressed /e it is part of the root in (5}, but
belongsto thestem in (8). A similar observationisfound in Mateus (1975) who
suggests that the context of insertion of the glideis best described as applying to
stressed root vowels, found in asmall set of irregular verbsendingin —ear®. In
other words, whenever the stressed /& is not a root vowel, glideinsertion cannot
takeplace.

Based on this generalisation, we now seem to have an explanation for the
behaviour of the cliticised verb in (6). Given that the stressed /e before the
encliticis astem vowd (realising the valuesfor conjugation class, tense, person
and number), the fact it blocks glide insertion seems to follow from the highly
restricted nature of the rule, conditioned by partly morphological and partly
lexical factors. Evidence based on this rule therefore cannot be used to argue
against the affix-statusof clitics.

213 Themevowel centralisation

The last rule in this group is known as theme vowe centralisation. As
formulated in Mateus (1975), it accounts for the fact that third conjugation
verbs changetheir themevowe into schwa:

(9) a parte /a/, *i\ b. mente/a/, */if
‘(she/he) leaves ‘(she/he) lies

It has been further argued that centralisation is blocked when the theme vowe
isfollowed by other inflectional suffixes, asin (10) (Vigario 1999a).

(10) a. partiremos b. mentiremos
"(we) will leave "(we) will lie

The data then seems to suggest that theme vowe centralisation cannot apply
word-internally. Therefore, the fact that encliticsin (11) fail to trigger therule is
taken asan indication that they cannot be morphologically part of the verb.

(11) a parte-lhe b. mente-me
‘(he/she) breaks-3.sg.dat’ ‘(he/she) lies-1.sg.dat’

Underlying the argument that enclitics are function words is the claim that
centralisation only appliesto word-final vowels. This claim however cannot be



correct. For example, in the Present Indicative forms of nentir 'lie and partir
'break’, asgivenin (12), the theme vowe has changed into -e despite the fact
that it is followed by an agreement marker. This observation is aso in
accordance with Mateus (1975) who predicts that the unstressed theme vowe
el may be optionaly followed by consonantal segments. Word-final position,
then, cannot provide an explanation as to why centralisation applies before an
encliticin (9) but not inthe verb formsin (11).

(12) a. mentes b. partes
‘(you.2sg) lie ‘(you.2sg) break’

Perhaps one reason why vowel change takes place in (9) and (12) is the fact
that the theme vowel is preceded by a stressed syllable. While the vowel occurs
after the stressed syllable in (13), it either appears on or before the stressed
syllable, in (14a) and (14b), respectively (stressed vowels are given in capita
letters). Under this account, the attachment of an encliticin (13b) has no effect
on how the theme vowe is produced.

(13) a pArte b. pArte-o
‘(s/he) breaks '(she) breaksit'
(14) a. partlas b. finjirAs
'(she) broke ‘(you.2sg) will break'

The conclusion that cliticisation does not determine how the theme vowd is
realised can also be arrived at by adopting a more inflectional approach to
theme vowel aternation. In this case, so-called centralisationis regarded as an
ingtance of stem dlomorphy, rather than as the result of a phonologica rule
applyingto an underlying vowd. Under this view, the occurrenceof the schwa
will be derived as the output of the feature specification of thewhole verb form.
The fact that the theme vowd is redised as schwa in (15) is analysed as the
phonological output of the verb's morphosyntacticval ue.

(15) 2nd Singular Present Indicative of PARTIR:

Root - part-
Stem formation  + part+e-
P/ agreement - part+e+s

To sum up, then, regardless of whether we account for theme vowe
alternation through verbal stress (13-14) or through alomorphy, in either case
we predict that the phonologica form of third conjugation stems is not
dependent of the presence of enclitics. Therefore, the argument that clitics are
not word-internal smply becausethey trigger centralisation is rather weak.



3. Word-level rules

Continuing our critical overview, | will now re-examine a set of phonological
rules which apparently show that clitics in EP behave like function words
(Vigéario 1999a,b).

31 Back vowel deletion
Back vowel deletion, as proposed by Frota (1996), may optionally delete a back
vowe in word final position when followed by another vowd. It applies
between two prosodic words, as in (16a), but fails to be triggered if function
words are involved (16b):

(16) a miisico africano O b. do architecto *&
‘african musician’ of-thearchitect

Since clitics also prevent the rule from occurring, it is argued that clitic
pronouns and function words behave phonologically aike (Vigéario 1999a):

(17) eu ndo to aceito*J
I not CL accept
'| don't accept it from you'

Y et, the claim that clitics in EP have the same prosodic and syntactic status as
function words seems to be counterexemplified by (18) where the rule of back-
vowel deletion also fails to apply across morpheme boundaries, namely
between aroot vowel and athemevowd:

(18) a. doar *dZar b. voar *vQar
‘donate' "fly'

Thisthen suggests that deletion is not only blocked by function words but also
by affixes. There is then insufficient evidence to support the non-affix status of
clitics.

32 Nasal glide insertion
The rule of nasal glideinsertion, proposed by Mateus (1975), changes the nasa

vowel /& into the nasa diphthong /€j/. Standard work on Portuguese phonology
has generally assumed this diphthongs can only occur word-finaly (Mateus
1975), as (19) and (20) illugtrate. In (19), where the nasal vowel /& is followed
by other phonologica or morphological segments, glide insertion fails to apply.
On thecontrary, (20) offersto necessary word boundary.



(19) a. entender, enfiar /&/,*/&3/ b. mentol, quente/&’,*/ &5/

'understand’, 'insert' 'mint', 'hot'
(20) a sentem */& /A b. dizem */&/,/8]l
‘(they) feel ‘(they) say'

The fact that diphthongisation is triggered before an enclitic pronoun, as in
(21), has suggested that the clitic cannot be morphologically part of the verb
(Vigério 1999a).

(21) a.dizem-lhe */i& /! b. fazem-no */&,/&j/
(they) givethem' '(they) doit'

There is however one important piece of evidence which clearly contradicts
the view that nasal diphthongs can only appear in word-find position, namely
the alomorphy induced on vowel-initial enclitics by 3™ plural verb forms. In
(22), the diphthong is inducing phonological shape variation on 3™ accusative
pronouns. As extensively argued in Luis (2003), in standard EP we only find
clitic allomorphy with 3* plurd verb forms. If the diphthong realises other
verbal features, such as 3™ singular features, as illustrated in (23), pronominal
alomorphy is not triggered.

(22) *dizem-o — dizem-no
‘(they) say it

(23) mantém-o — *mantém-no
‘(s/he) keepsit/him’

In Luis (2003, to appear), | have argued that morphophonological data of this
nature can only be derived as a morphophonologica phenomenon because it
does not follow from general rules of productive phonology (cf. also Spencer
1991, Crysmann 2002). Thus, the fact that n-initial encliticsare grammaticaly
conditioned indicates that diphthongs are not restricted to word-final position.

33 High vowel semivocalisation

The rule of high vowel semivocdisation is found in the Lisbon dialect of EP
and appliesto vowels in prevocalic position. It takes place before a masculine
gender suffix (24) and before a verbd suffix (25), suggesting that its domain of
applicationis word-internal (Mateus 1975).

(24) a. rio [iu)/[iw] b. tio [iu}/[iw]
river' 'uncle
(25) a eu sorrio [iu)/[iw] b. eu rio [iu}/[iw]

| smile 1 laugh'



In (26), where the high vowd appears word-finally, semivocalisation is
blocked. Yet, in (27) it applies between verbs and enclitics - rather
unexpectedly, since in this case it appears that enclitics are behaving more like
the suffixesin (24-25).

(26) a. Ndo vi utilidAde nisso *[iw] b. Eunlo vi o carro *[iw]
not saw utility in-that | not saw the car
'| didn't see any utility in that' I didn't seethecar'
(27) a. Eu vi-o [iw)/ *[iu] b. Eu fingi-o [iw}/ *[iu]
‘(1) saw-himlit' ‘(1) pretended it'

The fact that enclitics undergo semivocdisation has been accounted for by
arguing that encliticsin EP combine with the verb through incorporation - in
contradistinction with typical function words in this language which attach
phonologically through adjunction’/®. This account constitutes a noteworthy
atempt at capturing the similarity between enclitics and suffixes evidenced in
(24-25) and (27), however the rule of semivocalisation - traditionally regarded
as taking place word-internally - severely underminesthe view that clitics are
phonologically different from affixes.

Thefact that postverbd cliticsare treated like verba suffixes clearly indicates
that they share identical morphological properties. This piece of evidence then
also lends support to the claim that EP clitics are best analysed as affixes. |
conclude then that there is insufficient empirical evidence to maintain the view
that encliticsconstitutefunction words.

34 Non-back vowel deletion

One further argument in favour of the phrasa incorporation of enclitics(cf. 3.3)
seems to be provided by the rule non-back deletion (Vigario 1998, 1999b) .
This rule deletes vowes in prevocdic position before a prosodic word
boundary:

(28) pedeazeitonas o pedD]pwg EFEILOEES |pey
‘(s)he asks-for olives

Deletion is blocked between the verb and an enclitic (29a), but not after a
verb-enclitic unit (29b).

(29) a pede-a - *pedD - alpag
asks-3sg.acc.masc
‘(s)he asksfor it’
b. dou-te améndoins - dou-tJ1p,q améndoins
give-2sg.dat peanuts
‘(1) giveyou peanuts
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The data then suggests that the verb-enclitic combination does not contain an
internal prosodic word boundary, lending support to the incorporation of
encliticsin phrasa phonology.,

It is however far from clear that the deletion rule is treating enclitics as
function words. Instead, it only seems to show that encliticsform with the verb
a prosodic word. Facts like these however are not incompatible with the affixal
status of post-verbal clitics. Thus the evidence does not support the similarity
between cliticsand function words.

Instead, two further pieces of evidence seem to lend strength to the view that
enclitics are morphologicaly part of the verb. Fird, there is the fact that non-
back vowel deletion also fails to occur word-internally between a root vowel
and athemevowe, asillustrated in (30).

(30) receava - *reced - va
‘I/he/she feared'

Second, when deletion of the non-back vowel fails to take place, as in (29a)
and (30), the non-back vowel must be redised as a glide (Vigario 1998). This
phenomenon whereby a non-back vowel in prevocalic position aternateswith a
glide is ungrammatical (or more marked) across prosodic words (cf. 31a), but
mandatory before suffixes or enclitics (31b-c).

(31) a pedeazeitonas —+ */?ped[j] azeitonas
b. receava - recfjlava
C. pede-a - ped[j]-a

The behaviour of encliticswith respect to non-back vowel deletion and glide
insertion then appears to confirm the claim that enclitics are verb-interna
elements.

4. Further Problems

This paper has shown that there is not sufficient evidence to support the claim
that EP clitics behave like function words. On the contrary, some of the rules
addressed in the previous section have shown that encliticsbehave, in fact, like
affixes. This conclusion is in line with the view presented in Crysmann (2002),
Luis (to appear) and Luis and Spancer (to appear) that clitic pronouns must be
generated in the morphology. The data which motivates the claim has shown
that, for example, EP cliticsexhibit non-productiveallomorphicvariation (31a),
trigger idiosyncratic sem alomorphy on the verb (31b) and may intervene
between the verb stem and the tenselagreement marker (31¢). Thiskind of data
is highly problematic to Vigario, 's account, but expected if the object pronouns
are analysed as part of the morphology of the verb.



(31) a *Eles dizem-0— Elesdizem dizem-no

they.masc say-3.sg.masc.acc
‘Maria will giveit'

b. *A Mariaira dar-a— A Mariaira da-la
the Maria give.fut-3sg.fem.acc
"They say it

C. *Os meninos verdo-os — Os meninos vé-los-8o (NOt: verflo-os)
the boys see.fut-3sg.masc.acc
The boyswill seethem'

Previous phonologicad  sudies have suggested that these
morphophonological effects can be derived through standard phrasa
phonology. Within the theory of Precompiled Phonology developed (Hayes
1990), it has been argues that function words can have alomorphic variants in
the lexicon (Vigéario 1999b). Under this view, the I-forms and n-forms of
accusative pronouns shown in (31) are derived as word-level alomorphs and
inserted in the syntax postlexically.

Thismight at first seem a plausible approach, but upon closer inspection, the
datain EP involves more than just the selection of pronomina forms. In fact, to
capture the idiosyncrasies of the morphophonologica effects, significant
extensions must be introduced into the framework, thus seriously challenging
the spirit of the theory of precompilation. By allowing precompiled rules to
refer to inflectional properties (such as person and number features), the
differences between precompiled allomorphy and true inflectional alomorphy
are inevitably blurred, and pronomina alomorphsare assigned a rather unclear
theoretical status. To us, the problems posed by the data to a 'Precompilation’
analysis clearly indicates that object pronouns should not be derived as phrasa
dlomorphs, but asinflectional affixes in the morphology (Luis2003)°.

Endnotes

I would like to thank Laurie Bauer, Wyn Johnson and Andrew Spencer for suggestions and
discussion. Earlier versionsof this paper were presented at the X Console Meeting (Leiden, 2001)
and the Spring Meeting of the LinguisticAssociation of Great Britain (Liverpool 2002). This work
wasfunded by the British Academy and the Portuguese Ministry of Scienceand Technology.

* For instance. Peperkamp (1997) who analyses cliticisationin Spanish and Italian as a phonlogical
process, within Prosodic Phonology (Nespor&Vogel 1987). However, cf. Monachesi (1999) and
Brines (2000) for counterevidence.

* Onefurther classof arguments is based on the behaviour of cliticswith respect to stress. However,
cf. Lufs (2002) where EP clitics are anaysed as stress-neutrad affixes.

* The purely morphophonological character of the rulein fact suggeststhat the phenomenon would
best be captured as an alomorphic idiosyncrasy rether than by assuming the existence of an
underling theme vowe. The obvious advantage of an alomorphic approach is that we can do
without a deletion rule which, as just shown, has a very limited context of application (cf. Roca
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(1999) for empirica and theoreticd arguments againg pogtulating underlying theme vowes in
Romance). From a purdy inflectiond point of view, the idiosyncrasy of the.phenomenon would be
more indghtfully captured as an instancedf gdem dlomorphy. In this case, theme-lessstems would
le provided by a ‘morphomic’ rule (Aronoff 1995) which associates the ‘absence’ of the theme
vowd to aspecific combination of tense&agreement fegtures. One would assume that, for example,
1 sngular formsof the Present Indicativesdects a theme-lesssem which combines with the 1*
sngular Present Indicativemarker —a:
(1) 1¢t Singular Present Indicative of PARTIR:

Root - part-
Sem formation for 1sg.Presind +  part-
P/N agreament +  partto

This realisational account would correctly capture that themeless ems are morphologicaly
conditioned. Furthermore, it would dso show thet there is no empirical motivation for Vigério’s
dam that thecliticised verb formsin (6) should undergo deletion.
* Further supporting the idiosyncraticnature of the Stressed s vowd is its arti cul atory description
ch. Mateus 1975).

Thefact that glide insertion o seems to goply to areduced number of nounsand adjectives, such
as cheo'full' or areia'sand’, further reinforcesthe restricted context of applicationof thisrule.
" Whilethe processof adjunction crestes a prasodic boundary between the prosodic word and the
function word, the processof incorporation unites both thefunctionword and the prosodic word
under one prosodicword domain without such boundary (Peperkamp 1995). Both processestake
Ela:ein phrasd phonology.

Treating enclisis as the more marked option isdearly at oddswith the fact that it isfound very
early in child language beforethe acquisitionproclisis (Duarte et a. 1995).
? An dternativeinflectional andydsisgiven in Luis (to gopear) within Paradigm Function
Morphology (Stump 2001).
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An Underspecified Tensein St’at’imcets’
Lisa Matthewson
Universty of British Coumbia

1 Introduction

In some languages, tense marking i s obligatory in finite clauses. Examplesfrom
English are given in (1a). On the other hand, some languages lack obligatory
tensemorphology, asshownin (1b) for St’at’imcets (Lillooet Sdigh).

() a Hdenplayed/isplaying/ plays/ *play.

b. say’sez’ kw-s Heden
pay DET-NCM Hden
'Helen played/ isplaying.'

Thefirst god of this paper is to determine whether superficidly ‘tensdess
sentenceslike (Ib) contain a covert tense morpheme; | will argue that they do.
The second goal isto determinewhat the semanticsof that tense morphemeis. |
will propose that (Ib) contains a phonologicaly null tense morpheme which is
lexicaly underspecified with respect to whether the reference time precedes or
overlaps with the utterance time. | will show that this andysis is empiricaly
distinguishable from, and preferable to, an dternative analysis according to
which Statimcets possesses both a null past and a null present tense
morpheme.

The materiad presented here forms part of a broader research agenda, whose
aimsareto discover what congraintsexist on tensesystemscross-linguigtically.
Asafirst step toward the broader perspective, | will examinethe consequences
of my analysisof Sthtimcets for learnability and for cross-linguisticvariation.

2 St’at’imcets TenseData

St'ht'imeets (Lillooet) is a Northern Interior Salish language spoken in the
southwest interior of British Columbia. As mentioned above, morphologicd
marking of tense is optiond in this language. (2) contains sentences without
overt tensemorphology, which may beinterpreted aseither past or present.”



(20 a thyt-wit
hungry-3PL
They were/arehungry.”

b. it-em kw-s Helen
sing-INTR DET-NOM Heden
'Helen sang/issinging.

Theinterpretation of superficially tensdess sentencesispartialy dependenton
the aspectual class of the predicate (Aktionsart). For example, states have a
default interpretation as present tense, while activities may freely be either
present or past. Determinersand demondtrativesal so have an effect on tempora
..dnterpretation. Andysis of these phenomena goes beyond the bounds of this
paper; see Demirdache (1997a,b), Matthewson (in prep. a b), Davis(in prep.)
for discussion.
Not al sentences lack overt tense marking. The tempord enclitic #7,
,illugtratedin (3), unambiguoudy forces a past tenseinterpretation.

(3 a thyt-wit tur
hungry-3PL PAST
They were/ *arehungry.’

b. say’sez’ tu7  kw-s Helen
play PAST DET-NOM Heen
'Helen played / *isplaying.’

3 Background Assumptionsand Framework

| assumethat tenseis a relation between the utterance time and the reference
time (the time about which aclaim is made; see Reichenbach 1947, Klein 1994,
etc). For example, past tense requires that the reference time precedes the
utterancetime. For concreteness, | adopt Kratzer’s (1998) analysisof tense and
aspect’ The T head is Sister to Aspect Phrase, which denotes a property of
times. The tense morphemein T introducesa variable over timeintervals (i is
the typeof timeintervas). Thistime variable correspondsto the referencetime,
and receivesitsvaluefrom the context:

denotesa property of times (Eratzer 1998)



The lexicd entries of the tense morphemes place restrictions on the reference
time. For example, past necessarily picks out a reference time which precedes
the utterance time. Kratzer’s (1998) lexica entry for past is given in (5), and
appliedto an examplein (6) and (7).

(5)  [lpas]&= is only defined if ¢ provides an interval t that precedes ty
(the utterancetime). If defined, then [[pas ] #%=t. (g an assignment
function and ¢ acontext index)

(6) a Maywaked.

T AspP

past Asp VoiceP

| My Wil

perf

7 a [[TP]1&:C = Aw Je [walk(e)(w) & agent(Mary)e)}w) & w(e) St] (t a
past time provided by c).

b. There is an event e of May walking, whose running time t is
includedin the contextualy salient past timet.*

4 St’at’imcets Possessesa TenseNode

Thetask now isto determinewhether sentenceslike (1b) or (2a,b) above, which
lack any overt tempord information, contain an dement in their syntactic
representationswhich introducesa referencetime.

It isastandard assumptionwithin compositional semanticsthat e ementswhich
are not present in the representationfed to the semantics cannot affect the truth
conditions. Contextud ly-suppliedinformation (such as referents for pronouns,
quantifier domain restrictions, or modd bases) is mediated via a variable in the
svntactic representation, which receives its vaue from the contextualy given
assgnment function. An example with a pronoun is given in (8). If the
assgnmentfunction g assignsthevalue‘ Ana’ toi, then(8) istrueiff Anasings.

(8) [[she;sings]1®8 = 1iff g@i) Sings

This is exactly how Kratzer’s anadysis of tense works: There is a variable
(under T) for the reference time, which receivesits vaue from the contextualy



given assignment function.

If the reference time is miat present anywherein the treg, there are two main
possibilities. The first is that there is complete vagueness (i.e., the truth
conditions pay no attention to when eventstake place). The second isthat there
is exigtentia closure over timeintervals. In the remainder of this section | will
show that neither of these potentia analysesisright.

4.1 Tenselessattempt 1: Completevagueness

The complete vagueness approach predicts that the truth conditions for a
superficiadly tensaless sentence say absolutely nothing about time; the event(s)
can take placea any timewhatsoever. Thisapproachcan easily be shown to be
incorrect. Asillustratedin (9), tempord interpretationis restrictedin context.

(9) nith ts7a ta  skil-a
FOC here DET school-DET
'Here istheschoal .

(wa7) alkst Its7a kw-s Rhonda
(IMPERF) work here DETNOM Rhonda
'Rhonda works here! / * 'Rhonda worked here!

The judgementsin these contexts are strong. It is not just that speakersprefer
to insert the tempora enclitic tu7 into the second sentence to disambiguate.
Rather, (9) is rgected as false if the situation is that Rhonda worked at the
schoal in the past and no longer does. If Rhondais dead (pragmaticaly forcing
the past-tenseinterpretation), (9) is rejected.

An example of past tense being forced by contextisgivenin (10).

(10) tsicw-kan  tu7 4ku7 Amderdam-a
00-1SG.SUBJ PAST DHC Amderdam-DET
I wentto Amsterdam.’

cw7it i gvl-a  sman’c n-s-mén’c-em
DET.PL bed-DET tobacco 1SG.POSS-NOM-smoke-INTR
'| smokedalot of pot’ /* 'l smokealot of pot.’

The data in (9-10) show that tempord information i pat of the truth
conditions of sentences which lack overt temporal marking. We can therefore
abandon the'complete vagueness gpproach.

4.2 Tensdessattempt 2 Existential closure

If wedlow existentia closure over times, we predict that sentenceswithout any
overt tempora marking will assert that there is some past or present time at



which theredlevant Stuation holds.
This analysisis incorrect for St’at’imcets. |t seemsto give correct resultsfor
the basic cases, asshownin (11-12).

(11) matq kw-s Mary
wak DET-NOM Mary
'‘Mary waked/ iswaking.'

b. Thereis an event e of Mary waking, and thereis atimet, and the
runningtimeof eisincludedint’

However, recal Partee’s (1973) 'stove argument. Partee observes that under
the exigtentia closure theory, there are only two readings the sentencein (13)
could have, namely those given in (14) and (15). (14) is a very week assertion,
trueaslong as | have spent any time doing anything which was not turning off
thestove. (15) means'l have never tumed off the stove.'

(23) I didn't turn off thestove.

(14) Aw F - 3e[turn.off stove(e)(w) & agent(IXe}(w) & w(e) < 1]
Thereexistssometimeat which | did not turn off the stove.

(15) Aw — 3t Je [turn.off stove(e)(w) & agent(T}e)}(w) & ©(e) & 1]
Theredoes not exist atimeat which | turned off thestove.

Neither of these two formulas captures a reading that (13) has, namely that
during some particular timeinterval (e.g., just beforewe left the house), | failed
to tum off the stove. The conclusion is that a purely existentia account is
inadequateto explain theinterpretation of (13).

The St’at’imcets version of the stove sentence is given in (16), with the
possibleand impossible readings below the example. We can see that just asin
English, the existentia analysis is inadequate to account for the interpretations
of the St’at’imcets sentence.

(16) ay tu7 kw-s lhép-an’-an ta np’4msten-a
NEG just DET-NOM put.out-TR-1SG.ERG DET dove-DET
'| didn't turn off the sove.’

= At some particular time (e.g., after | cooked dinner tonight), | did not
turn off thestove.

# Thereis sometimein my life when | was not engaged in turning the
stove off.

# | have never turned the stoveoff.



In this section we have seen that the ‘complete vagueness and the existentia
closure analyses both failed. These were the two options for analysis which do
not involve an dement in thetree deding with tempord information. | therefore
conclude that there must be an obligatory postion in St’at’imcets which
introduces tempord information (in our framework, the referencetime). Space
preventsdiscussion of thesyntax of the position; | will assumethat itisT.*

5 Analyss

My analysis of the tempord enclitic hr7 isthat it introduces a reference time
which necessarily precedestheutterance time. Thisisillustrated and applied to
an examplein (17-19).

(17) [[hr7 J1&Cisonly defined if ¢ providesan interval t that precedesty (the
utterancetime). If defined, then [[ tu7 JJ&< =t.

(18) matq tu7 kw-s Mary
wak PAST DETNOM My
‘Mary waked/ *iswdking.

b. Thereis an event e of May waking, whose running time < is
includedinthe contextudly salient past timet.

We saw abovethat hr7 is optiond when a padt time interpretation i s intended.
Thenext sub-section addressesthe caseswheretu7 does not appear.

52 An underspecified tense

It followsfrom the argumentationin section 4 that St*4t’imcets sentenceswhich
do not contain hr7 contain a phonologically null tense morpheme. My dam is
that this@yepse introducesa variable over timeintervalswhich receivesitsvaue
from the context (just likethe English past or St’at’imcets f#7.) Thedifferenceis
thet i doesnot lexically restrict possiblevaluesfor the referencetime:

(20) [[Egpsell®* is only defined if ¢ providesan interval t. If defined, then
(21) matq kw-s Mary

walk DET-NOM Mary
'‘Mary waked/iswaking.'



b. [[ TP J}1&° =Aw e [walk(e}(w) & agent(MaryXe}w) & t(e) < ).

c. There is an event e of Mary waking, whose running time « is
included in the contextud ly salient timet.

The analysis presented here correctly accounts for the fact that there are two

ways to express a reference time which precedes the utterance time: hr7 or

sszi The #p5e Morpheme is possible whenever there is a contextually
lenttime, Whchw be either in the past or the present.

6 ArgumentsAgainst a" Null = Null" Analysis

Thereisa plausible dternative analysisof the St’at’imcets system, which | call
the "null - null" theory. According to this dternative, St’at’imcets is like
English, except that it hasnull present and null pagt. (This analysisves adopted
by Arregui and Matthewson 2001.)

The"null — null" theory isconceptually undesirable. Why isthesame meaning
(past’) expressed by two different morphemes (tu7 and 0) . while on the other
hand null 'past’ contrasts semanticaly with the morphologicaly identica null
‘present'? Thiswould violate morphologica iconicity.

The"null — null"* theory can aso be shown to be empiricdly inadequate. The
first piece of evidence comes from sentences with plurd subjectsbut a single
main predicate. (23) and (24) show that in such cases, we can have different
situationtimesfor each individua in the denotation of the subject.

(23) Context: Your whitefriends Theresa, Charlie and Marie got dr unk at the
bar. You arelooking after them because you don't drink. Theresathrew
upd 10pm; Mariehasn't thrown up at all. Just as Charlieisin the process
of throwing up, another friend callsand asks(a); you can answer with (b):

a wak ha i snek’wnuk’wa7-lhkélh-a
vomit YNQ DETPL friend(PL)-1PL.POSS-DET
"Qr friendsthrow up?

b. wak' kw-s Theresa muta7 s-Charlie
vomit DETNOM Theaesa and NOM-Chalie
"Theresa and Charliethrow up.’



(24) Context: Your friends Theresa, Charlie and Marie are taking a building
class and they wanted to each build a doghouse. Theresa has dready
finished hersand Charlieisin themiddleof his Marie hasnt dtarted hers
yet and she probably won't do it at al. Now another friend cals. She
doen't know what they were planningto build or whether they've doneit
yet. Sheasks(a), and you can reply with (b).

a stam’ ku mays-en-as [ snek’wnuk’wa7-lhkalh-a
what DET  buildTR-3ERG DET.PL friend(PL)-1PL.POSS-DET
'What did our fiiendsbuild / areour friends building?

b. mays-en-itas kw-s Theresa mita7 s-Charlie i
build-TR-3PL.ERGDET-NOM Theresaand NOM-Charlie DET.PL
sqax7-4lhcw-a, t'U7 cw7ay t'u7 kw-s maysen-as
dog-house-DET but NEG  but DETNOM build-TR-3ERG
ku stam’ kw-s Marie
DET what DETNOM Marie
"Theresa and Charlie built / are building doghouses, but Marie hasn't

builtanything.'

Thereis only one predicate in each of the relevant clausesin (23) and (24);
therefore, by assumption, thereis only onetense node in each. We sethat this
single tense morpheme is compatible with both a past-time sub-event and a
present-time sub-event, smultaneoudy. Thisisimpossiblein English, as shown
by theimpossihility of trandating (23) and (24) into English using singletensed
verbs. This therefore shows that St’at’imcets cannot be a null version of an
English-likesystem with contrastingpresent and past.

The underspecified tense andlysis accounts for (23-24) quite smply. The
reference time provided by the context can be large enough to cover both a
stretch of time in the past as well as the time of utterance. The denotation of
(23b) isgivenin (25).*

(25 a TP 11&° = Aw Je [vomit(e)(w) & agent(Theresa.and.Charlie)e}(w)
& v(e) S 1].

b. Thereisan event of Theresaand Charliethrowing up, whose running
time~ isincludedin the contextualy sdient timet.

Further evidence for the underspecified tense anadysis comes from the
contextual redtrictions on interpretation introduced in (9-10) above. The
requirement that the reference time be contextualy specified correctly predicts
the regtrictions on the second sentence in each case. Importantly, the English
trandation with overt contrasting tensesis acceptable (e.g., 'This isthe schoal.
Rhonda worked here’). If St’at’imcets possessed null contrasting tenses, then
the past interpretation should be ableto beforced (even if it were dispreferred).



Yet recal from abovethat the effectsin (9-10) are strong and not cancelable.
Two find pieces of evidencefor the underspecified tense analysiscome from
interactions between Aktionsart, outer aspect (perfective / imperfective), and
tense. Thefirst case concernsactivities. Unlikein English, activity predicatesin
St’at’imcets can be interpreted in the present tense, without needing to bein the

imperfectiveaspect:

(26) say’sez’ kw-s Helen
play DET-NCOM Heen
'Helen played/ is playing.” (imperfectiverequiredin English present)

Let us adopt Bennett and Partee’s (1978) idea that the utterance timeis an
instantaneous moment, and that only predicates which possessthe sub-interval
property can hold at the utterance time (without needing to be in the
imperfective).” Let usfurther assume that activities, unlike states, do mat possess
the sub-interva properly (since they are not entirely homogeneous, see Taylor
1985). Thisaccounts for the English activity data

Now, since St’at’imcets does not possess a present tense morpheme, thereis
nothing which would require an instantaneous moment. @r current analysis
therefore predictsthat in S'at'imeets, activity predicates (which do not possess
the subinterval property) can 'fit into' a larger present-time interval, and
thereforedo not need to bein theimperfective. Thisaccountsfor (26); the cross-
linguigtic differenceis thus explained by the absencein St’at’imcets of a present
tense morpheme.

A smilar idea can aso explain a difference with respect to achievement
predicates. In English, achievement predicatesare not fdicitousin the perfective
aspect in the present tense, as shown in (27). Theexplanationfor (27) isthat the
instantaneous moment picked out by the English present tenseis smaller than
thetimeit takesto completean achievement (again, see Taylor 1985).

(27) a Context: you have been climbing a mountain, and just at the exact
moment when you reachthetop, you say: * 'l reachthetop!’

b. Context: you are crossng the threshold, and at the exact moment
when you enter the room, you say: * 'l arrive!”

In St’at’imcets, thereisof course no present tense morpheme, according to my
anadysis. Wetherefore predict that achievement predicates will be acceptablein
if uttered at the exact moment of culmination. Thisis correct, asshown in (28).
(28a,b) are acceptablein thecontextsgivenin (27a,b) respectively.

(28) a qayt-kan
reach. top-15G.5URJ
‘I reach thetop!’



b. tig-kan
arrive-1SG,SUBJ
I arivel’

Summarizing the results of this section, | have argued that in clauses with no
overt tense morphology, there is a single morpheme which picks out the
contextually provided referencetime. | have provided severd piecesof evidence
that the analysis is empiricaly better than an aternative, according to which
there is a phonologicaly neutralized but semanticaly contentful ambiguity
between pedt and present.

7 Univer sality, learnability and variation

The andlysis presented here involves minimd cross-linguigtic variation. The
analysisof St’at’imcets differsfrom that of English in two ways. (i) One of the
tense morphemesi s phonologically null, and (ii) One of thetense morphemesis
lexicaly unrestricted. Both of these congtitute minor differencesin the lexica
entries for tense morphemes. The differences with English which fall out are
listed in (29).

(29) i. The apparent 'optiondity’ of tense marking in St’at’imcets as
opposed to English.

ii. Theability of sentenceswith plurd subjectsto involve two different
sub-event situation times, one in the past and onein the present, in
Statimcets but not in English.

iii. Thenecesdty, in St’at’imcets but not in English, of keepingthe same
referencetime in a connected discourse (unless some other tempord
marking appears).

iv. The fact that activity predicates, in St'atimcets but not in English,
can bein the present without being in theimperfective.

v. The fact that achievement predicates, in St'at'imcets but not in
English, can be uttered in the perfectivewhen the event takes placeat
the utterancetime.

linguistic data availableto children. This seemsto raise a learnability problem,
towhich I will now sketch a solution.

Suppose that step oneis that the child learnsthat thereis a phonologicaly null
tense morpheme. Thisis presumably easy, sincel assumethat the child knows
that gwery language has an obligatory position containing tense information,'®
This will mean that any sentence with no overt tempora marking will be
evidencefor a null morpheme.

Now, step two is for the child to learn that the null morpheme is lexically
unrestricted. Suppose that she does this by knowing that semantically



contrasting null tense morphemes are not dlowed (i.e., that aty null tense
morpheme must be underspecified). Since thereis a null / overt contrast, and
since the child can eadly learn from primary linguistic data that past reference
times do not requiretu7, then the null morpheme must be lexicaly unrestricted.

9 Concluson

| haveargued in thispaper that St’4t’imcets possessestwo tense morphemes. the
past tense enclitic 7, and @pe. a phonologically null, lexicaly
underspecified tense morpheme whose valueis provided by the context. | have
argued that this analysis is empirically better than a ‘contrasting null tenses
andyss. | then observed that several cross-linguistic differences (obvious and
subtle) between St’at’imeets and English fall out from minor lexica differences
in the tense morphemes. | daimed that the learnability problem can be solved if
the child knows () that a position containing tense information is universaly
present, and (b) that semanticaly contrasting null tense morphemes are not
dlowed. A find prediction that this nakes is that dl else being equd, any
languagewith a null tense morphemeshould display the effectslisted in (29) for
St'at'imcets. Whether thisis correctisobvioudly atask for future research.

Notes

¥ Many t hanks to St’4Pimeets consultants Beverley Frank, Gertrude Nl Laura Thevarge and Rose
Whitley, and to Henry Davi s for help in diciting data. Thanks to Henry Davi s. Irene Heim, Toshi
Ogihara and Martina Wiltschko for much helpful feedback and discusson. Thanksto audiencesat
the University of Wishingiom, Seettle, the 37th Internationa Conference on Salish and Neighbouring
Languages, the University of Gl gary and WEGCL. Fieldwork i ssupported by SSHRC grants#410-
98-1597 and #410-2002-1715. Errors are soldly mine

¥ Future interpretations areimpossblein (2). My claim will be that *fsbare’ is not atense, but the
i ssue of thefuture goeswell beyondthe boundsof t he current paper .

*The arguments to be made could be replicated withinany of t he other availableforma approaches,
e.g. Eng (1986, 1987). Zagona (1990). Stowell (1993), Kamp and Reyle (1993). Ogihara (19%.
1999), Kusumoto (1999), Demirdache and Uribe-Etxebarria (1997.2000). ete.

* InKratzer’s analysis, the Aspect heed mediates between events and times by imtrodiacing a rnning
tire function, (7a) isin the perfective aspect, which is why the nmnisg ti e of the event st be
included within the reference time.

¥ (12) isin the perfective aspect; the apparent imperfectivity of the English trandation NXy is
walking' results from restrictions peculiar tot he Engl i sh present tense, See below for discussion.

* Wiltschko (2001, to appear) argues that Halkomelem Salish | acks aT node. Matthewson (in prep.)
arguesthat thisproposd is not right for St’4t’imeets.

" The i sste of whiich is chosen when isindependent of t he semantics of the nor phenes themsalves,
and goesbeyond the boundsdf this paper,

¥ The reader may wonder about (24) - bow can therebe asub-eventof Charliebuilding adoghouse,
when he has not yet completed it? The answer lies in the different lexical properties of
accomplishment predicates in St’4t’imeets; see Davisand Matthewson (to gppear).

* If a sent ence whose main verb possesses the subinterval property istrue a Some interval |, ‘then



the smtence is true at every subinterval of | induding every moment of time in I' (Bennett and
Partoe 1978:14).
™ Zee Matthewson (in prep) for justification; see also e.g. Déchaine (1993).
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Possessive with and Locative with

In Event Semantics
David A. McKercher
University of Toronto

1. Some Pacts about English with and without

For some categories of use of English with, negation of the with-phrase is
possible by substituting without for with in the sentence. The sentencesin (1)
to (10) illustrate ten categoriesof use of with, based on observationsin Nilsen
(1973), Quirk et al. (1985), and Schlesinger (1995). The with/without contrast
was pointed out by Tremblay (1996).

(1} Kim ate pizzawith/without a fork. [nstrument

i2i  Kimate pizzawith/without her friend. Accompaniment
Kim ate pizzawithlwithout a side salad.
Kim ate pizza withlwithout enthusiasm. Manner
K mate pizza with/without the lights on. Absolute
Kim ate pizza with/without pesto sauce. Attribute
He argued with/*without Sandy about that issue. Opposition
Kim left his keys with/*without his wallet. Proximity
Kim needed help with/*without that problem. Reference
Kim was paralysed with/*without fear. Cause
The garden swarms with/*without bees. Locatum
They provided the homeless with/*without blankets.
Off with/*without his head!

In this paper, | focus on the uses of with that fit the categories Instrument,
Accompaniment, Manner, Opposition, Proximity, Reference, and Cause. In
other words, my proposal covers the type of usesillustrated in (1), (2), (3), (6),
(M), (8), and (9). Absolute with in (4) differsfrom the rest in that it takes a
clausal complement. Attribute with in (5) is different in that it heads a phrase
that modifiesa noun rather than a verb (phrase). The uses of with in (10) are
differentin that either alternationsare involved (Beesswarm in thegarden, They
provided blankets to the homeless) or the type of use is idiomatic (Off with his
head! To therack with him).
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2. Twowithsin English

My proposal is that the without factsfollow if we assume thereare two withsin
English -- a Possessive with and a L ocative with -- and that without expresses
the negative counterpart of Possessivewith but not Locative with. This proposal
is similar to Tremblay's (1996) suggestion that English hasa preposition with
(category P) and a dummy case assigner with (category K). Without is the
negativeform of the preposition with, but there is no negative counterpart of the
case assigner with. My proposd is different in that the two withs contrast in
terms of semantic representation, and not in terms of syntactic category. In
Davidsonian event semantics(Davidson 1967, Parsons 1990, 1995), Possessive
with denotes a three-place predicate, taking the event argument, the possessor,
and the possessed as its three arguments. Locative with, on the other hand,
denotes atwo-place predicate, taking the event argument and the location as its
two arguments. Thelogica representations for the two types of with are given
in (113, where with; correspondsto Possessive with and withy corresponds to

L ocative with.

(11) with: AyAxhe.WITH(e, X, Y)
withy: Axhe.WITH(e, x)

The idea of athree-place with in event semantics differs from Parsons (1990,
1995). For example, Parsons (1995) gives the trandation in (13) for the sentence
in (12).

(12) Brutus stabbed Caesar violently in the back with a knifein the agora
(13) (Je)[Stabbing(e) & Agent(e,Brutus) & Theme(e,Caesar) & Violent(e) &
Intarcer(e,the back) & With(e,the knife) & Inpocammoede,the agora)

The predicate calculus representationin (13) contains the proposition‘'for some
event e, e was with the knife” My proposal is to make the logical form say
something more: "for some event e, Brutus was with theknife in e" or "Brutus
had the knife in e". The logica representation would be
(3e)[...With(e,Brutus,the knife)..].

Subject-oriented modifiers expressed by manner with-phrases provide a
particularly compelling case for a thres-place with. In a sentence such as (14),
the with-phrase expressesthe state-of -mind that a participant in the event bears. -

(14) Kim kissed Sandy with enthusiasm.

Assuming function applicationfor combining the meanings of a verb and its
object and for combininga verb phrase and its subject, function application for
combining a preposition and its object, lambda conjunction for combining
modifiers with their arguments, and default existential closure over the event



argument, we arrive at the derivation in (15) for the sentencein (14).

_(15)
Kim kissed Sandy with enthusiasm.
Je[KISS(e,KIM,SANDY) & WITH(e,KIM,ENTHUSIASM)]

K mkiss Sandy with enthusiasm,
Ae[KISS(e,KIM,SANDY) & WITH(e,KIM,ENTHUSIASM)]

Kim, kiss Sandy with enthusiasm,
KM AvAe[KISS(e,v,SANDY)
kiss Sandy, with enthusiasm,
ke [KISS(e x,SANDY)] Awihea[ WITH(e2,w, ENTHUSLASM)]
kiss, Sandy, with, enthusiasm,

Apdxhe[K155(e1,500] SANDY  Azhwles[WITH{ea,w,z)] ENTHUSIASM

It is worth comparing the result in (15) withWyner's (1998) theory of subject-
oriented modifiers. Wyner trandates the adverb reluctantly asin (16). | assume
this meaning is comparableto the meaning Wyner would assign to the adverbial
PP with reluctance.

(16) AFhe[P(e) & Tsfreluctant(s) & Experiencer(s) = Volition(e)]],
where Pisa predicateof events, and s isadtate.

Applying the meaning of reluctantly in (16) to the meaning of Kim hit Sandy,
givesthe formula in (17):

17) Jefhitting(e) & Ag(e) = kim & Volition(e) = kim & Th(e) = sandy &
s{reluctant(s) & Experiencer(s) = Volition(e)]]

What (17) says is (i) there is an event of hitting with Kim as its agent and
Sandy asit theme, (ii) Kim isa volitiona participantin the hitting event, and
(iii) there is a stateof reluctance and (iv) the experiencer of thereluctant state is
the same as the volitiona participant in the hitting event. Wyner is forced to
make an additional assumption --temporal overlap of Kim's state of reluctance



and the event of Kim hitting Sandy.

Reluctantly isa combinator with regpect to events much like other Adverbs in
Event Theory. It contributes to the truth-conditions thet there is a state of
reluctance, which has an experiencer, axd which, we assume, tempordly
overlaps with the event the Adverb modifies. (Wyner, 1998:345)

The truth conditions in (17) aretoo weak, even with the additional assumption
of temporal overlap, sinceif Kim is reluctantabout something else at the same
timethat she hits Sandy, then Reluctantly, Kim hit Sandy is true.

Strigin (1995) addressed the question of subject-oriented modifiers in event
semantics in his work on German mit-phrases. Strigin proposed that mit-phrases
introduceinto the discourse representation structurethe relation emt(e,v), read as
‘v is concomitant with e’. He described the relation emf(e,v) as the
"underspecified/general/context-invariant meaning of mit" (Strigin, 1995:314).
The context specific meaning of emt(e,v,) comes about by abductive inference.
For a sentence such as (18) where there is a subject-oriented modifier, Strigin
used a mechanism of "semanticdescent” where the object of mit is construed as
aproperty of the agent rather than the situation.

(18)  John schneidet Fisch mit Vergnugen
John cuts fish with delight

Similarly for accompaniments, as in (19), there is semantic descent: "since
situations do not put bathing caps on, but their agents sometimes do, we need a

«~ kind of semantic descent from situationsto their agents" (Strigin, 1995:321)

(19) Sieschwimmt mit der Badekappe
she swims with the bathing cap

The mechanism of semantic descent would also be needed for instruments, since
they are under the control of the agentswho use them.

Under the analysis of Possessive with as a three-placepredicate, amechanism
of semantic descent is not required. Possessive with — which subsumes
Instrument, Accompaniment, and Manner uses asillustratedin (1) to(3) --isa
predicate that expressesa relation between a possessor, a possessed object, and
the event argument. The possessive relation needs to be sufficiently broad to
include accompaniments, in the same way that possession expressed by the
genitive, as in Kim_s friend, does not express that Kim owns her friend (see
Heine 1997 on possession). Possessive with also seemsto be appropriate for
absolute with, though in this case it is an accompanying circumstance,
presumably with its own event argument, that a participant in someevent has.
In the case of attribute with, the with-phrase expresses a possessed attribute of
the referent denoted by the noun phrase. Unless the noun introduces an event
argument into the logical form, attribute with would not include an event
argument. Overall, the idea of a Possessive with could extend to absolute with-
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phrases and attribute with-phrases, once the differences in the syntax of these
phrasesare taken into account.

What about the two-place Locative with? | proposethat this isthe right one for
opposition, proximity, reference, and causes uses of with. Notice that
opposition with can be replaced by the locative preposition against --fight
with/against, struggle with/against, argue with/against, etc. Proximity with
can also be replaced by a more specific locative preposition. Reference with
refersto an abstract location, asillustratedin (20).

(200 What do you want with me?[in regardsto]
Jaimeis unpopular with his teachers. [in the opinion of]
Brain activity increaseswith body temperature. [in proportionto]

Findly, cause with introduces asource, and since asourceis atype of location,
Locative with can be taken to be a supertype of cause with. In the next two
sections, | provide cross-linguistic and diachronic support for two withs in

English.

3. Cross-linguistic Support for two withsin English

Does this proposa of two withs make sense cross-linguistically?1f Possessive
with and Locative with are homonyms in English, then we do not expect the
same homonymy cross-linguistically. This is in contrast to systematic,
iconically motivated polysemy, where we expect to the see the same
"homonymy" in arange of typologically distinct languages (Chapin 1971, Croft
1990).

Stolz's (1997) work on comitative/instrumental case syncretism is relevant
here. Stolz set out to see if Lakoff and Johnson wereright about the universality
of their Companion Metaphor:

\Mtrlldfe/v exceptions, the following principle holds in dl languages of the
world:
The word or grammatica device that indicates ACCOMPANIMENT dso
indicatesINSTRUMENTALITY.
Snce the experiences on which the megphor AN INSTRUMENT IS A
COMPANION are besed ae likdy to be universd, it is naurd that this
granmaticd principle holds in mog languages (Lakoff and Johnson,
1980:135).

In his survey of 323 languages (24% from the Americas, 20% each from Asia,
Africa, and Oceanig, and the remaining 16% from Europe), Stolz found that in
25% of the languages (791323) Lakoff and Johnson's "universal principle” held.
Though comitative/instrumental syncretism is far from universal, it is also not
uncommon. Relevant for present purposes is syncretism of locative with



instrumental/comitative markers. Out of 448 syncretistic patterns, just 17
(3.8%) were comitative+ instrumental + locative.

In German, for example, mit marks both accompanimentsand instruments, and
SO shows a comitative/instrumental syncretism. However, mit does not mark
proximity or cause, asillustrated in (21) and (22).

(21) Kimlegt ihr Schiussel neben/*mit ihre Brieftasche. [Proximity]
Kim laid her keysnext.to/*with her wallet
'Kim left her keyswith her wallet.'
(22) Kimerstarrte vor/*mit Angst. [Cause]
Kim paralysed for/*with fear
'Kim was paralysed with fear.'

Persian provides another examplewhere the comitative/instrumental case marker
is not used to mark proximity, asillustratedin (23).

(23) Kimkelidash rapishe/*ba kifash gozasht. [Proximity]
Kim his.key DIR.OBJ proximity.of/*with his.wallet he.put
'Kim put his keys with hiswallet.'

To summarize, markers of instrument and accompaniment are not necessarily
markers of location. The prediction is that cross-linguistically, notions of
opposition, reference, and cause arefrequently marked by something other than
the comitative/instrumental case marker.

4. Diachronic Support for two withsin English

Does this account make sense in termsof the history of English with? In Old
English, there were two prepositions. wid and mid. wid meant 'against,
alongside’ while mid conveyed instrument and accompani ment meanings.

The mogt remarkable development in the Sgnification of wth condds in its
having teken over in the ME. period the chief senses beonging ﬁg;ger to OE.
mid (cognate with Gr. meta With). These senses ae mainly t enotlng
assouatlon combination or union, indrumentaity or means and

circumstance. (Oxford English D|ct|onary)

During the Middle English period.(1100 to 1500), mid wasrapidly superseded
by with and was obsolete by the end of the 14th century. Severa cognates of
mid exist in other Germaniclanguages. Dutch met, German mit, and Danish,
Swedish, and Norwegian med. The only remnant of mid in modem Englishisin
the word midwife (Traugott, 1983:518). The fact that present day with comes
from two prepositions supports the proposal that there are two homonymous
withs -- Possessivewith and Locative with.
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Optional Head Movement in Comparatives

. *
and Exclamatives
Fumikazu Niinuma and Myung-Kwan Park
University of Connecticut and Dongguk University

1. Introduction

The main concern of this paper is optional head movement in English
comparativesand exclamatives, as shown in (1-2).

(1) a  Shespokemore convincingly than Harry did
b.  She spoke moreconvincingly than did Hany
(2) a  WhatanicepersonJohnisl
b.  WhatanicepersonisJohn!

Asshown in {1}, subject-Aux order, in additionto Aux-subject order, is possible.
The same situation can be observed in exclamative sentences, as exemplifiedin
(2). Following the standard analyses(cf. Emonds (1970)), we will assume that
(Ib) isderivedfiom (l1a) viasubject-Aux inversion(SAl), or I-to-C movement.

If we consider this phenomenon under the minimalist perspective, we face (at
least) two interesting issues. The first question concerns optionality, which is
problematic under the minimalist assumptions. If SAl generates(Ib) from (la),
we have to explain why SAl is optional. The second question concerns the
treatment of head movement. It has been suggested that head movement occurs
within narrow syntax. However, recently Chomsky (2000. 2001a,b) and Boeckx
and Stjepanovi¢ (2001) propose that head movement is a PF operation, so that
we can avoid the problems with head movement (such as the Extension
Condition).

In this paper, we would like to argue that head movement in English
comparatives and exclamatives is a PF operation. More specificaly, we show
that SAI in comparativesand exclamatives interacts with ellipsis and sentence
stress assignment. The implications of the analysisare as follows: first, we can
draw a line between SAI in comparatives and exclamatives, on the one hand,
and SAl in yes/no questions, on the other hand. Thisis predicted, since SAl in
yesino questionsis not affected by sentence stress assignment. Second, only if
head movement is treated as a PF phenomenon can we account for the



interactionamong ellipsis, stressrule and head movement.

The organization of this paper will be as follows. In section 2, we will
observe the propertiesof SAI in comparativesand Merchant's (2001) anaysis.
In section 3, we would like to point out the problemswith hisanalysis. Then, we
will propose an aternativeanalysis in section 4. In section 5, we will discuss
that the proposed andysis can aso handle SAI in exclamatives. Section 6 is a
summary of this paper.

2. Compar atives

In this section, we now examine the phenomena of SAl in comparative clauses
more carefully. First, as noted by Merchant (2001), VP must be elided under SAI
in comparatives. However, VP does not have to be elided if SAl does not apply
to thestructure. Thisisshown in (3-4).

(3) a. Abby can play more instrumentsthan can her father (* play)
b. Abby can play moreinstrumentsthan her father can play
(4) a Abby has been awarded more accoladesthan has her father
(* been awarded)
b. Abby has been awarded more accol adesthan her father has been
awarded.

Second, pseudogapping is prohibited when SAl is applied in comparative
clauses, asshownin (5-6).

(5) a *Abby playstheflute better than does her father the trumpet
b. Abby playsthe flute better than her father doesthe trumpet

(6) a.” *Abby can play more sonatasthan can her father concertos
b. Abby can play more sonatasthan her father can concertos

Based on the data above, Merchant (2001) made the following generalization:

(7) 1-to-C movement in comparativeclausescan occur only if VP-ellipsis
has del eted the VP complement to I°

In other words, the condition for SAl in comparativesis VP-dlipsis. In order to
account for the generdization (7), Merchant relieson the notion ‘'the ECP at PF,
asdefined below®:

(8) The Empty Category Principle(ECP) at PF
At PF, atrace of A'-movement must either be i) PF-head-governed, or
i) PF-antecedent-governed.



According to (8), A'-traces must be head-/antecedent-governed at PF by the
element which has phonetic contents. More specificaly, neither traces nor null
operators can be proper governors at PF since they are phonetically null
elements, by definition.

With thisin mind, let us consider how (8) accountsfor the ungrammaticality of
(3a), which is repeated below for convenience:

(9) a *Abby can play moreinstrumentsthan can her father play
b. ... than [zp OP, can [ her father te [wr &1 [ve tsu Play $111]

Merchant (2001) assumesthat a null operator moves from the complement of
play to the Spec CP, on the way to the VVP-adjoined position. Let us focus on the
intermediate trace ¢,’. Notice that the candidate for the head-governor of this
trace is the trace of can, which is not PF-visible. Therefore, ¢,> cannot be PF-
head-governed. This trace cannot be PF-antecedent governed either, since the
possibleantecedent isthe null operator in [CP, Spec] position of the comparative
clause. Thus, it violatesthe ECP at PF, and the sentence (9a) is ungrammatical,
as predicted.
Let usconsider how Merchant (2001) explainsthe grammaticality of (3).

(10)a. Abby can play more instrumentsthan can her father
b. ... than [i_-p- OP; can [|p- her father tean {h..ﬂq--_i"ﬂw;ﬂi]

(10b) is the same as (9b) except that the whole VP is elided in (10b). Thus, the
intermediatetrace ¢,” is at issue. Followingthe logic of Lasnik (1995, 1999) and
Merchant (1999), Merchant (2001) arguesthat ellipsiscan save violationsdue to
the ECP at PF. In particular, Merchant claimsthat when the offending trace (z,”)
in (10b) is deleted by VP-dlipsis, then it is not subject to the ECP any longer at
PF. The repair of the ECP violation by elipsisin (10) is analyzed on a par with
the repair of the Subjacency violation by ellipsis in (11b), which Merchant
(2001) claimsaobtainat PF;

(1D)a. *John knowsthe person who bought something, but | don't know
what; [John Knows [u.s4 the person who bought #,]].
b. John knowsthe person who bought something, but | don't know

what, [kt Hipremesielimmmbi, b
3. Problems

Even though his analysisis quite interesting, there are three pieces of counter-
evidence against Merchant's (2001) anaysis. First, as noted by Emonds
(1970:9), pronouns cannot appear at the end of the sentence where both VP
elipsisand SAI occur. However, it turns out that weak pronouns cannot appear
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at the end of the comparativeclause, as illustrated below:

(12)a. *JohnlikesBeethoven morethando |
b. Johnlikes Beethoven morethan| do
(13)a. *Abby can play more sonatasthan can he
b. Abby can play more sonatasthan can HE

If Merchant's analysis were correct, then the structures would be the same for
(13a) and (13b). Hence his analysis would expect that there should be no
contrast, contrary to the fact:

Second, the expl etivethere cannot appear at the end of the sentence, asshown in

(15).

(15)a. Thereareover 830,000 morejobsin Australiathan there were.
b. *Thereare over 830,000 morejobsin Australiathan werethere.

L et ussuppose that expletivesdo not have any semantic content, hence it cannot
receive nuclear stress. If so, the data (13) and (15) suggest that SAl in
comparativesisaffected by stress assignment.

Third, Potts (2002) notesthat more than one head can appear beforethe subject
in comparatives, as shown in (16). Notice that in yes/no questions, more than
one head cannot move to the C position, as in (17). This tells us that there is
some operation that is not the same as syntactic head movement:

(16) Eddiehas been flyinglonger than has been Chuck.
(17) *Have been Chuck flying longer?

In short, we pointed out the counterevidence with Merchant (2001), which
suggests that we have to look for the alternative analysis of SAl in
comparatives.

4. An Proposed Analysis

Asshown in the previous section, we have to account for the two facts, namely,
the interaction of head movement with stress assignment and the possibility that
more than one head can moveto the C position. In thissection, we would like to
explore an aternative analysis for optiona SAl in comparative clauses in
English.

Before presenting our analysis on optional SAl, we would like to observe



Reinhart's (1997) and Reinhart and Neelman’s (1998) analysisof scrambling in
Dutch. Reinhart (1997) and Reinhart and Neelman (1998) arguethat scrambling
in Dutch interacts with stress assignment which brings about focus effects. In
(18), the scrambling of the direct object is impossible when the direct object
receivesstress. On the other hand, it is possiblewhen the verb is stressed:

(18)a 1k heb nog niec DEKRANT gelezen, maar ik
I have not yet the newspaper read, but |
heb al wel HET BOEK  gelezen.
have aready indeed the book  read
b. *1k heb DE KRANT nog niet gelezen, maar ik heb HET BOEK al
wel gelezen.
(19)a. Ik heb hetboek gisteren GELZEN en niet ERSCHEURD.
| have thebook yesterday read and not tomup
b. *Ik heb gisterenhet boek GELZEN en niet VERSCHEURD.

Based on this contrast, Reinhart (1997) and Reinhart and Neelman (1998)
argue that scrambling makes it possible to dmploy unmarked/neutral sentence
stress, avoiding marked sentence stress. Hence scrambling is regarded as a PF
phenomenon in that it is affected by sentencestressassignment.

Notethat scramblingin Dutch and SAl in English comparativesshare the same
properties. First, both phenomenaaffect sentencestress assignment. Second, it is
considered that both operations are optiona. Thus, we would like to propose,
following Reinhart (1997) and Reinhart and Neelman (1998), that English has
an option of movinga head element at PF when it makesa structural context for
the application of the unmarked stress assignment rule rather than the marked
one. In particular, head movement in comparative clauses makes it possible for
the subject NP to receive unmarked neutral stress rather than marked stress.
Accordingto our analysis, the derivation for the sentence(20a) is derived by the
PF-head movement of the auxiliary can:

(20)a. Abby can play more instrumentsthan can her father
b. ... than[zr OP| can[ir her father ¢.., fugrbi—fup—te—phar—i 1]

movement at PF

After I-to-C movement, the subject her father counts as the most embedded
(right-most) element which is assigned neutral sentence stress (cf. Cinque
(1993)). That means that I-to-C movement in comparative clauses is triggered
when it makesa subject receive neutral sentencestress, avoiding marked one.
Under our analysis, the contrast in (21) is not a unexpected one; only the
stressed strong pronoun can occur in the clause-final position because SAI here
makesit possiblefor the right-most element to receive neutral sentence stress:



(21)a. *Abby can play more sonatasthan can he
b. Abby can play more sonatasthan can HE

Notice that in order for the subject to be assigned neutral sentence stress, the
whole VP must be dlided, as shown in (20b). If, as standardly assumed, VP-
ellipsis and sentence stress assignment are PF operationsand if head movement
is also a PF operation, then it is expected that there is an interaction among
them. The phenomenon of SAI in comparativeclausesin English clearly points
to thisinteraction?.
Let us now consider how to account for the ungrammaticality of (22a). The

relevant structurewould bein (22b).

(22)a. * Abby can play moreinstrumentsthan can her father play
b. ... than [cp OP, can [ip her father e [vr #1" [ve su play 4111]
4 | movement at PF

Economy at PF can explain the ungrammaticality of (22a) along the line of
argument by Reinhart (1997), who claimsthat scramblingin Dutch applies only
when it is needed to derive a different word order with a concomitant different
focus structure; otherwise it cannot be applied, because of economy at FF".
Given this assumption, let us look at (22a). The rightmost element of this
sentenceisthe verb play, whether SAI appliesor not. That is, SAl in (22a) does
not change the focus structure of the sentence since the unmarked stress falls on
the sentence-final element. That is why SAI in (22a) resultsin a violation of
economy at PF. If our analysisis on the right track, we do not have to worry
about intermediatetrace of the null operator which Merchant is concerned with
and we can dispensewiththe ECPat PF:

(23) Abby can play more instrumentsthan her father can play

In this sense, SAI in comparatives is not optional, because it applies only when
it makesa context for the application of the unmarked stress assignment rule; in
other words, SAl is constrained by the focus structure of the resulting sentence.
This is why pronouns must be strong when they appear in the sentence-fina
position of the comparativeclause.

Now, let us consider the following example, where more than one head
appears beforethe subject:

(24) Eddie has been flying longer than has been Chuck.

Under our analysis, the verb cluster moves to the C position at PF and the
subject isrealized at the end of the sentence, as shown below:
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(25) ... than [cp hﬂ*bﬁfﬂ: [ip Chuck 1), Piiting-longe]]

movement at PF

There is some good reason to believe that only the heads moves to the pre-
subject positionin (25). The relevant datawould be shown below:

(26) *Eddie has been flyinglonger than has probably been Chuck.

If, as standardly assumed, the adverb adjoinsto the maximal projection, such as
VP or TP, then the ungrammaticality of (26) is expected, since only heads move
toCat PF".

If our analysis presented so far is correct, then we can also draw aline between
SAI in comparativesand SAl in yes/no questions. This is so because SAl in
comparativesis constrained by sentence stress assignment which affects focus
structure, but SAl in yes/no question is not. As noted in (27), in the case of
yes/no question, the rightmost element isidentical, but it is still grammatical®.

(27)a. Johnwill leave
b. Will John leave?

To sum, we have proposed that SAI in comparativesis a PF operation. More
specifically, SAl in comparatives is triggered when the subject gets to receive
neutral sentencestress, avoiding marked one.

5. Exclamatives

Let us consider the following data:

(28)a. What anice personJohnid
b. What anice person is John!
(29)a. What a nicecar John bought!
b. *What a nicecar did John buy!
C. [Wltlat anicetruck Bill bought!] And what anice car did John b,
toa!

As shown in (28-29), we can see the optional head movement in exclamatives,
which is quite similar to SAI in comparatives, as discussed above. Let ustake a
look at the data more closgly to see if SAI in exclamatives shares the same
property with SAl in comparatives. First, it is the case that weak pronouns
cannot appear in the sentence-final position of English exclamatives. If thereis
no inversion, then weak pronounsare possible:

(30)a. *What a nicepersonishe!



b. What a nice personisHE!
¢. What aniceperson heis!

Second, it has been noticed that the pronoun it cannot receive any focus. The
ungrammaticality (31a) shows that there is some interaction of the head
movement with sentence stress assignment:

(3Da  Whatanicecaritid
b. *Whatanicecarisit!

(30) and (31) clearly indicate that SAl in comparativesand exclamativesshares
the same property. If so, then Merchant's (2001) analysis would aso explain
SAl in exclamatives, too. However, his analysispredictsthat the ungrammatical
sentence (31b) is predicted to be grammatical, contrary to the fact:

(32)a. *What anicecar did John buy!
b. [cp [What anicecar]; did [ John tga [ve £ [ve fukn buy Al
-> 1 is PF-antecedent-governed by the element in Spec CP.

Let us assume, following Oda (2002), that in exclamatives, the element
containing the wh-phrase overtly moves to Spec of CP. If so, the apparently
offendingtrace ¢’ is PF-antecedent-governed by the element in Spec CP. Thisis
so because the element in Spec CP has a phonetic content, hence the
intermediatetrace satisfiesthe ECP at PF. However, it is not acceptable, contrary
tothefact.

In order to account for SAI in exclamatives, we would liketo proposethat head
movement in exclamatives also occurs in the phonological component. As a
result, the subject appears in the sentence-fina position, so that neutral stressis
assigned to the subject. This is the reason why pronouns cannot be weak ones
when they appear in sentence-final position:

(33)a. What a nicepersonisHE!
b. [-r [what anice person], is [ HE & # 1]
movement at PF

Now, let us go back to the ungrammaticality of (32a). The reason why (32a) is
ungrammatical is due to economy at PF. Notice that even though SAI does not
apply to the structure as in (34), the element that appears at the end of the
sentence is the verb buy. This means that SAl does not change the focus
structure of the resulting sentence. In other words, SAl in exclamatives is
possibleonly when the subject put at the sentence-final position after SAI comes
to receive neutrd stress. Hence, SAI in (32a) is excluded because of economy at
P
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(34)What a nice car John bought!

6. Summary

To summarizethis paper, we have shown that there is an interactionamong VP-
dlipsis, stress assignment rule and head movement in English comparativesand
exclamatives. In order to account for this, we have proposed that head
movement in these constructions is best described as an instance of PF
movement, which is different from head movement in yes/no questions. Thisis
predicted, since head movement in yes/no questions does not affect the focus
structure of the resulting sentence. Thus, our analysis partialy constitutes -
evidencefor Chomsky (2000, 2001a,b).

Notes

* We would like to thank Klaus Abels, Zeljko Boskovi¢, Barbara Citko, Howard Lasnik, and Bum-
Sik Park for suggestions, comments, and criticism of our analysis. Also, we are indebted to the
audience at ling-lunch talk at University of Connecticut, a the workshop Triggers at Tilburg
University, and at the WECOL at University of British Columbia

1. Thedefinitionsof PF-head-governmentand PF-antecedent-governmentare shown below:

(i) a PF-head-governs i iff i. & ais a head, and b) a c-commands B, and c) a respects
Relativized
Minimality wrt $, and ii. ais PF-active.
(i) Alinka inachain=a,, ...a,> is PF-activeiff o; isthelink at which lexical insertionoccurs.
(iii) aPF-antecedent-governs [i iff i. @) aand [ aeco-indexed, and b) ac-commandsg, and
c) arespectsRelativized Minimality wrt 8, and ii. ais PF-visible.
(iv) Anexpressionais PF-visibleiff ahas phonetic exponence.

2. Peter Svenonius (persond communication) points out to us that there is a contrast in terms of
adverb placement:

(i) Abby monthly imported more shellfishthan (?2did) Sam (did) annually (did)
This is expected under our analysis, since the adverb ammswify is placed at the end of the sentence
when SAI occurs. Hence, SAI does not change the focus structureof the resulting sentence, so that it
resultsin aviolationof economy at PF.
3. SeeFox (1995) for economy et LF.
4. The interesting question that arises is when ‘more than one’ head movement is possible in
English. ChrisCollinsand Marcel den Dikken (persona communication) point out to us that ‘more
than one' heads can occur before the subject in locativeinversion and quotativeinversion, as shown
below:

(i) Downthe hill had rolled John

(i) "'l amso happy"* havethought John
It seemsthat the same pronoun restriction arises in these constructions. In these constructions, weak
pronounscannot appear at theend of the sentence:

(iii) Downthehill had rolled HE/*he

(iv) "'l amso happy" havethought HE/*he
The difference between head movement in comparativedexclanaives and in locative
inversion/quotative inversion is that in comparatives and exclamatives, VP-ellipsis is a necessary



condition for heed movement, while it does not gpply to locative inversion/quotative inversion. We
will Iea\/ethlsopmforaﬁxmre research topic.

5. It reminds us of Emonds (1970), who suggests thet there might be the case thet SAT in yes/no
questionis different from SAl in oomparalves According to him, SAI in yes/o question is a root
transformation, but SAT in comparativesisa’minor movement rule.

6. Some speakersdo not accept the sentence (26¢). It seems that SAl in exclamatives are archaic
forms, and that could be the reason why they judged it as ungrammaticd. We thank Arthur Bell
(persona communication) for theclarificationof this point.
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Greek Reflexives

and the Syntax/Lexicon parameter’
Dimitra Papangdli
Utrecht Instituteof Linguistics, OTS

1Aim

Taking Reinhart's (1996, 200011) work on the Theta System as a starting
point, Reinhart & Siloni (to appear) argue that reflexivization taken as an
aity reduction rule applies either in the syntax or in the lexicon. In this
paper | provide evidencethat Greek formsreflexivesin the syntax.

| will further argue that certain differences between Greek and other
syntactic type languages, namely French and Italian, should be attributed to
the type of the reflexive marker: areflexive suffix obligatorily absorbs only
the Accusative, whilea reflexiveclitic absorbs the Accusative or the Dative.

2 The Framework

2.1 Thetheta system
| assume here, following Reinhart (200011):

""The theta system (what has been labelled in Chomsky's Principlesand Parameters
franework Theta theory') is the system enabling the interface between the systems
of conceptsand the compuitationd system, syntax (and, viathe syntactic
representations, with the semantic inference systems). The Theta sysem consstsof
(at least):

a Lexicd entries, which are coded concepts, with formd featuresdefining the
thetarreationsdf verb-entries.

b. A sat of arity operationson lexica entries, which may generalenew entries, or
just new optionsaf redization.

¢. Marking procedures, which 'prepare’ a verb entry for syntactic derivations:
assgn an ACC(usative) fegture to the verb in the rdevant cases, and determine
merging properties of arguments (technically obtained by indices).”

Each verb-concept is taken to correspond to a single lexical entry and
different forms of the same entry are the outcome of arity operations, which
determine if (and how) theta-roles are readlized. Two a&ity operations
(reduction and saturation) eliminatethe ACC feature.



2.2 Thesyntax/ lexicon parameter

Reinhart (1996, 200011) argues that reflexive predicates are formed by
application of internal reduction, along the linesof Chierchia (1989):

(2) Internal Reduction/ Identification: Reflexivization
a W=l fy= - By(Vj=tly=
b. By(Wx) == Bt [ V(x, x)]

Reinhart & Siloni (to appear) suggest that internal reduction applieseither in
the lexicon or in the syntax. If interna reduction applies in the lexicon, it
reduces the internal argument of the verb and it eliminates the Accusative
feature. If interna reduction applies in the syntax, the internal argument of
the verb is identified with its external co-argument. The Accusative feature
is not eliminated by the arity operation. A reflexive marker is inserted to
teke care of Case. They provide a number of diagnostics that distinguish
syntactictype languagesfrom lexicon type languages.

i. In syntactic languages (French, Itdian, German), reflexivization is a
productive operation. In lexicon languages (English, Hebrew), on the other
hand, reflexivization is limited. Only a subset of verbs with an agentive
transitive variant can reflexivize.

ii. Syntactic languagesallow reflexive ECM predicates (2a), while lexicon
languages disallow them (2b).

(28) Jean se  considére intelligent (French)
Jean SE considers clever
'‘Jean considershimself clever’

(2b) *dan mitxasev intiligenti (Hebrew)
Dan sdf-considersintelligent
'Dan considershimsdlf clever'

iii. Syntactic languagesallow dative reflexivization (3a). On the other hand,
lexicon languagesdisallow this (3b).

(3@ Jean s est envoyé une lettre (French)
Jean SE is sent a letter
'Jean sent aletter to himself

(3b) *dan hitale'ax mixtav (Hebrew)
Dan sdf-sent letter
'Dan sent a letter to himsdf'

I will show that Greek isalanguage of the syntactic type: any transitiveverb
has a reflexive variant in the relevant contexts (not only agentivetransitive

virwlhrha Thice 10 1lliicdbvat~ad s Flhas AlAalAaas AF At feantFiarns O\ oot~
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the syntactic type (section 3.4). However, Greek does not dlow
reflexivization of the dative (benefactor). This will be attributed to the
reflexive suffix, which obligatorily absorbsonly the Accusative.

3 Greek Reflexives

In this section, | will challenge the view that Greek is a lexicon language
(Tsimpli 1989, Holton, Mackridge & Philippaki-Warburton 1998). | will
argue that there is enough evidence to identify Greek as a language of the

syntactictype.
31 Theproblem: 'the many functionsof ~TE’

Greek uses the same morpheme to mark reflexives (4a), passives (4b),
(some) unaccusatives (4¢), middles (4d) and reciprocals (4€) (cf. Tsimpli
1989, Rivero 1992, Alexiadou & Anagnostopoulou 2001). | will call this
suffix =TE, athough it changes form depending on tense, aspect, mood,
personand number.

(4a)1 Maia plenete
the-Marianomwash- TE -3sg
'‘Maria washes

(4b) Tovivlio dhiavastike  hthes
the-book-nom read- TE -3sgy yesterday
"The book was read yesterday'

(4c)To plio vithizeze
the-ship-nomsink- TE -39
"The shipsinks

(4d) Tovivlio dhiavazete efkola
the-book-nom read-TE-3sgy easily
‘The book readseasily’
(4e) O Yanis ke i Maria . filiunde®
the-Y anis-nom and the-Maria-nomkiss-TE-3pl
'Y anis and Mariaare kissing’
Sometestsare required in order to identify the reflexive use of a predicate.
32 Ambiguity

The different functioiis of —TE give rise to ambiguities (cf. Alexiadou &
Anagnostonoulou 2001). Exambple (5) is ambiauous between (at |east)



(5)1 jineka kaike
the-woman-nom burnt-TE-3sg
i. 'The womanwasburnt' (passive)
ii. "The woman burnt herself (reflexive)

It is possible to disambiguate the different readings by the choice of
adjuncts.

i. The adverbia 'on her / his own' appears with reflexives (6a) and
unaccusatives (6b) but not with passives (6¢) (Chierchia 1989, Alexiadou &
Anagnostopoulou 2001).

(6a) Ksiristike monos  tu (Greek)
shaved-TE-3sg own-nom his-gen
'He shaved on hisown' (English)
(6b) Irthe moni tis (Greek)
came-3sg own-nomher-gen
'She cameon her own' (English)
(6¢) *Thavmastike moni tis (Greek)
admired-TE-3sg own-nom her-gen
"* She was admired on her own'’ (English)

Note that verbs like gapo 'love, miso 'hate€, latrevo 'adore’ do not
reflexivize in Greek or in Serbo-Croatian (another language of the syntactic
type). Although thereis no explanation for this, the suffix -TE always gives
rise to passiveinterpretation. The adverbial is excluded:

(7) *Latreftike monos  tu
adored-TE -3sg own-nom his-gen
"*He was adored on hisown'

ii. Reinhart (2000) points out that instrumentsaways appear with agentive
arguments. Asillustrated below, instruments appear with reflexives(8a) and
passives(8b) but not with unaccusatives(8c).

(8a) Ksirizete me tin ilektriki mihani (Greek)
shaves-TE-3sg with the-electric- raisor-acc
'He shaveswith the electric raisor' (English)

(8b) To ktirio kaike (apo tus anarhikus) (Greek)

the-building-nomburnt-TE-3sg (by the-anarchists-acc)
me dhio varelia petreleo

with two- barrels-acc petrol-acc
TlA bl A md v r e evceed T 7 FlA AarvAarAlag )



(8¢c) *Epese me enaksilo (Greek)
fell-3sg witha stick-acc
*She / hefell withastick' (English)

iii. The adverbial moni #is 'on her own' and the instrumental phrase appear
simultaneoudly. In (9a), the unaccusative reading is excluded, due to the
instrumental phrase. The passive reading is aso excluded, due to the
adverbial'on her own'. Hence, the verb can only be reflexive".

(9a) | jineka kaike moni tis  me taspirta” (Greek)
the-woman-nom burnt-TE-3sg own-acc her-gen with the-matches-acc
"*The woman burnt herself on her own with the matches (English)

As Reinhart & Siloni (to appear) point out, in lexicon languages, only a
subset of the set of theagentiveverbs can reflexivize.

The transitive verb keo 'burn’ does not always take an agent as its subject.
It also allows an instrument (10a) or a cause (10b).

(10a)M'  ekapse to spirto
me-acc burnt-3sg the-match-nom
"The match(es) burnt me

(I0b)M'  ekapse o ilios
me-acc burnt-3sg the-sun-nom
"The sunburnt me

The reflexive variant is allowed only in the presence of an agentive subject:

(11a)I jineka kaike moni  tis me taspirta(Greek)
the-woman-nom burnt-TE-3sg own-acc her-gen with the-matches-acc
“*The woman burnt herself on her own with the matches

(1Ib)*I  vaka  kaike moni tis me ta spirta(Greek)
the-boat-nom burnt-TE-3sg own-acc her-gen with the-matches-acc
"*The boat burnt on its own with the matches

33 Sanglanguageand reflexiveECM predicates

Further evidence againgt the claim that Greek is a lexicon language is
derived from slang language and reflexive ECMpredicates.

a Slang language: The claim that Greek reflexives are formed in the
syntax, and thusthey are productive, isfurther supported by datafrom every
day language. People who take drugs seem to randomly take any verb and
reflexivizeit in relevant contexts:

(12a) Tripiete = he pincheshimself / herself



b. Reflexive ECM predicates: Greek lacks ECM predicates, in the sense
that all embedded predicates manifest subject agreement and thus take
nominative subjects (for a discusson on Greek ECM constructions cf.
Alexiadou & Aanagnostopoulou 1997 and references mentioned there).
Hence, it is hard to check whether reflexivizationinto ECM constructionsis
possibleor not. Partial evidence comes from (13).

(13a) Theorise eksipnos?
consider-TE-2sg clever-m-nom
'i. "Are you considered clever?
ii. 'Do you consider yoursdlf clever?

The passive reading is usually preferred, but the reflexive reading can be
forcedin the relevant contexts, especialy in spoken language. For example:

(13b) Ti  ineata pu les tora?
what are these that say-2sg now
'What are you saying now?

Theorise eksipnos ke ta les?
consider-TE-2sg clever-m-nomand them say-2sg
'Do you consider yourself clever by saying this?

3.4 Reciprocals

Siloni (2001) arguesthat, in syntactic languages, there is ambiguity between
reflexives and reciprocals (14a). In lexicon languages, only one reading is
available(14b). Ambiguity is attested in Greek, when —TE isused in plural.
Example (14c¢) is ambiguous between reflexive and reciprocal reading. The
same argument could be extended to other ambiguities. For example, (14d)
is ambiguousbetween reciprocal and middleinterpretation.

(14a) Pierreet  Jeanse sont lavés (French)
Pierreand Jean SE are  washed
i. 'Pierre and Jean washed (themselves)'
ii. 'Pierre and Jean washed each other'

(14b) dan ve- ron hitraxcu (Hebrew)

Dan and Ron washed-refl
'Dan and Ron washed (themselves)’

(14c) Ta pedhia vrehondan me ta lastiha
the-children-nomwet-TE-3pl with the-hoses-acc
i. "The children were throwing water to themselves



(14d) | Maria ke o Yanis gapiunde  (efkold)
the-Maria-nomand the-Y anis-nomlove-TE-3pl (easily)
i. 'Maria and Y anislove each other'
ii. 'People love Mariaand Y aniseasily'

Thus far | dealt with Greek reflexives formed by attachment of a suffix. |
now turn to 'self-reflexives.

4. Sdf-reflexives

In order to give a complete picture of the Greek case | will briefly discuss
constructions of thetype:

(15) I Maria afto- katastrefete
the-Maria-nomSEL F- destroy-TE -3
‘Maria destroyshersel f

Rivero (1992) arguesthat, in the above example, (part of the) the reflexive
anaphor &fio 'self incorporates into the verb via the process of syntactic
Incorporation. Furthermore, researchers often distinguish between reflexives
formed in the syntax (i.e. 'sdf-reflexives) and reflexives formed in the
lexicon (with the suffix -TE),

However, example (15) has a reflexive reading even without afto- 'self, in
therelevant contexts (cf. also section 3.2 for discussion of other verbs).

Moreover, verbs with afio- 'self arelisted in dictionaries; verbs with —=TE
are not listed in dictionaries. This possibly indicates that there is a pattern
underlying the formation of reflexive predicateswith—TE but not with afto-.

5. The Benefactor

In this section | will explain why the benefactor is reflexivized in French
(aso Italian and German), but not in Greek.

5.1 Theproblem

Reinbart & Siloni (to appear) argue that reflexivization can target the
benefactor in syntactic languages (example 3a repeated here as 16a). This is
not truefor Greek (16b).

(16a) Jean s’est envoyé une lettre
JeanSE  sent & letter-acc
‘Jean sent aletter to himself



(16b) *O Yanis stalthike enajrarna
the-Yanis-nomsent-TE-3sg a letter-acc
"Yanis sent aletter to himself

5.2 Hypothesis

In this section | pursue the hypothesisthat Greek uses a reflexive suffix that
obligatorily absorbsonly the Accusative.

Note here that Tsimpli (1989) makes a similar observationfor Greek, from
a different theoretical perspective. In particular she has suggested that
reflexives should not be able to admit an accusative NP object since the
internal position does not project, the internal theta-role having been
saturated by the suffix. Example (17) istaken to support thisclaim

(17) *O Yanis plithike to prosopo tu
the-Y anis-nomwashed- TE-3sg the-face-acc  his-gen
"Y anis washed hisface

In the following sections, | provide further evidence in support of this
hypothesis’.

53 Evidence from possessives

Greek does not allow inalienablepossession structureswith -TE (18a). The
situation is differentin French (18b).

(18a) *O Yanis plithike ta heria
the-Y anis-nomwashed- TE-3sgthe-hands-acc
'Y anis washed the hands(i.e. his hands)'

(18b) Jeansest lavé  lesmains
Jean SE  washed the hands
'Jean washed the hands (i.e. hishands)'

54 Evidence from passives

a. Greek lacks passivization of the dative / genitive™ (Anagnostopoulou
1999). This follows from an analysisin which —TE obligatorily absorbsthe
Accusative:

(19) *O Yanis dhothike ena pinaka
the-Y anis-nomgiven-TE-3sg & picture-acc
"Yanis was givenapicture

h <Arma naccivvavarhe mans annear with a DR in A ~el icatiyvor



(20a) O Yanis pliroforithnike  ti dholofonia tis apotintileoras
the-Y anis-nominformed-TE-3sg the-murder-acc hers by the-TV-acc
'Y anis was informed (about) her murder from the TV'

Asillustrated below, there is only one available transitive variant:

(20b) | agtinomia  pliroforise  to Yani ya ti dholofonia tis
the-police-nominformed-3sg the-Y ani-acc about the-murder-acc hers
"The policeinformed Y ani about her murder’

(20c) *| astinomia pliroforise  tu Yani ya ti dholofonia tis
the-police-nominformed-3sg the-Y ani-genabout the-murder-acchers
"The policeinformed Y ani about her murder’

(20d) *1 astinomia pliroforise  to Yani ti dholofonia tis
the-police-nom informed-3sg the-Y ani-accthe-murder-acchers
"The policeinformed Y ani about her murder'

In the grammatical example (20b), only one DP appears in Accusative,
namely the one that is passivized in (20a), to Yan 'Yani'. The DP ti
dholofonia #is 'her murder' is obligatorily preceded by a Preposition. This
leads to the assumption that a (phonologica null) Preposition isalso present
with the passive variant (20a) (although | do not know why it is null).

5.5 Evidencefrom impersonals

Impersona congtructions with an argument in Accusative are attested in
Italian (21a) (Cinque 1988, Dobrovie 1998:403), but not in Greek (21b).

(21a) Qui i si mangiaspesso
herethem-acc Sl eats  often
'One eats them often here

(21b) *Edho ta trojete sihna
here them-acc eats-TE-3sg  often
'One eatsthemoften here

5.6 Evidencefromreciprocals

Reciprocationtargets the benefactor in French (Italian and German) (22a).
Anargumentin Accusativeis realized. Greek lacks such examples (22b).

(22a) Jeanet Marie S écrivent deslettres
Jean and Marie SE write-3pl |etters-acc
‘Jean and Marie writelettersto each other’



(22b) *O Yanis ke i Maia jrafonde  jramata
the-Y anis-nomand the-Maria-nom write-TE-3pl |etters-acc
'Y anis and Mariawriteletters to each other'

57 Summary

We saw evidencefrom reflexives, reciprocals, passives and impersonal sthat
the suffix —=TE in Greek obligatorily absorbsonly the Accusative.

Suppose we relate this property that Greek has, absorbing Accusative,
which makes it different from, for instance, French, with the nature of the
affix. If that would be so, we would predict that Russian —SJA would
imposethe samerestriction.

6 Russian

Russian uses a suffix with reflexives(Schoorlemmer 1996) and recirpocals.
It is predicted that reflexivization and reciprocation does not target the
benefactor. Thisis borneout:

(23a) *John posylgjetsja pis'mo*™®
John-nomsent-SJA  letter-acc
‘John sent aletter for himself

(23b) *Vanja i  Masha pishutsa
Vanjanomand Masha-nom write-imp-pres-3pl-SJA
'Vanja and Masha write (to each other)'

Another prediction is that impersonal constructions with SJA and an
argument in Accusativeare ruled out. Thisis true, as shown below:

(23c) *Zdes’ ih estsja Casto

here them-acceat-353-SIA often
'Here oneeats them often'

7 Conclusion

It has been argued that Greek reflexives are formed in the syntax. The
reflexivemarker, being a suffix, obligatorily absorbsonly the Accusative.

8 Notes



¥ The suffix isfound with ‘deponent’ verbs, which behaveliketransitives (Mackridge 1987):

(i) Metahirizome to leksiko
use-TE-1sg  the-dictionary-acc
' usethedictionary'

H verbswith -TE and (obligatorily)reflexivereading:

(iia) 1 jineka travmatistike  moni tis me to maheri
the-woman-nominjured-TE-3sg own-f-nom cl-f-gen with the-knife-acc
"The woman injured herself on her own with the knife

(iib) To aori dhethike mono tu me to shini
the-boy-nomtied-TE-3sg own-n-nom cl-n-genwith the-rope-acc
‘The boy tied himself on hisown with the rope'

(iic) Tokoritsi  lerothike mono tu me ti laspi
the-girl-nomdirtied-TE-3sg own-n-nom cl-n-gen with the-mud-acc
"The girl dirtied herself on her own with the mud'

(iid) I Maria SKepastike moni tis me tin kuverta
the-Maria-nom covered-TE-3sg own-f-nom cl-f-gen with the-blanket-acc
‘Maria covered herself on her own with the blanket'

(iie) O trajudhistis sistithike monos tu me to mikrofono
the-singer-nom introduced-TE-3sy own-m-nomcl-m-gen with the-microphone-acc
‘The singer introduced himself on hisown with the microphone

@iif) I jineka paradhothike moni tis me mia aspri simea
the-woman-nomsurrendered-TE-3sg own-f-nomcl-3s3-gen witha-  white-flag-acc
"The woman surrended herself on her own with a whiteflag'
(iig) | jineka kopike moni tis me to maheri
the-woman-nomcut-TE-3sg own-f-nom cl-f-gen with the-knife-acc
“The woman cut herself on her own with the knife
" Wealso find examples of thetype:
(iii)  Maria irthe moni  tis nme to aftokinito
the-Maria-nom came-3sgy own-acc her-gen with the-car-acc
‘Maria came on her own with/by thecar'
The phrase me to aftokinito ‘with / by thecar' isnot an instrumentbut a'manner' phrase.

" Note here that one way of marking reflexives in the Salish dialect, Hakomeem, is with a
suffix (Gerdts 2000). Reflexivization of the benefactor isruled out:

(vi) *ni? can q“al-alc-fat
aux sub bake-ben-refl
"I cooked it for myself
¥ Dativeisno longer used in MbdemGreek. Genitiveis used instead.

¥i The Russian data are due to Olga Borik and Galina Gordishevsky.
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On the Structural Position of Topics”

lleana Paul
Univer sty of Wegtern Ontario

1Introduction

Rizzi (1997) proposes an expanded CP dtructure, with a focus postion
sandwiched between two topic positions. He considers data from Romance, such
asthefollowing examplefrom Italian:

(1) A Gianni QUESTO domani gli dovrete dire.
"To Gianni, THIS, tomorrow, you should tell him.

The structure that Rizzi proposes is illustrated in the tree in (2), where *
indicatesa potentially reiterating XP.

(2} ForceP

In this paper, | look at Malagasy as a test case to answer the following question:
What does the left periphery look like in a verb-initial language? Interestingly,
Maagasy alows for precisely the same order of topic>focus>topic. This
ordering can beseen in (3).

(3) [Ny lovia malote] dia[isan’andro] . [Rabe] . nO manasa azy ireo.
DET dish dirty TCP each'day Rabe N o aT.wash 3(ACC) PL
‘As for the dirty dishes, it's every day that Rabewashesthem.’



On closer ingpection, however, Rizzi's structure leaves unexplained certain
restrictions on the string in (3). Firgt, the lower topic position is only available
when there is a focused element. Second, the lower topic is adways the
(grammatical) subject. Third, focus (and wh-questions) is formed by a cleft, not
by simple fronting. Thus athough Rizzi's structure accounts for the basic word
order, it does little more. In fact, | will argue that the layered CP is absent in
Malagasy and therefore not a universa property of languages. For the purposes
of this paper | focuson the lower "topic' Rabe in examplessuch as(3).

2Malagasy

Malagesy is a western Austronesian language spoken in Madagascar. The word
order is drictly VOS. Important for this paper is the restriction on A-bar
movement. Only subjects and certain adjuncts may undergo A-bar movement
(Keenan 1972, 1976)." (4) and (5) provide examples of wh-movement, which is
akind of cleft.

(4 a lza no nanasa ny lovia maloto? [Jsubject]
whoNo F&T.AT.wash DET dish dirty
'Who washed the dirty dishes?
b. Oviana no nanasa ny lovia maloto i Soa? [Jadjunct]

when  NOPsT.aT.wash DET dish dirty Soa
‘When did Soawash the dirty dishes?

In order to question (or cleft) an object, the verba voice is changed, promoting
the object to subject, asin (5b) (smilar to passive).

(5) a *Inona no nanasa i Soa? [Xobjest]
what NO P&T.4T.wash Soa
‘What did Soawash?
b. Inona no nosasan'i Soa [Jsubject]
what NO PST.TT.wash.GEN.Soa
‘What did Soawash?
Thisrestriction playsan important role in topic and focus constructions.

3Focus

In focus constructions a single XP appears preverbaly, followed by the particle
no.



(6) a Rabeno manasa lovia.
RabeNO AT.wash dish

'It is Rabewho iswashing dishes.’

b. (Ny) ariana no antonona azy.
(DET) TT.throw-away NOSuitable 3(ACC)
"It isto bethrownaway that it issuitable.' [Dahl 1986: (31)]

In Paul (2001), | draw on work by Dahl (1986) and argue that the clefted
element is in fact the main predicate and the remainder of the clause (no +
predicate) is a headless relative in subject position. According to this anaysis,
no is in fact a determiner, not a focus marker. A more accurate trandation of
(6a) would therefore be 'The one who is washing dishes is Rabe. The tree
below givesthe basic structurefor (6a).

T VREDP Nno nanasalovia
k|

I will assumethe structure in (7) without further motivation, but refer the reader
to the above papersfor discussion. Crucidly, if (7) is correct, focused elements
in Maagasy do not appear in the CP field. This analyss raises important
questions about the nature of wh-movement as the only movement per se is
empty operator movement in the headless relative. | set aside these issues for
future research.

4The" High" Topic

Similar to focalization, topicalization appears to be a fronting operation. Note,
however, that topicalization bears none of the hallmarks of extraction in
Malagasy: it violates the Mdagasy subject-only constraint on movement and
idand condtraints. (8) provides some illustrative examples: long-distance object
topicalization (8a); topicalization out of a complex NP (8b); topicalization out of
awh-idand (8c). Theresumptive pronoun in base positionis in baldface.”

(8) a Ny radara dia Rabenonilaza faRasoa no nanao  azy.
DET radar TOPRabeNOPST.AT.say C Rasoa NOFST.AT.do 3(ACC)
'As for theradar, it was Rabewho said that Rasoa buiilt it.'



b. Nyradaradia Rabe nonamangy ny olona izay nanao azy.
DET radar TOP RabeNOPST.AT.meet DET person REL PST.AT.do 3(ACC)
'As for the radar, it was Rabe who met the person who built it

¢ Ny radaradiaRabe no mahafantatra izay nanaovanaazy.
DET radar TOP Rabe NO AT know REL EST.CT.do 3(ACC)
'As for theradar, it's Rabe who knows why it was built/its use!

This unboundedness clearly violates the Maagasy redtrictions on extraction
mentioned at the beginning of this paper. Moreover, resumptive pronouns are
not found in other A-bar dependencies. Thus the outermost topic in Malagasy
appearsto be base generated in the clausal domain — perhaps simply adjoined to
CP. Again, | see no empirica evidence in favour of a specia functional
projection in the CP domain for topics.

SThe" Low" Topic

Keenan (1976) describes what he cals the "bodyguard’ construction.
Descriptively, when a non-subject is fronted in a cleft, the subject may
optionally be carried aong (“"guarding” the non-subject). The examples in (9)
are of simpleclefts: subject and adjunct.

(9) a Rabenonanasa ny lovia maloto omaly.
RabeNO rsT.aT.wash DET dish dirty  yesterday
It was Rabewho washed the dirty dishesyesterday.'

b. Omady no nanasa ny lovia maloto Rabe
yesterday NOPST.AT.wash DET dish dirty Rabe
It wasyesterday that Rabe washed the dirty dishes.'

In a bodyguard construction, the adjunct appears clause-initialy, followed by
the subject (the bodyguard) and the particle no. (Throughout the remainder of
this paper the bodyguard is marked with bold font.)

(10)a Omady Rabe no nanasa ny lovia maloto.
yesterday Rabe NOFST.AT.wash DET dish dirty
'It wasyesterday that Rabe washed the dirty dishes.'

b. Tamin’ny taona lasaity radaraity nonataon-dRasoa.
PST.P.GEN.DET Yyear gonethisradar this NO PST.TT.da.GEN, Rason
‘It waslast year that thisradar was built by Rasoa.’



Although Keenan states that some speakers prefer agent subjects as bodyguards,
my consultants readily accept examples such as (10b), which have a derived
subject asthe bodyguard.

In what follows, | explain the structureand pragmatic interpretation of the
bodyguard construction. In particular, 1 argue that the bodyguard is not a
multiple cleft.

5.1 Bodyguard properties

In this section, | give an overview of the basic properties of the bodyguard
construction. The first observation is that the ordering seen in (10) is strict: the
first element must be an adjunct, the second must be the subject. Reversing the
two leadsto the ungrammatica examplein (11).

(11) * Rabeomaly  no nanasa ny lovia maloto.
Rabeyesterday NOP&T.AT.wash DETdish dirty
"It was Rabe who yesterday washed the dirty dishes!

Second, the first dement is typicaly new information while the second is old
information. For example, the first element may be indefinite, but the second
may not (but see (19b) for a counterexample):

(12) a. Zazavavy no nildao baolina tany an-tokotany.
airl NO PST.aT.play ball FsT.there  ACC-yad
"It wasgirlswho wereplaying ball in theyard.'

b. Tany an-tokotany *(my) zazavavy no nilalao baolina.
p&T.there  ACCyad (DET) girl NOPST.AT.play ball
‘It wasin theyard that thegirlswere playing ball.'

Moreover, the first dement may be the answer to a question, but the second may
not. (13c) isan appropriateanswer to (13a), while (13b) is not.

(13)a Iza no nanapaka bozeka oviana?
Who NOPST.AT.cut grass  when
'Who cut grasswhen?

b#0may Rasoano nangpaka bozaka
yesterday RasoaNOPST.AT.cut grass
‘It wasyesterday that Rasoacut grass.'



¢c. Raspano nanapaka bozaka omaly.
RasoaNO PsT.aT.cul grass  yesterday
"It was Rasoawho cut grassyesterday.’

In fact, the bodyguard is often a pronoun, coreferential with a name mentioned
earlier in the discourse:

(14 a Taza no nandeha fiara i Soa?
PST.where NOFST.AT.gx Car  Soa
‘Where did Soago by &a?

b Tany Antananarivoizy no nandeha fiara
paT.there  Antananarivo3(NOM) NOPST.AT.go car
‘It wasto Tanananarivethat she went by car.'

Summing up, in a bodyguard construction the first element patterns with focus
(asin simpleclefts), whilethe second (the bodyguard) has non-focus properties.
Recall now the discussion of focus constructionsin section 3. If the structure
proposed in (7) is correct, however, this raises a problem for the bodyguard. |
repeat atypical example below:

(15) Omay Rabeno nanasa ny lovia maloto.
yesterday RabeNO rsT.aT.wash DET dish dirty
"It wasyesterday that Rabe washed the dirty dishes.’

If omaly 'yesterday' is the predicate and no nanasa... is the subject, where is
Rabe? In what follows, | argue that Rabe is in the specifier of the subject. In

other words, the bodyguard is a possessor of the headless relative. The structure
of (15) isgivenin {16}’

Jlo nanasany lovia maloto



An initia alternate hypothesismight state that the bodyguard is in fact a focused
element, either amalgamated with the adjunct or in a different specifier of a
multiple specifier head (e.g. FocusP). There are severa reasons, however, to
believe that the bodyguard forms a constituent not with the adjunct, but with the
remainder of the clause. First, recall that the bodyguard does not have focus
interpretation, unlike the adjunct. Second, it is possible to interrupt the
adjacency between the adjunct and the bodyguard. (17a) illustrates a
parenthetical inserted between the adjunct and the bodyguard, showing they do
not form an amalgamated unit. (17b) shows that it is possible to coordinatethe
bodyguard with the remainder of the clause, to the exclusion of the adjunct. In
(17b), the adjunct scopes over both conjuncts.

(17)a Omdy  hoae Rasoa no nanapaka bozaka.

yesterday so-they-say RasoaNO PST.AT.cut grass
‘It wasyesterday, so they say, that Rasoacut grass.'

b. Omay Rasoano nivarotra henaary Rakotononividy vary.
yesterday RasoaNO P5T.aT.sell meatand Rakoto NOPST.AT.buy rice
'It wasyesterday that Rasoasold meat and Rakoto bought rice!

(17b) isan exampleof DP coordination under the present analysis.

A second dternate hypothesis might be that the bodyguard is ssimply a pre-
verbad subject (ignoring for the moment the status of no). Since the bodyguard
always corresponds to the surface subject, perhaps it is the subject. It can be
shown, however, that the bodyguard is more restricted than clause-final subjects.
For example, athough event nominals can be subjects (the XP marked with a
dotted underlinein (18a)), they can't be bodyguards(18b).

(18) a Matombon-dRabe .. nitendra........ flars omaly.
PST.TT.start. GEM.Rabe DETPST.AT.drive car  yesterday
'Rabe dtarted to drive a car yesterday.'
(lit.) 'The driving of the car was begun by Rabe yesterday.'

b *Omaly ny nitondra fiara no natombon-dRabe.
yesterday DET PST.aT.drivie car  NO PST.TT.start.gen.Rabe
(lit.)It was yesterday that the driving of the car was begun by Rabe.’



Moreover, under certain (poorly understood for the moment) circumstances the
bodyguard may be indefinite(19b). Thiscontrastswith regular subjects (19a).

{19) a.*Mandcha tany an-tsena  Zanaki............ o)
PST.AT.g0 PST.there ACC-market child.1SG(GEN) two
"Two of my childrenwent to the market.'

b. Omay zanako roano nandeha tany an-tsena.
yesterday child.1SG(GEN) two NOFST.AT.go PST.there  ACC-market
"It was yesterday that two of my children went to market.'

The bodyguard istherefore not simply a pre-verbal subject.

Taking into account the structure of the cleft, in particular the position of the
bodyguard immediately preceding no (a determiner), | suggested above that the
bodyguard is a possessor in [Spec, DF]. As a possessor, the bodyguard obeys
restrictions other than those imposed on subjects. For example, possessors
cannot be event nominals, as shown in (20).

(20)a.* ny fotoan'ny mamono  ny filoha
DET time.GEM.DET AT.kill DET director
'the time of the killing of thedirector'

b* ny toeran'ny mamono ny filoha
DET place. GEM.DET AT kill DET director
'the placeof the killing of the director'

The ungrammaticality of (20) parallelsthat of (18b).

Positing a possessor in [ Spec, DP], however, runsinto difficulty in face of the
normal position of possessorsin Mdagasy. In general, possessorsremain "'low™,
perhapsin [Spec, NF], never preceding the determiner ry.

(2ha. ny bokin-dRabe
DET book.GEN.Rabe
'‘Rabe's book'

b. ny kirarofotsy kely teloko
DET shoe white small three.1SG(GEN)
'my threesmall whiteshoes



In order to account for the special possessor position, | propose that the D° no
exceptionally licensesa specifier, while ny (theregular determiner) does not.

A second problem for the present analysis is morphol ogical case: possessorsin
Malagasy are typicaly marked with genitive case, which surfaces as "n+
bonding' with the proper name in (21a) and as a specia series of pronouns, as
illustrated in (21b) and (22a). It has been noted, however, that sometimes
possessors appear with nominative rather than genitive (Paul 1996). When a
third person pronoun is "augmented” in some way, it surfaces as nominative
(22b,¢). With the head noun trano 'house, wefind thefollowingforms:

(22)a. tranony
hpuse. GEN)
‘his/her house

b. tranon’izy ireo
house GEM.I(MOM) PL
'their house

C. tranon’izy mivady
hiouse. GER.3(HOM]) Spouse
'their (the spouses) house

Similar factsobtain with coordinate possessors.

Summing up, athough the bodyguard is not formally marked as a possessor,
syntactic and pragmatic data suggest that it occupies[Spec, DP| of the headless
relative in the subject position of a cleft. Moreover, other plausible accounts
(multiplefocus, preverbal subject) can be shown to be inadequate.

60ther languages

At this point, the bodyguard may appear to be an obscure quirk of Maagasy. A
similar congtruction occurs in some related languages, however. Seiter (1979)
describes what he calls the RC possessive congtruction (RC for "relative
clause™) in Niuean, a Polynesian language (see aso Hawkins 2000 for similar
data from Hawaiian). In relative clauses formed on non-subjects, the subject of
the highest verb in the relative clause optionally becomesa possessive modifier
of the head noun. (23a) illustrates a relative clause, with mena 'thing' as the
head. In (23b), the embedded subject kze 'you' appears as a possessor haau
'your'.



(23)a. e mena ne tunuai e koee moa
ABS thing wFT cook in=it ERG Yyou ABS chicken
‘the thing you cooked the chicken in'

b e menahaau ne tunu a e moa
ABE thing your NFT cook in=it ABS chicken
'the thing you cooked the chicken in' [Seiter 1979: 97]

Seiter points out that the RC possessive surfaces in clefts (24) as well as wh-
questionsi25).”

(24 Ko e ika ni hamautolu ne fa ka heaho Fdaile.
PRED ABS fish only of us PLEX NFT HAB eatonday Friday
'Fish iswhat we used to eat on Friday.' [Seiter 1979: 105]

(25)aKo ha ne lagomata e  koe?
PRED who NFT help ERG you
'Who did you help?

b. Ko ha haau ne lagomatai?
PRED who your NFT help
‘Who did you help? [Seiter 1979: 114]

Asin Malagasy, wh-questions in Niuean involve a cleft construction. Moreover,
the cleft, as argued by Seiter, has the same structure as the Maagasy cleft: a
nomina predicate (marked by 40) and a headless relative subject. In other
words, clefts share certain properties of relative clauses. Note, finaly that the
possessor in (24) and (25b) is modifying the empty head of the relative clause,
not the clefted element. It is therefore expected to find RC possessive in clefts
and exactly in this position: between theclefted element and therelative.

The Niuean RC possessiveconstructionis only possiblein relativeclauses
formed on non-subjects. In general, it is impossibleto relativize non-subjectsin
Malagasy. The only exception is in headless relatives (e.g. clefts). Therefore if
one were looking for the RC possessivein Malagasy, one would only expect it
to obtain in non-subject clefts, not in headed relatives. And this is precisely the
environment where the bodyguard surfaces. The fact that the RC possessive is
overtly marked as possessive in Niuean lends support to the analysis of the
bodyguard in Maagasy asa specid typeof possessor.

Beyond Austronesian, constructionssimilar to the bodyguard can also be
found: ga-no conversion in Japanese (Harada 1971) and nominative-genitive
aternations in Turkish and other languages (see Krause 2001 for a recent
survey). What these facts show us is that there is a special genitive Case-
licensing position available for subjectsin certain languages. Whether a unified



analysis of these diverse congructions is possible is the subject of future
research.

7Concluson

Beginning with an unusua construction in Maagasy, this paper has addressed
the question of the position of topic and focus in the clause. It is often argued
that some languages (e.g. Italian and Hungarian) resort to functiona categories
which host topicalized and focused elements. It is also clear that other languages
(e.g. English) can map particular prosodic structures onto topic and focus. What
| have shown is that for the most part, topic and focus in Malagasy can be read
directly off the basic syntactic structure. The structure of clefts gives rise to the
focus reading (see Paul 2001 for detailed discussion); the bodyguard has topic-
like properties due to its base position (grammatical subject). In sum, Malagasy
syntax does not appear to instantiate the type of layered CP structure proposed
by Rizzi (1997). It remainsto be shown whether or not this structure is indeed
universa (and hence the null hypothesis for the child) or a specid feature of
Italian (and perhaps other languages) that must be learned based on positive
evidence. Interestingly, Massam (2002) presents data from Niuean that indicate
that the CP field lacks TopicP and FocusP (among other projections). Whether
or not this is a property of verb-initia languages remains to be determined.
Finaly, Lopez (2002) aso argues against an expanded CP, drawing on data
from Catalan. This line of research suggests that functional projections
associated with semantic/pragmatic features need to be carefully motivated on a
language-by-language basis. If topic and focus are indeed discourse notions and
therefore sendtive to linear order rather than structura hierarchy, it is not
surprising that different languages resort to different linguistic means to encode
topic and focus.

Notes

| would like to thank Saholy Hanitriniaina for her help with the Malagasy data and the participants
at WECCL 2002 for their input | have also greatly benefitted from discussions with Lisa Travis,
Norvin Richards and Diane Massam. Any remaining errors are my own. Unless otherwise indicated,
all Malagasy examplesarefrom my own fieldwork.
"Infact, as noted by Keenan (1972), relativization isstrictly limited tosubjects.
* All the examples in (26) have a cleft as well as topicalization. It is possible, however, to have a
resumptive pronoun even in simple topicalization, although it is less acceptable.
(i) ? Ny reniny dia mangja azy i Koto.
DET mdher. 3551 TOPAT.respect 3(ACC) Koto.
'As for his mother, Koto respects her.’
Resumptive pronouns are never associated with subjects, however.
' | leaveforfuture research the precise structure of the headless relative.



* In fact, Seiter claims that RC possessivein cleftsis not possible, in spite of (21). Diane Massam
(p-c.) informsme that her consultantsfredy accept RC possessivein clefts.

References

Dahl, Otto Christian. 1986. 'Focus in Malagasy and Proto-Austronesian’, in: P. Geraghty,
L. Carrington and SA. Wurm (eds), FOCAL I: Papers from the Fourth International
Conference on Austronesian Linguistics,21-42. Pacific Linguistics, C-93.

Hawkins, Emily “Ioli*i. 2000. 'Relative clausesin Hawaiian', in: SR. Fischer and W.B.
Sperlich (eds.), Leo Pasifika: Proceedings of the Fourth International Conference on
Oceanic Linguidtics, 127-141. Auckland: The Ingtitute of Polynesian Languages and
Literatures.

Keenan, Edward. 1972. 'Relative clause formation in Malagasy', in: The Chicago which
hunt; Papers from the Relative Clause Festival, 169-189. Chicago: CLS.

Keenan, Edward. 1976. 'Remarkable subjectsin Malagasy', in: C. Li (ed), Subject and
topic, 249-301. New York: Academic Press.

Krause, Cornelia 2001. On reduced relativeswith genitive subjects. PhD thesis, MIT.

Lopez, Luis. 2002. Toward a grammar without TopP or FocP. Paper presented a The
Yntax-Semantics Interfacein the CP Domain. ZASBerlin.

Massam, Diane. 2002. Questions in Niuean. Paper presented at AFLA LX, Cornell
University.

Paul, lleana 1996. 'The Maagasy genitive, in: M. Pearson and |. Paul (eds), The
structure of Malagasy, volume | (UCLA Occasional Papersin Linguistics 17), 76-91.
UCLA.

Paul, lleana. 2001. 'Concedled pseudo-clefts, Lingua 111: 707-727.

Rizzi, Luigi. 1997. 'The tine structure of the left periphery', in: L. Haegeman (ed.),
Elementsof Grammar, 281-337. Dordrecht: Kluwer.,

Seiter, William. 1979. Studies in Niuean syntax. PhD thess, University of California, San
Diego. (published by Garland)

lleana Paul

Department of French
University of Western Ontario
University College

London, ON N6A 3K7
Canada

ileana@uwo.ca



Kikuyu Prenasalisationand Deletion:

Implicationfor Loca Conjunction
Long Peng
State University of New Y ork, Oswego

1. Introduction

This article investigates consonant mutation in Kikuyu, a Zone E Bantu
language spoken in Kenya. Like other Bantu languages, Kikuyu has a
complex system of root-initial consonant mutation caused by the affixation
of a placeless nasal prefix, marked by /N-/. Kikuyu mutation consists of six
separate patterns. We summarise the six patterns in {1}, highlighting the
outcomes of mutation. In (1), [-nas] and [+nas], specified as the condition
triggering mutation, refer to the [nas] specification of the onset of the
following syllable. For instance, an input such as/Nt/ in (la) surfaces as[nd)]
only if the onset of the next syllable is[-nasdl].

(1) Six patterns of consonant mutation in Kikuyu

a. prenasalisation: /Nt, Nc, N\W = [nd,pj,ng]l __[-nag
M Me My Ny = [mb, nd, pj, g}’ _ [-nas]
b. Nasal deletion: /=0, Nb/ = [6,h] / __[-nas|
¢. Anti-gemination: /Nm,Nn,Np,Ny/ = [m, n, p, n]
d. Fusion: M M Ny Ny = [m,n, n, p] /__[+nas]
e. Anti-fusion: /Nt, Nc, Nk/ = [nd, pj,ng] /__ [+nas]
imE, N-W =+ [6,h] / _ [+nas)
f  Epenthesis: INV/ =2 [piv] | —[-neg
(V=Vowel) INV/ =+ [nVv] / __[+nas]

In this study, we analyse only the prenasalised and nasal deletion patterns for
reasons of space. Interested readers should consult Peng (2002) for a
thorough analysis of al six patterns of mutation. The patterns considered
here exhibit five featural changes and two distinct strategies to respond to
the structural demands imposed by the language. We show that an optimal-
theoretic analysis not only reduces the surface effects of mutation to a set of
independently motivated universal constraints but aso captures the
functional unity of prenasalisation and nasal deletion. Moreover, we
demonstrate that local conjunction, first proposed in Smolensky (1993), is
necessary to an account of nasal deletion.



2. Prenasalisationand Nasal Ddletion

This section presentsthe data for the prenasalisedand nasal deletion patterns
and highlights the directions of our analysis. The data reported here are
taken mostly from Armstrong(1967), supplemented and cross-checked with
the data from McGregor (1905), Barlow (1960), Benson (1964), Bennett et.
al. (1985) and my own field work with one Kikuyu speaker.

Kikuyu consonant mutation is seen in verbs, nouns and adjectives. In
verbs, mutation occurs when the /N-/ prefix denoting the 1% person singular
subject or object abuts the verbal root. In nouns and adjectives, mutation is
found in the plural prefixation for classes 9/10 nouns and adjectives. The
patterns of consonant mutation are identical in al three classes of words. In
what follows, we present the data with the /N-/ prefix in the second column,
juxtaposed with the data in the first column. We use “-” to signal the
morphemic boundary.

Consider the two prenasalised pattems first. As the data in (2a) show,
root-initial voiceless stops /t, k/ and affricate /c/ undergo voicing under the
/N-/ prefixation, while root-initial continuants /B, w, r, y, y/ are hardened
into stops [b, d, g] or affricate [j]. The result of voicing or hardening is a
prenasalised segment. In addition, the prefix /N-/ assimilates to the root-
initial consonants, appearing as[m], [n], [n], or {y]-

@) Thetwo prenasalised pattems

a Rootswith initial voicelessstopsor affricate
a-te-et-€ n-de-et-e ‘He/1 has/have thrown away'
ro-cube N-jube 'backbone-backbones
ro-ko n-go 'piece-pieces of firewood'

b. Rootswith initia voiced fricatives
a-[utu m-bubu 'rottenness-rotten'
ro-wora m-bora 'sting-stings of bees
areet-E n-de-et-e ‘He/I has/have eaten’
mo-yur-i-a -jur-i-a 'to let him/me fill'
ro-yiri g-giri ‘fence-fences

Note that the second syllable onset of the root cannot be a nasa or
prenasalised segment. When a nasal or prenasalised segment occupies this
onset, root-initial voiced continuants fuse with /N-/, illustrated schematically
in (1d).

We follow Herbert (1977, 1986), Feinstein (1979), Clements (1987),
Steriade (1993) and Trigo (1993) in representing the prenasalised segments
as consisting of two root nodes. Specifically, we analyse[mb, nd, nj, ng] as
comprising nasal stops followed by oral stops or affricate. The implication
of this representationfor the analysisis that postnasal voicing and hardening
should not be analysed as the result of segment-internal co-occurrence



restrictions such as *[+nasal, -voiced] or *[+nasd, +continuant], because
prenasalised segmentsare not phonol ogically single segments represented by
one root node. Under our analysis, the preferencefor the prenasalised voiced
segments results from the restrictions on consonant sequencing such as *N¢
(Pater 1995, 1999,2001).

With regard to the nasal deletion pattern, we see that two types of roots
surface with the nasal deletion in Kikuyu: 8-initial and h-initia roots.

(©) The nasal deletion pattern

a a-Bek-gei-2 Bek-eet-£ *HesT has/have laughed'
o0-Beru Bteru ‘brightness-bright’

b. ahe-st-e he-gt-g ‘He/I has/have given'
ro-hio hio 'knife-knives

As[0] and [h] do not appear to form a natural class, the question is whether
the nasal deletion seen in O-initial and h-initial roots results from one or two

separate constraints. We show that the deletion of /N-/ in these two types of
roots is not accidental, with the identical pattern following from the claim
that /6/ and /b/ are the only two voicelesscontinuantsin Kikuyu.

3. Analyss

We present the analysisof the prenasalised and nasal deletion patternsin this
section. As prenasalisationand nasal deletion are directly responsible for the
asymmetricsurface distribution of consonantsin Kikuyu, we will start with a
description of Kikuyu consonant inventory before proceedingto the analysis
of the prenasalised and del etion patterns.

31 Explaining Kikuyu consonant inventory

Kikuyu hasthe surface consonant inventoryin (4):

According to (4), Kikuyu has four series of surface consonants. It has five
voi celess segments with two stops [t, k], one affricate[c] and two fricatives



[O] and [h]. Kikuyu has5 voiced consonants: two glides[w, y], oneliquid [r]
and two fricatives[B, y], which we classify as one natural class characterised
by three features: [+voiced], [+continuant] and [+sonorant]. In addition,
Kikuyu hasfour pure nasals and a series of four prenasalised segments.

The classification of [0] and [h] as continuantsis not problematic. But
the classification of [0] and [h] as voicelesscalls for an explanation. Both
[0] and [h] are described as having both voiced and voiceless variants
according to Barlow (1960: 1-2), Benson (1964 xii), Armstrong (1967: 36-
37), and Bennett et. al. (1985: 20-21). We treat [8] and [h] as voicelessfor
two reasons. First, voicing is not contrastive in Kikuyu. Kikuyu does not
have voiced obstruents. The voiced bilabial and velar fricatives [[i] and [y],
we argue, are not obstruents, either. The most straightforward contrasts, say,
between [b] and [p], between[t] and [d], between [c] and [j] or between [K]
and [g] do not exist because Kikuyu does not have [p] and because it does
not have [b, d, j, g] independently of the preceding nasal. If we were to
analyse [0] and [h] as voiced, we would have to explain why voiceless
fricatives do not exist. Second, as we show in section 3.3, /N-/ is routinely
elided when it attaches to roots with initid voiceless fricatives in Bantu
languages with similar consonant mutation. As /N-/ is deleted in 6-initial
and h-initial roots in Kikuyu, the analysis of [0] and [h] as voiceless
fricatives brings Kikuyu in line with other Bantu languages.

The classificationof [B, y] as sonorantsalso requires some explanation.
There are three reasonsfor this classification. Firgt, we see in (2b) that they
pattern like the sonorants [w, r, y]. Second, the classification of [, y] as
sonorants  suggests that postnasa  hardening targets only sonorant
continuantsin Kikuyu. This claim finds support in Bantu languages such as
Kinyarwanda. In Kinyarwanda, the bilabial fricative [[i] patterns like a
sonorant liquid [r] and unlike the voiced obstruent fricative[v] and [Z] in
undergoing postnasa hardening. Unlike Kikuyu, Kinyarwanda distinguishes
voiced from voiceless obstruents. Contrasts between [f] and [v] and [s] and
[z] exist in Kinyarwanda. When [[i] appears after a nasa, it patternslike[r]
in undergoing hardening: /in-efa/ - [imbefa] 'rat', /in-riuri’ —* [indiurd)
'scream’, /ni-a-n-Bona/ > [ndambéna) 'if he sees me, and /n-ri-ii-iib-a/ —=*
[ndiiyifa] '| rob myself. It does not pattern like the voiced obstruent
fricatives, which remain immune to hardening: e.g. /in-zoka/ = [inzoka]
'snak€, /ba-a-n-vug-aga/ > [badmvugaga] 'they were talking about me
(Kimenyi 1979: 17-25). As [[i] shares with [v] features such as voicing and
continuancy, the way to distinguish [v] from [[i] is through the feature
[sonorant]. The classification of [[i] as sonorant and [v] as an obstruent
accounts not only for why [[i] patternslike a liquid sonorant [r] but also for
why it behaves differently from true obstruents such as[v]. In addition to
Kinyarwanda, Tumbuka, a Bantu language spoken in Madawi, reveds
identical patterns of postnasal hardening, according to Salting (1990). The



third argument for analysing [B, y] as sonorants comes from the
consideration of the gap in the surface consonant inventory of Kikuyu:
namely, voiced obstruent segments [b, d, j, g] are not found in any position
other than the post-nasal position in Kikuyu. If we classify [§3, y] as voiced
obstruents, the issue that this classification poses for the anaysis is why
voiced obstruent segments like [b, d, j, g] are not found in non-postnasa
environments. According to the proposed classification, Kikuyu would have
voiceless stop obstruents such as|t, k] and voiced fricative obstruents [f, y].
As these segments appear in non-post-nasal positions, we must explain why
voiced segments|b, d, j, g] cannot appear in similar environments.

Under our analysis, the explanation of the gap in the surface consonant
inventory proceeds as follows. Kikuyu does not distinguish voiced
obstruents from voiceless obstruents. It has only voiceless obstruents, which
are[t, k, ¢, O, h]. Kikuyu has two types of oral voiced consonants: a) voiced
sonorants [B, w, r, y, Y] and b) voiced obstruents [b, d, j, g]. Asthe voiced
obstruents [b, d, j, g] appear only in post-nasal position and voiceless
obstruents [t, k, ¢, 0, h] are never found in this position, obstruent voicing is
not contrastive. The absence of the voicing contrast followsfrom the ranking
of two constraints, which we may formulate as. @) *VOICED-OBSTRUENT
(*VO) and b) IDENT-IO (voiced) (ID (vc)). In Kikuyu, the anti-voicing *VO
outranks the faithfulness constraint ID (vc). This ranking wipes out the
voicing contrast and provides an account of the lack of voicing contrast in
obstruents.

If voiced obstruents are not permitted by *VO # ID (vc), the questions
become: a) how the voiced obstruents[b, d, j, g} emerge on the surface at all
and b) why they are restricted to the postnasal setting. Our response, to be
developed in section 3.2, isthat *VO, while dominating ID (vc), is outranked
by consonant sequencing constraints: sequencing constraints #= *VO = ID
(vc). These sequencing constraints are responsible for the emergence of the
voiced obstruents in postnasal position. In section 3.2, we will elaborate on
what these sequencing constraints are and how they interact with faithfulness
constraints to produce the prenasalised segments.

3.2. Thetwo prenasalised patterns

The mapping from the /N-C/ inputs to the prenasalised outputs involves five
featural changes, which areillustrated in (5).

(5) The changes to be accounted for in the two prenasalised patterns

a Nasal placeassimilation: [ ]2 [pl]] /N/ = [m, n, n,n]
b. Postnasal voicing: [-ve]> [+ve]l t,c K/ =+ 1[d, j, g]

C. Postnasal hardening: [tet]> [-cf] B-w,r,y, ¥/ = [b,d |, g]
d. De-sonorantisation: [Fsn}=* [-sn] P-w.1,y, ¥ * [b,d,j. 2]
e Consonantisation: [-cs] > [+es] /w, y/ = [b, 1]



As (5¢) shows, we view the change from the palatal fricative /y/ to a paata
affricate [j] as the result of hardening, involving the change from
[+continuant] to [-continuant]. The aternative is to conceive the y—=2j
alternation as an affrication process. The affrication view of the y=>j
aternation involves the addition of a [-continuant] specification, not a
change in the [continuant] specification. The reasons for viewing the y—>j
change as a hardening process are three-fold. First, apart from the y=§, there
is no evidence in support of the affrication view. The changes such as from
/i, w/ to [b] or from /r/ to [d] al involve the change from [+continuant] to [-
continuant]. If affrication were involved, we would expect /B, w/ to emerge
as [bv] in postnasal position, as is the case in other Bantu languages with
similar postnasal mutations such as Venda, Yaka and Suku (Seei.e. Herbert
(1986) and Steriade (1993)). Second, by treating the y->j as a hardening
process, we can unify this change with the /8, w/=>[b], /t/->[d], and /y'=*[zg]
changes, making possible a unified analysis of postnasal hardening. Lastly,
as Kehrein (2002) argues on the basis of a survey of 281 languages,
affricates are exclusively stopsin so far as matters of phonological contrasts
and natural classes are concerned. They are not contour segments made up
of [stop] and [continuant]. For these reasons, we treat the y->j aternation as
part of postnasal hardening.

Now that we have clarified the changes to be accounted for in the two
prenasalised patterns, let's consider the analysis of the five processes in (5).
In (6), we lay out the constraints that are responsible for the five featural
changes:

(6) Constraints responsible for the changesin (5)

a Nasal placeassimilation: [ ] = [pl]
i.  AG(pl): Adjacent consonants must agreein place.
ii. ID (pl): Corresponding input and output segments are identical
intheir place specifications.
iii. Ranking: AG (pl) = ID (pl)

b. Postnasal voicing: [-ve] = [+vc]
i. *NC (Pater 1995, 1999,2001)
ii. ID (vc): Corresponding input and output segments are identical
in their voicing specifications.
iii. Ranking: *NC = ID (vc)

c. Postnasal hardening: [+et] = [-ct]
i. *NF: A nasa must not be followed by a [+continuant]
consonant.

ii. ID (ct): Corresponding input and output segments are identical
in their continuant specifications.
iii. Ranking: *NF = ID (ct)



d. De-sonoranti sation: [+sn] = [-sn]
i. *C/S: If [-continuant], then not {+sonorant]
ii. Ip (sn): Corresponding input and output segments are identical
intheir sonorant specifications
iii. Ranking: *C/S = ID(sn)

e Consonantisation:; [-[Cg - [+cs]
i. *C/C: If [-continuant], then not [-consonantal ]
ii. ID(cs): Correspondinginput and output segmentsare identical
in their consonantal specifications
iii. Ranking: *C/C = ID(cs)

In (6a), we anayse nasal place assimilationas the result of the interaction of
two constraints: AG (pl) and ID (pl). In Kikuyu, AG (pl) dominates ID (pl),
forcing adjacent consonantsto agree in place of articulation. According to
(6ai), root-initial consonants could in principle assimilate to the place of
articulation of the preceding nasal in order to satisfy AG (pl). This option,
however, is not available in Kikuyu because /N-/ lacks the place
specification. Thus, short of deletion, insertion or fusion, etc., the way to
comply with the requirement of AG (pl) is for /- to assimilate to the place
of articulation of the root-initial consonant.

We view postnasal voicing as stemming from the domination of *M{;

over ID (vc), as shown in (6b). *NC is a markedness constraint that bans

nasal -voi cel ess consonant sequences. It was first proposed by Pater (1995)
and followed up in a number of subsequent works including Hayes and
Stivers (1995), Pater (1995, 1999, 2001), etc.

Turning now to postnasal hardening, we propose that this process
results from the ranking of *NF over ID (ct). Like *NC, *NF targets nasal-
oral sequences. It prefers nasal-stop or nasal-affricate clusters to nasal-
fricative sequences. Like *NC, there are various ways such as deletion,
fusion, etc. to meet the demands of *NF. Apart from postnasal hardening,
languages may opt for consonant epenthesis (English), nasal deletion
(Kikuyu in some cases), fusion (Kikuyu, Setswana), etc. to avoid nasal-
fricative sequences. *NF unifies these seemingly unrelated outcomes,
uncoveringtheir functional unity without dictating a specific outcome.

In addition to nasal place assimilation, postnasal voicing and hardening,
we see Kikuyu has de-sonorantisation and consonantisation that transform
sonorants into obstruents and glides to non-glides. We analyse these two
processes as the results of feature co-occurrence restrictions. Following
Archangeli and Pulleyblank {1994), we expressthese restrictionsin terms of
implicational statements. We analyse de-sonorantisation as the result of the
requirement that if a segment is -continuant, then it is not +sonorant. The
only exceptionsto thisfeature co-occurrencerestriction are the nasals[m, n,
n, 1], which are both sonorant and non-continuant. The sonorancy of nasal
stopsis protected by a high-ranking co-occurrencerestriction: If +nasal, then
not -sonorant. Under our analysis, consonantisation emerges from the



pressure for [-continuant] segmentsto be [+consonantal], not [-consonantal]
via *C/C in (6ei). As glides and vowels are [-consonantal] and
[+continuant], *C/C is never violated in Kikuyu. Under our analysis, de-
sonorantisation and consonantisation result from the change from
[+continuant] to [-continuant] in a segment. As this continuancy change is
driven only by a high-ranking *NF in Kikuyu, the effects of de-
sonorantisation and consonantisation are restricted to sonorant continuants
and glidesin postnasal position.

Now that the constraints responsible for the featural changes are
clarified, let's consider the ranking of the proposed constraints. In section
3.1, we point out that *VVO must dominate ID (vc) because obstruent voicing
is not contrastive. But inorder for voiced obstruentsto emerge in postnasal
setting, *NG must dominate *VO; otherwise, voiced obstruents may never
surface. This suggests that *VO is sandwiched between higher ranked
constraints such as *N¢ and the faithfulness constraints such as ID (vc), as

shown by the constraint hierarchy in (7).

To understand the reasons for this constraint hierarchy, consider the two
tableaux for /N-te-et-e/ —# [mde=te] | have thrown away' and /N-yur-i-a/ —#*

[njuria] 'to let mefill'

The tableau in (8a) provides an example of how root-initial voiceless
obstruents emerge as voiced obstruents under the /N-/ prefixation. The
pressure for voicing comes from *NC, which must dominate *VO, as shown
by the comparison between the (b) and (c) candidates. The tableau in (8b)
illustrates how sonorant continuantsevolve into obstruent stops. The option



for root-initial sonorant continuants to retain their input feature
specificationsisillustrated in the (&) output. But as the comparison between
(@ and the optimal output in (d) shows, this option is ruled out by the
ranking of *NF over *VO. To avoid the *NF violation, we must change the
input /y/’s continuant specification from [+continuant] to [-continuant]. The
three candidates in (b), (c) and (d) contain a palatal segment whose
continuant specification has been altered from [+continuant] to [-
continuant]. The underlined vy in (b) represents a palatal segment whose
continuancy specification is altered to [-continuant] but whose specifications
for [consonantal] and [sonorant] remain unchanged, that is, [-consonantal]
and [+sonorant]. This candidateis eliminated by *C/C. The underlinedj in
(c) represents an output segment whose specifications for [continuant] and
[consonantal] are atered to [-continuant] and [+consonantal] but whose
[+sonorant] specification remains intact. This candidate is not optimal if
*C/S outranks *VO. These two tableaux demonstratethat *NC, *NF, *C/C
and *C/S must outrank *VO.

We have demonstrated how output voiced obstruents [b, d, j, g] can
evolve from input voiceless obstruents /t, ¢, k/ and voiced sonorant
continuants /B, w, r, y, y/. The pressurescome mainly from two sequencing
constraints, *NC and *NF, which make it impossible for these input

segments to remain unchanged if they appear in postnasal position. While
postnasal voicing and hardening can produce outputs in compliance with
*NC and *NF, these are clearly not the only ways to meet the demands of
these two constraints. We show next that Kikuyu exploits deletion as a
strategy under the pressuresof *NC and *NF.

33. The nasal deletion pattern and local conjunction

In Kikuyu, the nasal deletion pattern is seen in 8-initial and h-initia roots:
e.g. M-Bek-get-g' = [Oek-eet-€) 'l havelaughed' and /-he-get-e/ = [he-et-
e] I have given'. At first sight, the dental [6] and the glottal [h] do not
appear to form a naturd class. The decision to characterise these two
segments as a natural class in terms of [-voiced] and [+continuant] is
motivated by the Kikuyu dataand by the data from the Bantu languageswith
similar mutation. In Kikuyu, the evidence that these two segments pattern
alike comes from consonant mutation where both segments are seen to
trigger the elision of /N-/ in (3) and resist fusion in (1d). The anti-fusion
pattern show that [68] and [h] behave like[t, c, k] in resisting fusion, which
we take to be evidence they are identical in the [-voiced] specification. We
are also aware that the actua anti-fusion outputs of 8-initial and h-initial
rootsin (Id) are different from t-/c-/k-initial roots in (Id), with the former
surfacing with the nasal deletion and the latter with prenasalisation. This
output distinction followsin our analysisfrom the claim that [6] and [h] are
fricativeswhile[t, c, k] are either stops or affricates.



Apart from Kikuyu consonant mutation, the grouping of [&] and [h] into
one natura class comes from consideration of the data in other Bantu
languages. Two types of data bear directly upon our anaysis. First, the
phenomenon of the nasal deletion in roots with initia voicelessfricativesis
widespread in Bantu languages. Some examples are Venda, Yaka, Suku,
Bafanji and Gitonga, to name afew. Take Venda for instance. According to
Steriade (1993: 415), when /N-/ abuts a voiced fricative such as[Z] or [v],
the two emerge as a prenasalised dfricate e.g. /MW-ziamedzod' >
[ndziamedzo] 'place onto' and /M-vuledza' = [mbvuledzo] finishing'. But
if the root-initial segment is a voiceless fricative such as [g] or [f], /N-/ is
elided, leaving an affricate in its wake: e.g. /N-sengo/ = [tsengo] 'court
hearing' and /N-fulo/ = [pfulo] 'pasture’. Second, there is evidence from
Bantu languages such as Tswana that /' can pattern like the voiceless
fricatives([s, §] in triggering postnasal hardening/affrication: e.g. /™ -himizal
—* [pkhumisa] 'enrich me', /N-sixa/ = [ntshixa] 'cut me, and /N-$apa/ >
[nt8hapa] 'thrash me (Dickens 1984: 100). But when /N-/ abuts voiced
segments or voiceless stops, the outcomes are different: e.g. /N-bona/ =
[mpona] 'see me, /M-luma’ =+ [ntuma 'bite me, /N-palamjsa/ -
[mpalamjsa] 'give me a lift, and M-taxisa’ - [ntaxjsa] 'make me drunk'
(Dickens 1984: 100, 102). These two types of data provide support for
classifying[#] and [h] as sharing [-voiced] and [+continuant] and for linking
the nasal deletion to their voicing and continuancy status.

Now that the rationales for grouping [6] and [h] together are clarified,
consider the formal mechanism responsible for the deletion of /N-/. Asthe
/N-/ deletion output is optimal in 8-initial and h-initia roots, the anti-
deletion MAX-I0 is involved here. Clearly, it can be violated to satisfy
higher ranking constraints. The questions are: how MAX-IO is ranked with
the rest of the constraintsin (7) and whether the ranking of MAX-IO below
say, *NG and *NF is sufficient to cause deletion. With respect to the firsrt
question, the postnasal voicing data suggest that MAX-IO must rank above
the anti-voicing constraint *VO. This is demonstrated in the tableau for /N-
te-et-g/ = [ndeete] | havethrown away'.

The comparison between the nasa deletion candidate in (9b) and the
postnasal voicing output in (9¢) is crucid here. (9b) violates MAX-10 while
(9¢) *VO. Ranking MAX-10 above *VO correctly predicts that voicing is
preferred to deletion in thistype of roots.



Regarding the second question, the answer is no. As the tableau in (10)
shows, our existing proposal predicts incorrectly that deletion cannot be
optimal in O-initial and h-initial roots, as the tableau farM-Bek-ze1-g' =
[Be.kee.te] | havelaughed' shows.

The problem lies with the candidate in (10b) in which /8 istransformed into
avoiced dental stop represented by [d]. The ranking of MAX-10 above *VO
predicts wrongly that this output marked by ® is more harmonic than the
correct candidatein (10c).

In describing the deletion pattern, the challengeisto explain why [nd] is

less optimal than the deletion of /N-/. Re-ranking MAX-10 and *VO is not an
option, as (9) shows. The alternative is to introduce a constraint that ranks
above MAX-10 and that only (10b) violates. To understand what constraint
is needed, the key lies in the recognition that a voiceless fricative must
undergo voicing and hardening to become a voiced stop while a voiceless
stop or a voiced fricative needs voicing or hardening, but not both.
According to our analysis, postnasal voicing and postnasal hardening result
from the domination of ID (vc) and ID (ct) by *NC and *NF, A prenasalized
voiced stop [nd] originating from /N-t/ or /N-r/ violates ID (vc) or ID (ct). In
contrast, if a voiceless fricative /N-6/ is to become a voiced stop [nd], it
must violate both ID (vc) and ID (ct). What distinguishes[nd] from [nd] is
the extent to which these outputs may deviate from their inputs. In Kikuyu,
an output may deviate from its input in either the [voice] or [continuant]
specification, but not both.

Now that we understand how [nd] differs from [nd], it is not hard to see
why local conjunction is necessary to block [nd]. Local conjunction is a
forma mechanism first introduced in Smolensky (1993) and followed up in
a number of subsequent works including Smolensky (1995, 1997), Alderete
(1995), Kirchener (1996), 1t6 and Mester (1998, 2001) and Fukazawa
(2001). Loca conjunction alows two constraints— say, C, and = — to be
joined together to form a new constraint, C;&C,. C;&C, does not replace
either C, or C;. It is an independent constraint, which is ranked separately
and violated only if C, and C, are both violated. It isshown to be necessary
to the analyses of a host of phenomena including the chain shift effects in
vowel harmony systems(Kirchener 1996), dissimilation (Alderete 1995) and
counter-feeding ordering phenomena (It8 and Mester 1998, 2001). It is
needed to explain the del etion pattern here.



226

In Kikuyuy, to block [nd] requires conjoining ID (v¢) with ID (ct) to form
ID(vc)&ID(ct). As long as this conjoined constraint dominates MAX-IO, the
[nd] output can be eliminated in favor of deleting the nasal as a solution.

(1
/N-fek-get-¢/ | *N ! *N ! ID(ve)&
C ! F | Idcp
a. nPekee.te * *
b. nte kee.te o
c. ndekee te Lo
d. nde kee.te L
@re. Dekeete ;

Note that the candidate in (11d) is the only one that violates both ID (v¢) and
ID (ct); therefore, it alone incurs a violation of ID(vc)&ID(ct). Ranking this
conjoined constraint above MAX-IQ predicts correctly that deletion is
preferred in roots with voiceless continuants. Like its non-conjoined
counterparts, the function of ID(ve)&ID(ct) is to limit the degree to which an
input segment must differ from its output counterpart. But unlike its non-
conjoined counterparts, local conjunction of faithfulness constraints makes it
possible to describe linguistic phenomena in which only some degree of
departure from the input is tolerated.

4. Conclusion

We have shown that the complex patterns of prenasalisation and nasal
deletion in Kikuyu can be reduced to a set of independently motivated
universal constraints. These constraints are ranked as in (12):

(12) AG(pl), *NC, *NF, *C/C, *C/S, ID(ve)&ID(ct) » MAX-10 » *VO »
ID(pl), ID(vc), ID{ct), ID{cs) ,ID(sn)

Our analysis reveals postnasal voicing/hardening and nasal deletion as two
strategies with one functional objective, namely, to respond to the
requirements imposed by *NG and *NF. This analysis captures the
functional unity of voicing/hardening and nasal deletion. In addition, it
succeeds in explaining the asymmetric Kikuyu consonant inventory — that is,
the absence of voiced obstruents in non-postnasal position and provides
additional motivation for local conjunction, a mechanism that is seen to play
an important role in explaining an increasing range of linguistic phenomena.
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On Multiple Wh-Fronting: Wh-Topics and
Wh-Foci in Basque*

LaraReglero
University of Connecticut

1 Introduction

Inthispaper | will provide a comprehensveanayss of Multiple Wh-Fronting
in Basque.! More specificaly, | will try to find out where Basgue fits in the
cross-linguistic typology established by Boskovi¢ (1999). | will show that
Basgue is different from Savic. As shown by Bogkovi¢, wh-phrasesin Savic
moveto the beginning of the sentence only if they are inherently focused. | will
show that wh-phrasesin Basgue front for discourse-related purposes. That is,
wh-phrasesin Basguefront not only for focusbut alsofor topic purposes.

The paper is organized as follows. Firdt, | will introduce Bogkovi¢’s (1999)
theory. Second, | will introduce the data to be accounted for. As shown below,
wh-phrases move overtly to the front of the sentence in Basque. Third, | will
provide an anaysis which will reveal that dl| wh-fronting in Basque is not the
outcome of focus movement. More precisdly, | will propose that the wh-phrase
immediately adjacent to the verb is focdized whilethe rest of the fronted wh-
phrasesare D-linked. Findly, | will offer some concludingremarks.

2 Theoretical Background
2.1 Focus

In a series of papers (Bo¥kovi¢ 1997a, 1997c, 1998b, 1999, 2002), Boskovié¢
shows that d| wh-phrases move to the beginning of the sentence in Serbo-
Croatian (SC). In other words, SC is a Multiple Wh-Fronting language. A
representativeexampleisgivenin (1).

(1) Ko $ta gdie kupuje?
who what wherebuys
'Who buyswhat where?



When analyzing the driving force behind the movement of wh-phrasesin SC,
Bofkovié raises the following question: Are all wh-phrases undergoing wh-
movement in SC? As will becomeclear bdow, the answer is a negative one. If
we were dedling with wh-movement, the movement of one wh-phrase would
sufficeto check the strong +wh-feature of C. Since all wh-phrases must move
overtly in SC (see (2) bdow), there must be something else motivating the
movement of the wh-phrases.

(2 a Ko #ta gdie kupuje?
who what wherebuys
‘Who buys what where?
b. *Ko kupujetta gdje?
c. *Ko $ta kupujegdje?
d. *Ko gdje kupuje §ta?

The next quedtion that arises is the following: What is motivating the
movement of SC wh-phrases?Bogkovi¢ argues that wh-phrasesin SC undergo
focus movement. The man motivation for this goproach comes from
Stjepanovié (1998). According to her, wh-phrases in SC behave like
contrastively focused non-wh-phrases. As we have seen, SC fronts all wh-
phrases. It also fronts non-wh-phrases, as shown in (3). (3a) is grammatica
becausethe focused non-wh-phrase Jovan appearsin sentence-initial position. If
overt movement does not take place, the sentence is ungrammatical, asin (3b)
where Jovan appears after the verb saviefuje. Based on this evidence,
Stjepanovié (1998) concludesthat wh-phrasesin SC are inherently focused and
undergo overt movement for focus purposes.

(3) a JOVANA savjetuje
Jovan-ACC advises
‘(S)he advises Jovan'

b.*savjetuje JOVANA
advises Jovan-ACC

22 Superiority

A curious property of focusfrontingin SC isthat it does not exhibit Superiority
effects. The grammaticality of the examples below shows that wh-phrases are
freely ordered in thislanguage:

(4 a Ko je §ta kupio?
whoiswhat bought
'Who bought what?

b. Sta jekokupio?



Bulgarian, another language Boskovi¢ (1999) andyzesin depth, differs from SC
in this respect. As shown in (5), Bulgarian conforms to the Superiority
Condition.

(5) a Ko kakvoe kupil?
whowhat isbought

‘Who bought what?

b. ¥Kakvo koj ekupil?

Boskovié (1999) accountsfor the Bulgarian patternin thefollowingway. Firdt,
he argues that Bulgarian, in contrast to SC, has wh-movement in these
congtructions. In order to capturethisfact, Bogkovi¢ (1999) adoptsthe Economy
account of Superiority which requiresthet the +wh-feature of C be checked in
the most economica way (i.e. through the shortest movement possible). Under
th's account, the Nominative wh-phrase ko must move to Spec CP before the
Accusative wh-phrasekakvo since thisisthe most economica way to check the
grong +wh-feature of C. From the evidence collected <0 far, it seems that wh-
movement is sengtive to Superiority but focus movementisnot.

The Bulgarian dda raise severd questions. If Bulgarian wh-fronting is an
instance of wh-movement, why must all wh-phrases obligatorily move to the
front of the sentence?

(6) *Koj e kupil kakvo?
who i's bought what
‘Who bought what?

Boskovi¢ (1999) takes this fact as evidence that focus movement is also
involved in Bulgarian. More precisdy, movement of one wh-phrase should
suffice to check the strong +wh-feature of C. Wh-fronting o the remaining wh-
phrasesis an instance of focus movement This analysis makes a prediction. If
wh-movement, which is subject to the Superiority Condition, affects only one
wh-phrase, then the movement o the highest wh-phrase would satisfy the
requirement that the +wh-feature of C be checked in the most economica way.
If focus movement, whichis not subject to the Superiority Condition(cf. (4)), is
responsiblefor thefronting of the rest of the wh-phrases, then one would expect
these wh-phrases to be fredly ordered. The prediction is bome out by the
Bulgariandatain (7).

(7) a Ko kogo kakvo epital?
who whomwhat isasked

'Who asked whom what?

b. Ko kekvokogo e pital?



Asthe examplesabove make clear, the Nominative wh-phrase koj movesfirstto
check the strong +wh-feature of C. The second and third wh-phrases are fredly
ordered since they are subject only to focus movement.

Boskovi¢ (1999) accounts for these facts by modifying Chomsky’s (1995)
Attract system. More specificaly, Boskovi¢ (1999) proposes that the attractor
for wh-movement is an Attract-1F head (Attract-1F implies that the forma
inadequacy of the attractor iS overcomeby attracting 1 feature F). This entails
that given two potential attractees, the Attract-1F head will dways attract the
highest wh-phrase. Attract-1F heads give us Superiority effects. In contrast,
Boskovi¢ (1999) proposes that the attractor for focus movement in an Attract-
al-Fhead (an Attract-dl-Fhead is a head that has aforma inadequacy that can
only be overcome by attracting all features F). Superiority effects are not
expected in this cage since the order in which wh-phrases move to the relevant
head yield equaly economical derivations. To put it clearer, the derivationin
whichkogo (cf. (7a)) movesfirst to the attracting head i s equaly economical as
the derivation in which kakvo movesfirst (cf. (7b)). Since the same number of
nodesare crossed in both casesto satisfy the relevant Attract-All property, both
derivationsyield equaly economical outputs.

The Bulgarian pattern receives the following analysis in Bogkovi¢’s (1999)
system. Accordingto Bogkovié (1999), Cin Bulgarianhastwo features: Attract-
1F +wh-feature and Attract-all-F+focus feature. Once C enters the derivation,
the movement of the highest wh-phrase satisfies the formal inadequaciesof C.
After the highest wh-phrase moves, the order of movement of the remaining wh-
phrasesi s free Sincefocus movement i s not subject to Superiority.

To summarize, wh-movement is subject to Superiority because the relevant
head has an Attract-1F feature. Focus movement does not exhibit Superiority
effects becausefocus movement hasthe Attract-all-Fproperty.

3 Basque

As | explained at the very beginning of the paper, Basque has Multiple Wh-
Fronting when it comesto multiple questions. (8a) is a representative example.
As shovwr]r by the ungrammaticality of (8b), Superiority effects show up inthis
langnage.

(8 a Nork zer erod du?
who-ERG what-ABS buy AUX
'Who bought what?
b. *Zer nork eros du?

Now the following questions arise: Do wh-phrases in Basque move for focus
purposes? In other words, is Basque similar to Savic languages such as SC?



Ortiz de Urbina (1999) has extensvely argued that wh-frontingin Basgueis an
instance of focus movement. One of the most important characteristicsof focus
movement in Basquei s that the focused element landsin a positionimmediately
adjacent to theverb. For example, Mirenin (9) isthefocus of the sentence. Any
element preceding the focus functions as a topic in Basque. For example, in
(10), the dement preceding the verb, thet is, Jonek, must be interpreted as the
focusof the sentence. Miren in thissentenceis separated from thefocused Jonek
by a pauseand receivesatopicinterpretation.

(99 MIREN ikusi men Jonek.
Miren-ABS see  AUX Jon-ERG
‘Jon saw MIREN’

(10) Miren JONEK  ikusi zuen.
Miren-ABS Jon-ERG see AUX
'As for Miren, JON saw her'

Due to space limitations | cannot go over the arguments proposed in the
Basgue literature, which indicate that wh-fronting is an instance of focus
movement in Basque. For extensive discussion, | refer the reader to Ortiz de
Urbina(1999).

4 MultipleWh-Fronting

According to the Basque literature, wh-fronting in Basque is an instance of
focus movement. In thisrespect, Basqueis similar to Savic. What I'm going to
do now is to show that dI wh-frontingin Basqueis not the outcome of focus
movement. In this respect, Basque is going to be very different from Savic
languages. Therdevant exampleis(#a), repested as (11).

(11) Nork zer eros du?
who-ERG what-ABS buy AUX
"Who bought what?

| will proposethat in (11) zer is focaized and nork functionsas a topic. The
first part of my proposal is straightforward. Aswe have seen, those dementsto
the left of the verb are focdized in Basque. Let us examine the second part of
the proposa in more detail. As Ortiz de Urbina (1999) points out, any element
preceding a whrword functions as a topic in Basgue. If /iburua in (12) is
undergoingtopic movement, it isreasonableto say that nork in our example (11)
i s undergoing the sametype of movement.



(12) Liburua  nork eros du?
book-ABS who-ERG buy AUX
‘As for the book, who bought it?

In order to support my claims empiricdly, | will consider Pesetsky’s (1987)
‘the hdl' tes. AsPesetsky (1987) pointsout, there are elements which are good
candidatesfor " aggressvely non-D-linked" wh-phrases. In an English example
such as (13b), there is a conflict between aggressively D-linked which and
aggressively non-D-linked the hell. The conflict does not arisein (13a) sincethe
natured what is differentfromthat of which.

(13) a Whatthehell book did you read thet in?
b.*Whichthe hell book did you read that in?

To put it clearer, 'the hel' is a wh-modifier which expresses complete
ignorance. As den Dikken and Giannakidou (2001, 2002) indicate, when 'the
hell' combineswith awh-word, the speaker does not know what the value of the
wh-word will be Since the range of reference of D-linked wh-phrases is
discourse-given, any attempt to attach an dement which stands for ‘non-
givenness’ (i.e. 'the hdl’) to an dement which isinherently D-linked, will result
inan ungrammatical sentence (cf. (13b)). (13a) is perfectly grammatical because
what is not inherently D-linked and is therefore free to combine with the
"aggressively non-D-linked" the hell.

Thistype of test helps us differentiate between those wh-phrases which are D-
linked from those which are not. Now, | will apply the sameline of reasoningto
some Basgueexamples.

(14) *Nor arraiok  zer eros du?
who hdl-ERG what-ABS buy AUX
'Who the hell bought what?

(15) Nork zer arraio erod du?
who-ERG wha-ABShell buy AUX
'Who bought what thehell?

In (14) nor cannot combine with the aggressvely non-D-linked arraiok
indicating thet nork is D-linked in thisexample. In contras, zer in (15) isnon-D-
linked sinceitcan combinewith arraia.”

As Boskovi¢ (2002) points out, only non-D-linked wh-phrases in Savic
undergo focus movement. Thisis an intuitive correlaion since non-D-linked
wh-phrases do not refer to previoudy mentioned or contextudly salient
referents. Focus movement implies the notion of 'non-given'. Therefore, the
semantic nature of non-D-linked wh-phrases dlows them to undergo focus



movement With D-linked wh-phrases such as ‘which man, the range o
felicitous answersislimited by a set of men both spesker and hearer have in
mind. The reference of D-linked wh-phrasssis discourse given. This 'discourse
givenness’ property is reminiscent of the notion ‘topic. Topics refer to old,
given information, something not new. Based onths intuitive correlation | Wl
claim that being D-linked is equivalent to being topicdized. | am following
Grohmann (1998) who claims that D-linking in the minimalist framework
correlates with a topic feature. To summarize, nork is D-linked or topicdized
whereaszer isnon-D-linked or focalized.

4.1 Predictions

If norkisD-linked in (11) and zer isfocdized, then we would expect inherently
D-linked wh-phrasesto be disdlowed in the immediately preverbal position. In
contrast, inherently D-linked dements should be dlowed in the position nork
occupies in the sentence under discussion The predictions are borne out, as
shown below:

(16) *?Nork zein liburu erosi men?
who-ERG whichbook-ABS buy AUX
'Who bought which book?

(A7) (DZein ikadek zer irakurri zuen?
which sgudent-ERGwhat-ABSread ~ AUX
"Which student read whet?

(16) shows that inherently D-linked wh-phrases such as zein liburu are not
dlowed in the position where focdized dementsland. The incompatibility does
not arisein (17) because zein ikad ek, being inherently D-linked, can freely land
in the position D-linked or topicalized € ementsmoveto.

My andlysisnakes another prediction Sentencessuchas (18a)-(18b) should be
ruled out. In these constructions, dements which cannot receive a D-linked
interpretationare placed in the positionfor D-linked e ements (according to Kss
(1993), 'why' and 'how' are such dements). The ungrammaticality of the
examplesis thus expected under my andysis.

(18) a *Nola zer irakurri zuen Jonek?
how what-ABSread  AUX Jon-ERG
‘How did John read what?
b. *Zergatik zer irakurri znen Jonek?
why wha-ABSreed AUX Jon-ERG
‘Why did Jon read what?



My anayss makes another prediction: ‘why' and how' should be able to
gppear in the preverba position since this is the position for non-D-linked
dements. The predictionisborneout, asshownin (19).

(19) a Nori nola esplikatudio Jonek  ariketa?
who-DAT how explain  AUX Jon-ERGexercise
“To whom did Jon explainthe exercisehow?
b. Nork zergatik lapurtu ditu  bitxiak?
who-ERG why  ded AUX jewdsABS
'Who stolethejewdswhy?

42 Derivation

Thereare anumber of questionsthat need to be answered before going into the
detailsof thederivation. Thefirst question | would liketo raiseisthefollowing:

are Topic and Focus licensed inthe same projection? At first sight, it seemsthet

they are licensed in different projections. Thisis so because the Topic-Subject-
Verb order ispossble (cf. (20)) whereasthe order Focus-Subject-Verbis not, as
shownin (21) (1 assumethat the subject isin Spec AgrSP).

(20) Mireni, Jonek  muxu bat eman zion
Miren-DAT Jon-ERGkiss onegive AUX
‘Miren, Jon kissed’

(21) a*MIRENI  Jonek  eman zion muxu bat
Miren-DAT Jon-ERG give AUX kiss one
"Jon has kissed MIREN’
b. MIRENI eman zion Jonek muxu bat

However, if Topic and Focusland in different projections, why can no materia
intervenebetweenthetwo wh-phrasesin (22)?

(22) *Nork horretaz/beraz  /Joni zer erranen dio?
Who-ERG onthat/ therefore/Jon-DAT wha-ABS sty ~ AUX
'Who W say what to John/therefore/on that?

Based on theungrammaticality of (22), | assumethat nork and zer arelocated in
the same projection, with multiple Spec structures.

At thispoint we arestill left with some open questions. which head licensesthe
two features (i.e. Topic and Focus)? Why is the focused element lower in the
structure? In order to answer thefirst question, we need to bear in mind that the
relevantlicensing head must license Topic and Focus despitethe fact that Topic
and Focus convey opposite communicative functions. Uriagereka (1995),
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Boeckx & Stjepanovi¢ (1999) and Lambova (2001) haved ready dealt with this
issue. Despitethe differences, the three accountsbasically arguefor the presence
of afunctiona projection capableof hosting discourse-related materid. If thisis
possible, then thereisno longer aproblemin assumingthat Topic and Focus can
be licensed by the samehead Since Topic and Focusarebot h discourse-related,
they can be hogted in the same projection. For the sake of exposition | will
assume that both topicalized and focdized eementsland in the Spec of AP
(Lambova 2001).

The derivation | proposefor (11) is asfollows (I discussthe exact position of
theverbbdow. At thispaint| placeitin A for ease of exposition):

(23) AP
/\
nork A
who e
zer N
wha "

A AgrSP

eroSi du faek Agr__S’

b'l.l:r' aux - -H-""'-.
AgrOP AgrS
S I

Now let's try to answer our second question: why do we aways end up with the
order Topic Focus? | will follow Lambowa (2001) and | will suggest thet the
focusfeaturein the wh-phraseis carried by a null affix, whichis averba affix,
and whichis attached to the wh-phrase. As a consequence, the wh-phrase must
be adjacent to theverh.* Relevant examplesare givenin (24) and (25).



(24) a*MIRENI  Jonek emanzion muxu bat
Miren-DAT Jon-ERG give AUX kiss one

‘Jon haskissed MIREN’
b. MIRENI emanzionJonek  muxubat

(25) a *Zer Mirenek  emanzion Pdlori?
what-ABS Miren-ERG give AUX Pello-DAT
'What did Mirengiveto Pello?’
b. Zer emanzion Mirenck Pdlori?

For instance, example (25) isonly grammatica when the wh-word i sadjacent to
theverb. (25a) is ungrammatical because zer is not adjacent to the verb eman
zion. (25b) isthe good example where the adjacency requirement is respected.
Theideaisthat the adjacency between Focus and Verb is dueto phonologica
rather than syntacticfactors. Syntax can yield the Topic-Focus-Verb order or the
Focus-Topic-Verb order. If syntax derives the unacceptableorder Focus-Topic-
Verb, PF will rule out the derivation since the focus feature in the wh-phrase
will fail to attach toitshogt; namdly, theverb.

Let's consder an dternative account for the data. In principle, a syntactic
account could account for the cita Under this account, the verb eman zZion
rases to A obligatorily. In (25b), V-to-A has taken place and the sentence is
grammatica. However, in (25a), W-to-A4 has not taken place and therefore the
sentenceis ruled out. Thereare additiond detathat show that the PF account is
superior. Let uslook again at thefollowing sentences:

(26) Mireni, Jonek  muxu bat eman zion
Miren-DAT Jon-ERG kiss onegive AUX
'Miren, Jonkissed’

(27) a *MIRENI  Jonek  eman zion muxu bat
Miren-DAT Jon-ERG give AUX kiss one
‘Jon hes kissed MIREN’
b. MIRENI emanzionJonek  muxu bat

In (26) we havethe topic Mireni. In (27) we have exactly the same sentence but
ths time MIRENI is the focus of the sentence. Let's see what the syntactic
account hasto say with respect to these data. Under the syntectic account, the
topic Mireni in (26) and thefocus MIRENI in (27a) are both located in Spec AP.
Under this account the verb raises obligatorily to A. If welook at (27), we can
se that (27b) is grammaticd because V-0-A has taken place (27a) is
ungrammatical because the verb has failed to raise all the way to A. Once the
verb raises to A then there is no extra space between the verb and the
topic/focus. If thisisso, why is (26) grammatical ?The topic Mireni islocated in



Spec AP and theverbisin A Where isthe extramaterial between thetopic and
the verb located? In conclusion, the verb is not located in A, otherwise (26)
should be bad for the same reasonthat (27a) is bad. Thefocus-verb adjacencyin
Basgueis not the result of V-to-A movement. The empirical evidence suggests
that the adjacency requirement between focus and verb is the result of a PF
process.

43 Threewh-phrasss

In this section | present data with three wh-phrases. These dala Wl give us
further evidencefor theideathat thereis only one focusin Basque. Therest of
the wh-phrases are topicalized in this language. In this respect, Basgue is
different from Savic, where all wh-phrases move for focus purposes. The
rdevant exampleis givenin (28). When it comes to Superiority, judgmentsare
unclear and there are severd interfering factors with the data For relevant
discussionon thisissue, see Reglero (2002).

(28) Nork nori zer esanzion?
who-ERG who-DAT what-ABSsay  AUX
'Who said what to whom?

As the data bdow indicate, the first two wh-phrases are D-linked/topicalized
and the wh-phrase adjacent to the verb is focdized. In other words, we get a
Topic-Topic-Focuspattern:

29) *Nor arraiok  nori zer esanzion?
(
who hell-ERG who-DAT wha-ABS sy AUX
'Who the hell said what to whom?

(30) *Nork nor amraiori ~ zer esan zion?
who-ERG whohdl-DAT what-ABS ssy AUX
'Who said what to who the hell ?

(31) Nork nori Zer arraio esan zion?
who-ERGwho-DAT what hel-ABS ssy AUX
‘Who said what the hell to whom?

As shown in (29), the firss wh-phrase, nor cannot combine with the
aggressively non-D-linked arraiok. Thisindicatesthat the first wh-phraseis D-
linked. In (30) the same happenswith the second wh-phrase. Again, the sentence
is ungrammatical suggesting that nori is D-linked. In contrast, the wh-phrase
immediately adjacentto theverbisnon-D-linked sinceit isableto combine with
arraio. (31) isagrammatica sentencein Basque.



Isthere a way to account for the Topic-Topic-Focus patternin Basque? | will
propose that in Basque thereis a head with two features. Attract-aldiscourse
and Attract-1-Topic. The consequencesdf this proposal arethefollowing. Firg,
all discourse-related e ements are attracted. Furthermore, the highest wh-phrase
isattracted first. Thisandysisgi ves usthe Bulgarian pattern where thefirst wh-
phraseis attracted first and the second and third wh-phrases are freely ordered.
Thisis of course an idedlization of judgments. Since the Basque data are not
clear at thispoint, | will assumethe Bulgarian pattern to be the representative
one until clearer judgments emerge from the Basgue data. Under my analysis
there is only one focus. This claim follows from the adjacency requirement
between the null affix and the verb. This analysis correctly rules out the order
Topic-Focus-Focus. Inth's case the adjacency requirement between the focus
feature of the second Focus cannot be satisfied and therefore the resulting
sentence is.ungrammatical.

5 Conclusions

In conclusion, in this paper | have offered an account of Multiple Wh-Fronting
in Basque. We have observed that the wh-phrase closer to the verb isfocdized
while the remaining wh-phrases are topicalized. In order to account for this
pattern | have proposed that in Basgue there is a head which has the Attract-all-
discourse and Attract-1Topic properties. | have shown that in Basgue only one
wh-phraseis focaized due to the adjacency requirement of a null verbal affix.
Basgueis a Multiple Wh-Fronting language which differs from Savic in that
thereis only one focus. Let me finish this paper by including Basgue in the
typology of Multiple Wh-Fronting languages. So far we have languages where
al focused elements move. This is Savic. Now we have a different type of
language in which all discourse-related wh-phrases move. As we have seen,
Basgueis such a language. In Basque wh-phrases front not only for focus but

asofor topic purposes.
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! In Basque thereis asecond strategy to form a multiple question such as ‘who bought what?. As
shown in (i), one wh-phrasecan front and the other one can remainin =itu. In this paper, | will only
focus onthe Multiple Wh-Fronting strategy. For discussionon (i), see Reglero (2002):

(i) Nork erosi du  zer?
who-ERG buy AUX what-ABS
‘Who bought wret?

* Ther e arethree main casesin Basque: the ergative %, the absolutive O, and the dative ~(7)i. | will
usethefollowingabbreviations; ERG = Ergative, ABS = Absolutive and DAT = Dative.

¥ The exact trandation of arraio is ‘lightning’. | will trandateit as 'hell' in the text for ease of
exposition

* | am assumingthe affix hoppinganalysisof affixation(cf. Chomsky 1957), in which an &fix and
its host must be linearly adjacent in PF. See in this respect Bobaljik (1995), Halle and Marantz
(1993) and Lasnik (1995).
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Bound-V ariable Pronouns
and the Semantics of Number

Hotze Rullmann
University of Calgary

1. Introduction

In sentenceslike (1a,b) the plural pronounthey appearsto function semantically
as a bound variable ranging over singular individuals rather than pluralities.’
Both sentencesare truth-conditionally equivalent to (2a) in which the pronoun is
morphologically singular. This suggests that semantically they involve universal
quantification over an individua variable, as in the logical representation (2b).

(1) a All men, think they, are smart.
b. Themen, all think they, are smart.
(2 a  Everyman, thinks he, is smart.
b.  Vx[man(x) — x thinksx is smart]

The ideathat a plurd bound pronoun can represent asingular variable appearsto
be supported by examplessuch as (3) and (4a) in which the property predicated
of the bound pronoun can only be true of one individua, either because of
certain contingent facts (only one candidate can win a presidentia election), or
for logical reasons (only one person can be the smartest person in the world).
Note that the embedded clause of (4a) is odd when used as an independent
sentencein which they is not a bound variable, asin (4b).

(3) All candidates thought they could win the presidential election.
(4) a. All men think they are the smartest person in the world.
b. #They are the smartest person in the world.

The conclusion that is commonly drawn from such facts is that plura bound
pronouns can be semantically singular, and that the morphological humber of a
bound pronoun is the result of purely syntactic number agreement of the
pronoun with its binder.? Although this conclusion seems plausible enough, |
will argue that it is in fact incorrect, and that number agreement between a



bound pronoun and its antecedent is a matter of semanticsrather than syntax.

One important problem for a purely syntactic account of pronomina number
agreement is posed by sentences in which they is bound by more than one
singular antecedent (in such examples| will use aset index like {1,2} to indicate
that the semantic value of the pronoun is the plurality consisting of the value of
index 1 and the value of index 2):

(5) a  Mary, told John, that they, ;; should invest in the stock market.
b.  Every woman, told [her, husband]; that they,, s should invest in the
stock market.
Cc. Every man, told [each of his, girlfriends], that they,, ; were going to
get married.

In (5a) they has two referential DPs as antecedents, so this example could be
regarded as a case of accidental coreference; no such analysis is possible for
(5b) and (c), however, in which one or both of the antecedents are quantifiers. A
straightforward account of pronominal number based on purely syntactic
agreement will fail in such cases, because in fact the bound pronoun " disagrees™
in number with both of its antecedents.

2. Morphological Number and Semantic Number

In this paper | will propose a semantic account of pronomina number agreement
based on the idea that the morphological number of a DP is transparently
reflected in its semantics. In particular | will assume that singular DPs denote
individuals, but plura DPs denote sets of individuas. (In the case of
quantificational DPs or bound-variable pronouns, "'denote" should be read as
"quantify over or "range over", respectively.) Here | am extrapolating from
Winter (2001, 2002), who proposes asimilar correlation between morphological
number and semantic number a the level of predicates, including common
nouns. Unlike Winter, however, | will not view the semantic distinction between
singular and plura expressions as a difference in semantic type (see a so Bennett
1974 and Hoeksema 1983 for earlier type-theoretic trestments of the
singular/plural distinction). The problem for a type-based approach to number is
that it leads to a rampant multiplication of types for many expressions in the
language. Intransitive verbs, for ingtance, would have to come in two types,
<g1> and <et,>, depending on whether they take a singular or plural subject.
This could be regarded as an advantage in that it would encode subject-verb
agreement for number in the semantic type of the verb. Note however that the
same multiplication of types would apply to al other argument positions of a
verb. Trangitive verbs, for instance, would have to have at least four different
types (<e<=gi== Or <e<gi == OF <ef,<et>> Or <et,<ei=>), and there



would be a similar increase in the number of typesfor other expressions such as
adverbs, prepositions, adjectives, etc., none of which is motivated by overtly
expressed number agreement.

To avoid this proliferation of types, | will make the singular/plural distinction
one of sorts rather than types. Entities of type e come in two sorts. singular
entitiesand plural entities, the latter being sets of singular entities. If SG is the
set of singular entities, then the set of plural entities, PL, will be defined as the
set of al non-empty subsets of SG; that is, PL = Pow"(SG) = Pow(SG) - {Q}.
The domain of type e can then be defined as the set of al singular and plura
entities; i.e. D, = SG v PL. Note that the set of plura entities PL includes
singleton sets. This will be crucia for my explanation of why plura bound-
variable pronouns may appear to be semantically singular.

This proposa avoids the type proliferation problem. Singular DPs denote
elements of SG, whereas plurd DPs denote elements of PL. Expressions that
take DPs as arguments may be sensitiveto the distinction between the two sorts
(singular verbs, for instance, only take elements of SG as their subject argument,
whereas plurd verbs only accept elements of PL), or they may be indifferent to
this digtinction (transitive verbs, for instance, may take elements from both SG
and PL as their object argument, and similarly for other expressions that do not
show number agreement).

3. Plural Quantification

In the approach to the semantics of number just sketched, singular pronouns are
treated as variables ranging over individuals (dlements of SG), and plurd
pronouns are variables ranging over sets (elementsof PL). But to account for the
interpretation of sentences like (la) we also need a semantics for plurd
guantifiers such as al men. In this | will again follow Yoad Winter's recent
work (2001, 2002). There are two basic properties of plural quantification that
need to be accounted for. First of dl, in sentences with distributive predicates
like be at theparty, singular and plura quantifiers are equivalent. In (6)-(9) the
(a) sentenceshave the same truth conditions asthe (b) sentences.

All studentswereat the party.

Every student was at the party.

No studentswere at the party.

No student was at the party.

Many students were at the party.

Many astudent was at the party.

At least two studentswere at the party.
More than one student was at the party.



Secondly, plural quantifiers can take collective predicates, but singular
quantifierscan't (Morgan 1985, Winter 2001,2002). By “collective predicates’
I mean those predicates which Winter calls"'sat predicates”, such as swarm out
of the stadium or meet after the game; like Winter, | assume that these are
predicateswhich can be true of sets (elements of PL), without being true of any
of the members of thosesets:”

(10)a  All (the) / Many / No students swarmed out of the stadium / met after
the game.
b. * Every / Each/ Many a/ No student swarmed out of the stadium / met
after the game.
(11) a At least two students met after the game.
b. * More than one student met after the game.

Winter proposes a semantics in which singular determiners denote relations
between sets, whereas plurd determiners denote relations between sets of sets.

He pointsout that there is a systematic relation between the meaning of a plural

determiner (Det,) and that of the corresponding singular determiner of standard
generalized quantifier theory (Det,,) which is expressed by the schemain i 12)."

(12 Det, (A, B) iff De, (VA, AACE]

Take a sentence with a plural quantifier and a collective predicate such as meet.
(13a) is trueiff the condition specified in (13b) holds, where EVERY standsfor
the subset relation; these truth conditions are paraphrased in (13c).

(13)a  All students met.
b. EVERY(U[[students]], U([[students]] N [[met]]))
c. "Every student isamember of aset of studentsthat met."

To illusgtrate this, consider a simple scenario in which there are three students, a,
b, and c, as wdl as two non-students, d and e. Suppose furthermore that two
mestings took place: a and b met, and separately ¢, d, and e met. Let's first
calculate the first argument of the determiner relation EVERY in (13b). The
denotation of the singular noun student is [[student]] = {a,b,c}. | will assume
that a plural noun denotes the set of al non-empty subsets of the denotation of
the corresponding singular noun; therefore [[students]] = Pow'([[student]]) =
{{a}, {b}, {c}, {ab}, {ac), {be}l, fabel}, Bo J[students]] = {a, b, ¢} =
[[student]]. Next, let's turn to the second argument of EVERY in (13b). In the
scenario just described [[met]] = {{a,b}, {c.d,e}}. This means that [[students]]
N [[met]] = {{a,b}}, and therefore U([[students]] ~ [[met]]) = {a,b}. In this
scenario (13a) is false, because it is not the case that every student is a member
of a set of students that met. However, in the same scenario the sentence Most
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students met will be true, because it is true that a magority of students
participatedin a student meeting.

Winter shows that with distributive predicates (or, to be more precise, "'atom
predicates” in his terminology), plural quantification is equivalent to singular
guantification. For instance, (14a) and (14b) have the sametruth conditions.

(14) a.  All students were at the party.
b. Every student wes a the party.

To see why this is so, again consider a simple scenariowith students a, b, and c;
this time, suppose that a, b, and d were at the party (and no one else was). So
[[wasat the party]] = {a b, d}. The corresponding plural VP will denote the set
of all non-empty subsets of its singular counterpart; that is [[were at the party]]
— Pow'{[[was at the party]]) = {{a}, {b}, {d}. {ab}, {ad}, {bd}, {ab.d}}.
Now the second argument of the universal quantifier will be w([[students]] m
[[were at the party]]) = w{{a), {b}, {a,b}} = {a,b}. This means that (14a) is
false, but Mogt studentswere at the party would be true in the same situation.
Winter (2001) adds a condition (the "witness condition™) to the effect that for
All/Most students met to be true there must be one meeting which involves
all/most students. Although this does seem to be the preferred interpretation for
sentences like (13a), this condition is too general, because of examples of plural
quantification of the sort discussed by Link (1987) and Roberts(1987a):

(15)a  All competing companies have common interests.
b. Between many houses, there stood a picket fence.
c. Most students wore matching sweaters.

(15a), for instance, does not require that dl companies which compete with any
other company compete with each other and have common interests (which is
what Winter's witness condition would come down to). Examples like (15a-¢)
seem to involve a partitioning of the set of companies/houses/students which is
either induced by a symmetric predicate like compete or between in the
restriction of the quantifier, or by context (see Roberts 1987a). | believe that the
semantics in (12) does give the right truth conditions for (15a-c) as well as for
(13a), but that there probably is a pragmatic preference for sentenceswith plura
guantifiersto describe situations in which either the witness condition holds, or
there is the kind of partitioning we see in (15a-c). | will leave this as an
unresolved issue, and will continue to assume that (12) captures the truth
conditionsof plural quantifiers.

Above | assumed without argumentation that the denotation of a plural noun
such as students includes not only sets of two or more members, but also
singletons. Although this assumption may seem counterintuitive it is in fact
necessary to get the right truth conditions for sentences with downward entailing



determiners (Roberts 1991, Schwarzschild 1996, Winter 2001, among others).
Consider (16), and suppose that there is exactly one student and that he or she
was at the party. If singleton sets were not included in the denotation of plura
nouns, students would denote the empty set, and as a result (16) would come out
astrue, which surely is an unwanted result. As we will see in the next section the
assumption that the range of plura quantifiers includes singleton sets is the key
for explaining why they sometimes seems to behave as if it were a variable
ranging over singular individuals.

(16) No students were at the party.

4. Plural Pronounsas VariablesRanging over Sets

Why does they appear to be an individual variable in sentences like (17)7?

(17) All candidates thought they could win the election.
(18) U[[candidates]] = ([[candidates]}I[[AX]X thought X could win]]])

Accordingto the schemain (12), (17) hasthe truth conditions stated in (18). (As
a typographical convention | use upper case letters for plura variables, i.e.
variablesranging over sets of individuals.) To take a concrete example, suppose
that three candidates ran in the election: Al, George, and Ralph. Furthermore,
let's assume that each candidate thought that he could win, but of course no
candidate thought that more than one candidate could win. We thus have the
following facts. Al thought Al could win; George thought George could win;
and Ralph thought Ralph could win; but not: Al and George thought Al and
George could win, etc. Let's cdculate the truth conditions of (18) in this
scenario. U[[candidates]] = w(Pow'([[candidate]])) = [[candidate]] = {a, g, I}.
The denotation of the A-term AX[X thought X could win] is {{a), {g}, {r}),
because the singleton sets are the only ones of which the open predicate ‘X
thought X could win' is true. Thus, «([[candidates]]N[[AX]X thought X could
win]]]) = W(Pow'([[candidate] ){[AXTX thought X could win]]]) = w{{4a), {g),
{r}) ={a g,r). Therefore, (18) istrue. It iseasy to seethat (17) will in effect be
equivaent to Every candidate thought he could win the election.

The analysis can naturally be extended to sentences in which they is bound by a
floated quantifier, such as (19). Following much of the literature (for instance,
Roberts 1987a,b) | will assume that there is a silent counterpart to floated each
in the form of a distributivity operator Dist which accounts for the distributive
interpretation of sentences with plural subject. The semantics for the floated
guantifier each and all as wel as the implicit distributivity operator is given in
(20). When applied to a VP, each/all/Dist first selectsall the singleton sets from
the denotation of the VP, and then applies closure under union.” Theresult isthe



set of dl sets S of individuals such that the property expressed by the VP istrue
of all singleton subsets of &.°

(19) The candidates (each/all/Dist) thought they could win the election.
(20) [[each/all/Dist VP]] = *([[VP]] N SING)
where SING istheset of all singleton sets(i.e. {{x) € PL |x € SG))
and * is closure under union.

To get the bound-variable interpretation of the pronoun in (19), the floated
quantifier or distributivity operator has to be applied to the predicate obtained by
A-abgtraction over the variable corresponding to the pronoun (see also Roberts
1987b). In the stuation just sketched, the resulting VP denotation will be
[[each/all/Dist AX[.X thought X could win]]] = *([[AX]X thought X could win]]]
m SING) = *{{a}, {g}, {r}} = {{a}, {g}, {r}, {a.g}, {ar}, {gr}. {a.gri}. Thus,
assuming that the candidates denotes {a,g,r}, (19) will come out as true. Again
they seems to be a variable ranging over individuals but in redlity it rangesover
sets, including singletons. In this case it is the floated quantifier or distributivity
operator that forces the distribution of the predicate down to the singleton sets.

In addition to cases like the ones just discussed, there are dso examples in
which it is crucial that the plural pronoun ranges not just over singleton sets, but
also over non-singletonsets. Consider (21), which is similar to the examples of
plura quantification discussed by Link (1987) and Roberts(1987a).

(21) Most people who think they have common interests become friends.

The interpretation of the relative clause is AXLX think X have common interests].
Since the predicate have common interests can only be true of non-singleton
sets, this A-term will denote a set of non-singleton sets.

Although the data in (17), (19), and (21) can be handled elegantly by a unified
account which treats al plural bound pronouns as variables ranging over sets,
they would also be compatible with an aternative analysis which treats they as
ambiguous between a variable ranging over individuals (for cases like (17) and
(19)) and a variable ranging over (non-singleton) plurdities (for examples like
(21)). However, this ambiguity analysis would not only be less economica but
also empirically untenable, because there are cases in which they must crucially
be able to range over both singleton and non-singleton sets a the same time.
Imagine a situation in which a class gets a homework assignment on which the
studentscan work either individualy or in groups. Now consider:

(22) None of the students think they can solvethe problem.

This sentence should be fase if there is one student, say Jane, who works on the
assignment individualy and who thinks that she by hersdf can solve the



problem. However, (22) would also be fdsified by the existence of a set of
students who work together and who believe that collectively they can solve the
problem. Note that the truth conditions assigned to the sentence need to exclude
both these possibilities a the same time, something which is captured nicely by
the account | have proposed. The ambiguity analysis cannot adequately dedl
with (22). It would have to claim that in the situation where only Jane thinksshe
can solve the problem (that is, there are no other individua students or groups of
studentswho think they can solve the problem), (22) would be false in one sense
(the individua variable reading), but true in another sense (the plurd variable
reading). But that clearly does not capture the intuition that the sentenceis plain
and simply fadse in such a situation. We can conclude, then, that they is not
ambiguous between a semantically singular reading and a semanticaly plura
reading. They can be said to be " number neutral” in the sensethat it ranges over
both singleton and non-singleton sets.'

5. Binding by Multiple Antecedents

As pointed out in the introduction, examples such as (5b,c), repeated here as
(23a,b), are problematic for any purely syntactic account of pronominal number
agreement, because they contain a plura pronoun that is bound by two singular
antecedents.

(23)a  Every woman, told [her, husband]. that they,, ;, should invest in the
stock market.
b. Every man, told [each of his, girlfriends]; that they,, -, were going to
get married.

Such cases can be given a semantic treatment by providing an explicit semantics
for set indices, which | have used so far only for expository reasons. So let us
assumethat the index of a plural pronoun can be a set expression such as {1, 2},
where 1 and 2 themselvesare smple indices borne by singular DPs. However, at
the same time we need to allow for plural pronounsto have a simple index in
examples such as(24).

(24) All men; think they; are smart.

To make the indexing system semantically transparent, | will from now on
underline the indices in examples like (24) to indicate that they stand for
variablesranging over sets. Three kinds of indices should thus be distinguished:

- samplesingular indices (non-underlinedintegers: 1, 2, 3, ...);

- simpleplural indices(underlined integers: 1, 2, 3, ...);

- set indices, which consist of a sequence of simple (singular or plural) indices



that are separated by commas and enclosed in curly brackets { and }.

We can now regard the morphologica number of a pronoun as something that is
determined by the kind of index it has. Singular pronouns can only bear asimple
singular index, while plura pronouns can bear either a simple plural index or a
set index. Semantically, we will require that for any assgnment g, smple
singular index n, and simple plura index m, it be the case that g(n) « SG and
g(m) € PL. Singular pronouns have the usual semantics given in (25) (ignoring
gender). The interpretation of plural pronounswith asimple plura index is also
straightforward (see (26a)), but that of plural pronouns with a set index is bit
more complicated; (26b) is a first attempt, restricted to cases in which the set
index has two members, each of which isasimplesingular index.

25) Interpretation of singular pronouns: [[he/she/it,]1E = g(n)
526) Interpretation of plurd pronouns

a  withasimpleplural index: [[they,]]® = g(n)

b. withasetindex: [[theynm]]® = {g(n), g(m)}  (to berevised)

(26b) hasto be generalized in two ways. Firdt, it is possible for a plural pronoun
to havethree or more singular antecedents, asin (27).

(27) Every woman, asked [one of her, childezn]; to tell [her, hushand];
that '||.'||:'!- AER]] should ga togaha

Secondly, an antecedent of a plural pronoun with multiple antecedents may itself
be plural:

(28) Every man, told [all his, girlfriends], that they,, ; were going to get
married.

A generalization of (26b) that will dedl with such casesisgiven in (26b”).

(26b") Interpretation of a plural pronounwith set index S
[[theys]]® = {d ¢ SG| either d = g(n) for somen e S, ord ¢ g(m) for
somem € S)

With this system of indices and their interpretation, there is no need for an
additional purely syntactic rule requiring a pronoun to agree in number with its
binder, because the relevant cases will automatically be excluded. Take for
instance (29a). The quantifier and the pronoun cannot be coindexed, because the
guantifier is plural and can therefore only have a simple plural index or a set
index, whereas the pronoun is singular and can only have a simple singular
index. This leaves only one theoretically possible indexing that needs to be
taken into consideration, namely the one given in (29b).



(29)a.  All menthink he issmart.
b.  All meng,, think he, issmart.

Does (29b) give rise to a bound-variable interpretation? The answer is no. Recall
Winter's semantics for plurd quantification, according to which a plurd
determiner denotes a relation between two sets of sets. To get a bound-variable
interpretation, the second argument of this relation would haveto be obtained by
A-abgtraction over the individual variable represented by the pronoun he. This
would give us the property denoted by Ax[x thinksx is smart], which is a set of
individuals rather than a set of sets, and can therefore not be the second
argument of all. Hence, (29b) issemantically uninterpretable.

It may seem that dl casesof bindingin which the pronoun and the binder differ
in number will similarly be excluded by the proposed account. However, this is
not the case, and the type of number " disagreement™ that is predicted to occur is
actually attested in English.

6. Theywith a Singular Antecedent

In colloquia registers of English, singular quantifiers can bind plural pronouns:

(30) a. %Someone | eft their coat on thetable.
b. %Every student thinksthey're smart.

At firgt sight this might appear to be a mgor problem for the account of
pronominal number agreement | have proposed; however, this phenomenon can
actually be accommodated without any adjustmentsto the analysis, if the plura
pronoun is given asingleton set index asin (31).

(31) Someones left their g, coat onthetable.

Abstracting over the variable with index 8 gives the property ixg[xy left {xg}'s
coat on the table] to which the singular quantifier someone can perfectly well be
applied. In fact, my account is in danger of being too successful at this point. If
plural pronouns can have a singleton set index, then how can cases like (32) and
(33) be excluded?

(32) ¥ Johng left theirsy coat on the table.
(33)  *Theys, aresick. (referring deictically to asingle person)

Moreover, there are varieties of English in which (30a) and (b) are
ungrammatical (and if you think this might be due purely to the influence of



prescriptive grammar, consider the fact that there are languages like Dutch in
which the eguivalent of (30a,b) is aways ungrammatical, no matter how
informd the register). Some limits therefore need to be put on the use of
singleton set indices. Didects (or languages) in which sentences like (30a,b) are
ungrammatical have a blanket prohibition against plura pronounswith singleton
set indices. (But of course a plural pronoun with asimple plural index must still
be alowed to range over singleton sets, as argued in the preceding section.) In
varieties which accept (30a,b) but reject (32) and (33), the Situation is more
complicated. One possible conjecture would be that singleton set indices are
allowed for bound-variable pronouns, but not for referential pronouns. However,
consider a situation in which several speech samples of three patients known
only as A, B and C are analyzed. In such a context, a sentence like (34) would
be perfectly natural for many speakers,” but this is clearly not a case of a
pronoun bound by a quantifier.

(34) Patient A hasalot of pausesin their speech sample.

Another possibility is that they can only have a singleton set index if the gender
of the individuals involved is unknown. But examples like (35), pointed out to
me by Sarah Cummins (p.c.), show that thisexplanation is not tenable either.

(35) Someone | eft their jockstrap in the locker room.

What seems to tie cases like (34) and (35) together with bound-variable
examples is that there is no single identified referent for the pronoun. Somewhat
tentatively | therefore conclude that in dialects in which (30) is grammatical (but
(32) and (33) are nat), there isa constraint to the effect that a singleton set index
is alowed only if the pronoun does not refer to an identified individual.

Notes

' My research on number is supported by the Social Sciences and Humanities Research Council of
Canada (SSHRC), grant 410-2001-1545. Part of this paper was presented previously at the
University of British Columbia (April 12, 2002), and at a meeting of the Canadian Linguistics
Association (May 28,2002). For comments and questions, | thank the members of the audience on
those occasions as well asat WECOL.

* | believe this is often assumed implicitly. Authors who have explicitly made this point include
Roberts (1987b), Heim, Lasnik and May (1991), Carpenter (1997), and Beck and Sauerland (2000).
" Note however that these predicates may also betrue of certain singular entities such as the groups
("impure atoms") denoted by DPs like the crowd or thecommittee.

* In Winter's account this systematic relation between plural determiners and their singular
counterparts is the result of an operation that he calls ""determiner fining™, but that aspect of his
theory is not crucial for our present purposes.

* (20) isequivalent to Roberts semantics for the distributive operator. Thanks to Youri Zabbal for
making me aware of that fact.



¢ For smplicity | ignorereadingsin which all does nat distributedl the way down to singletons, but
to larger subsetsin acontextudly determined cover of the subject denotation (Schwarzschild 1996).
? This conclusionfinds additional support in recent work by Kanazawa (2001) who argues for much
the same point on the bagsof data involving donkey angphora. McCawley (1968) has suggested for
independent reasonsthet plurd is the unmarked member of the Sngular-plurd opposition.

" There may be a plausible explanation for the existence of such acongtraint. A plurd pronoun with
asingleton index is for dl intents and purposes equivaent to a singular pronoun with a smple
singular index. The constraint mey therefore e subsumed under a more generd principle which
requires linguisticexpressonsto have the Smplest possblesemarntic type or sort.

* Many such exampleswere attested in an assignment | gavein an introductory linguisticsclass.
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Toward aTypology of Vowel Height

Don Salting
North Dakota State University

Distinctive features describe the sub-segmental makeup of speech sounds.
Evidence that segments are composed of smaller elements (features) can be
found in lingui stic phenomenasuch as consonant mutation, and vowel harmony,
disharmony and coalescence. This paper suggests that distinctive features are
not founded on notions of articulation or acousticsasthe informing components,
but rather they are motivated by a more abstract but highly constrained
paradigm.

1. Theoretical Background
1.1 Existing Featuremodels

A goa of feature theory, and for that matter, of linguisticsitself, is to offer
comprehensive descriptions of linguistic phenomena.  In vowel harmony
andysis, this entails describing assimilations as the spreading / alignment /
Identity™ of asinglefeature or of a naturd class of features(Height or Place).

The dominant feature models reference either articulatory or acoustic
parameters as the motivation, if you will, for distinctivefeatures. In (1) below
are examplesof two approaches. The SPE features have survived largely intact
from SPE with the exception of [ATR] (see Stewart 1983 et a.) which, though
descriptively different, serves the same phonological function as the SPE feature
[tensg]. Importantly, the entire feature set is based on specific articulatory
(phonetic) gesturesor locations.

In Element Theory, the primary features [I,U,A] reference perceptua (and
articulatory) extremes. Unlike the SPE system, Element Theory allowsfor each
of the three featuresto represent a sound singly as well: {1,u,a] respectively.

Both models share one important attribute, however. Because the featuresare
phonetically motivated, a given segment will always have the same featural
descriptionregardless of i ts phonological behavior ina givenlanguage. T his
proves problematic when segments pattern differently in different languages.
One example is seen in Basaa (Schlindwein-Schmidt 1996) where the segments
/e,0f function as [+How], while they function as [-low] in others. Another



example of featural ambiguity can be seen in Igbo where the phoneme /&/
patterns as [+ATR] (Anyanwu (1998)).

(1) Phonetically Motivated Feature Systems.

a SPE Features b. Element Theory'

ilteEea 200 u [1] 1 [1]
high ++- - - - - ++ e [Ad] £ [Ad]
low -——— -+ _ __ - a [A]
ATR +-+- - - +-+ o [AU] 2 [AU]
back --- -+ + ++ + u [U] wf[U]
round --- - -+ +++

To account for crosslinguistic variation and anomalies, linguists have
employed secondary strategies such as cleanup rules (Caabrese 1986,
Chumbow 1982, Cahill & Parkinson 1997, et al.) and, with the advent of
congtraint—based approaches, feature co-occurrence congtraints (Pulleyblank
(1994), Beckman (1997), et d.).

However, it is possible that co-occurrence constraints are not reflections of
universal grammar, but of the inability of phoneticaly based features to
accurately account for or predict robust cross-linguistic phenomena without
recourse to self-modification. In fact, one could argue that, the more frequent
the occurrence of a given co-occurrence constraint,.the more inaccurate the
feature combination. Further, the formalismof a feature cooccurrence constraint
suffers the same unconstrained, and thus, unexplanatory weaknessas rule based
approaches. That is, the formaism of *[+RO,+LO] allows equaly for a
congtraint such as *[-RO,+L0O]. The most telling evidence against phonetically
based features, however, occursin chain shift systems, which | examine in the
next section.

12 Height harmony types. scalar vs. non-scalar

Height harmony systems can be divided into two types. scalar and non-scaar.
Scalar systems (also called chain-shift or degree-raising (or lowering) systems)
are ones in which vowes will raise or lower one step aong the phonetic
continuumin the inventory of the ianguage. This phenomenonis perhaps most
robust in Bantu languages. Nzebi, (Clements 1991), Esimbi (Clements 1991,
Hyman 1988), and Basaa (Schlindwein-Schmidt 1996) but it also occurs in
dialects of Arabic (Kirchner 1996). Significantly, phonetically motivated
features such as in the SPE system and in Element Theory are inadequate for
describing scalar harmony in any unified manner. An example of this



inadequacy can be seenin Nzebi. It hasaseven-vowel inventory: fi,e.&a,2,0,W0'.
When the tense marker /-i/ is added, the root vowe will raise one degree in
height. Dataare from Clements(1991:48).

(2) Nzebi Harmony with SPE Features

Root PR Gloss Raising  Feature Change
-sal-  -sel-i ‘work' a—e [tlow] ==[-low]
-tbad-  -tood-i  ‘arrive >—0 [-ATR] = [+ATR]

-suem- -suem-i ‘hide self ge—e [-ATR] — [+ATR]
kolen- -kulini 'godown'  o—u [-high] — [+high]
bet-  -biti  carry’ e—i [-high — [+high]

D aoe oo

As (2) exemplifies, SPE features cannot account for vowel raising in Nzebi in
any unified manner. However, when viewed at the segmenta level, Nzebi
harmony isasimple, straightforward process.

A major breakthroughin featuretheory came in Clements(1991). To account
for chain-shift systemslike Nzebi, Clements(1991) presentsthe Aperture Node
model in which the height component is viewed as acontinuum. The grammar
stratifiesthis continuum, and vowel heightsare delineated by degrees of
openness.  The ApertureNode model alowsfor cross-linguistic variability -
the number of heightsisdetermined, in part at least, by the size of the phonemic
inventory. Nzebi vowelsas delimited by the Aperture Node modd are
presented in (3) below.

(3) Nzebi Vowds/ Aperture Node Modd Clements (1991)
a Heights b. ScaarFeatures ¢ Underspecified
Height4: iu Lu eo0 g1 a iu eo g1 a
Height3 e0 openl - - - + openl - - - +
Height2 g2 open2 - - + + open2 - - +
Height1: a open3 - + + + open3 - +

Noticein (3b) that, if a segmentis[+open] onagiventier, it will be[+open] on
all higher numbered tiers. Clements (1991:41) accounts for this with
Redundancy Rules wherein... “[+openl1] entails both [+open2] and [+open3).”
The Redundancy Rules allow for the underspecified representation in (3c).
Harmony in Nzebi, then, is the spreading of [-open] to an appropriate tier such
that a well-formed set of features obtains. Because this paper focuses on non-
scaar systems, and for the sake of space, | do not offer a detailed description
here. See Clements(1991:48) for a completeexplicationof this approach..



258

The features themselves are independent of each other, and, in a feature
geometry format, would be individually linked to a superordinate Aperture node
(analogousto Vowd Height in Odden (1991)) asin (4a) below.

A moresignificant implication of the model isseen in (4b). Clements
(1991:39) proposes a hierarchy of registerswhich divideand subdivide'an
abstract phonological space.” The principle notion here isthat the phonology
accessesa simple parsdigm that is not motivated by articulationor acoustics, but
which is nonethelessbound by phonetic parameters. The vowelsof Nzebi are
givenin (4b) to exemplify thisidea.

(4) Nzebi VowelsII
a. Feature Geometry b. Register Hierarchy
e]

1
I
]

Aperture openl - +

open2 _/\‘l'
open2 - /\

open3 + open3 - +
i,u e,0 £, a

The association lines in the paradigm in (4b) are not to be confused with
association lines in feature geometry (4a). In the representation in (4b), the
association lines delineate the organization of the phonological paradigm, but
are not exhaustive. In other words, spreading of a higher node does not imply
concomitant spread of any subordinate node. The association lines offer, if you
will, aview of the parameters that the phonology uses to definevowe height.

It is the notions put forth in the register hierarchy that | will explore and
expand on in this paper. In the next section, Iwill investigatea harmony system
that is not scalar in nature. | will offer an aternate analysis based on a
fundamentally different paradigm which utilizes the notions put forth in the
Aperture Node modd: that the phonology accesses a simple hierarchy of
branching nodes as the organi zational templatefor vowel height.



2. KiNande- Non-Scalar Har mony

KiNande is a Bantu language spoken in eastern Zaire. Unlike Nzebi, and like
most height harmony languages, KiNande vowel harmony is not scalar. Rather,
there appear to be two separateregisters of height and the harmony accessesone
or the other of theseregisters. It has seven phonemicvowds. /il gaacu w/. In

addition, the vowels[e,0]™ will occur as theresult of harmony.

(5) KiNande Data(Mutaka 1995)

ROOT GLOSS INFINITIVE ~ APPLICATIVE CAUSATIVE
eri- / en- -ir- / -er- -ig-i- / -ea-i-

a lim ‘exterminate eri-lim-a eri-lim-ira eri-lim-isi-a
b. huk ‘cook' eri-huk-a eri-huk-is-i-a
c. hm ‘work’ efi-lim-a ef-lim-r-a eri-lim-is-j-a
d. tvm ‘send efi-tum-a efi-tum-ir-a eri-tum-is-i-a
e ha ‘'ped' efi-hat-a efi-hat-ir-a eri-hat-is-i-a
ROOT MID VOWELS'LOWER' SUFF. V TOMID VOWEL

f. hek ‘carry' efi-hek-a eri-hik-gr-a eri-hek-es-i-a
g lbg ‘bewitch’ efi-og-a efi-bg-er-a eri-log-es-i-a

There are two separate harmony processes above. One common to Bantu
languages can be seen in the Applicative and Causative suffixes in items (51,g).
When the root contains a mid vowel ([-hi]), the suffix will also surface with a
mid vowd. The other harmony is defined by Mutaka (1995) and Hyman (1989)
as[ATR] harmony. It can be seenin (5a,b) where both the Infinitive prefix and
the Applicative suffix will surface as [+ATR] when attached to a [+ATR] root.
In addition, the second element of the Causative suffix /-i-/ is pre-specified for
[+ATR] and will spread it to all segmentsin theword. Thisis how the surface
[e,0] occur in (5£,g) Causatives.

Using SPE features, the two types of harmony in KiNande described above can
be described as the spreading of [-high] and [+ATR] respectively, and thisis
how Mutaka (1995) and Hyman (1989) treat it.

Based ontheinability of SPEto describe scalar systems, and attempting a
unified theory, Clements (1991:58) offers an alternate analysis of KiNande by
positing the notion of subregisterswithin the framework of the Aperture Node
modd. In this analysis, vowel height is still viewed as a continuum with one
point along that continuum subdivided. The inventory for KiNande following
Clements (1991) isgivenin (6) below.



One can see in (6b) that, to account for the non-scalar nature of KiNande
harmony, the specificationsfor [e,0] must violate Clements Redundancy Rules
($1.2 above). An argument for modifying the system rather than positing a
different paradigm isthat the languages (Nzebi and KiNande), both being Bantu,
are related and should therefore access the same paradigm at some level. |
suggest that the configuration in (6) is suboptimal for several reasons. First,
allowing violability of the Redundancy Rules undermines the highly
constrained, and thus explanatory power of the Aperture Node model in its
strictest interpretation(as in the Nzebi case). That power isfurther weakened by
the fact that the subregister can theoretically be placed at any point aong the
continuum. A preferable paradigm would be one that was as equaly
constrained as the Aperture Node model and could account for all non-scalar
harmony patterns.

(6) KiNandeinventory: Aperture Node model

a Hierarchy Aperture b. Features
iju Lu [eo] g0 a
openl - - - _ +
openl = + open2 - - + + +
AN open3 - + - t +

It is here that | offer an alternate approach for non-scalar harmony systems.
This approach borrows heavily from notions put forth in Clements (1991).
Primarily, features are derived from an abstract, phonological paradigm that is
not motivated by, but which is nonetheless highly bound by phonetics. Also,
vowel heights are defined and delineated by registers hierarchicaly linked by
non-exhaustive association lines. That said, | propose that, in non-scalar
harmony systems, the phonology initially divides the vowel height continuum
along a centerline determined in part by the language-specificinventory. The
phonology then subdivides each 'half, given a total of four and only four
possible heights. | also adopt the feature [open] from Clements (1991), but
rather than delineating tiers with numbers ([openl], [open2], etc.), | distinguish
registers with letters, the primary register being [openA] with [openB] defining
the secondary register, or subdivison. The vowel inventory of KiNande is
definedasin (7).



As with the hierarchy for Nzebi in (4b) above, the Nested Subregister model
arrays the vowd from highest to lowest, left to right. Also following the
Aperture Node model, the features of the Nested Subregister model are
autosegmental, and in a feature geometry milieu would be independently linked
to a superordinate Aperture or Vowel Height node. The featural specifications
for KiNande vowelsof areas in (8).

(7) KiNandeVowelswith Nested Subregister Model

Ayperiure
opend -
aopenB
(8) KiNande Height Features i,u LU [e,0] £2a
openA - - + %
openB -+ - #

With the above specifications, KiNande vowel harmony processes can be
described as follows:  Raising harmony: spread/align/ldent [—openB].
Lowering harmony: spread/align/Ident [+openA]. In the Nested Subregister
(hereafter NS) analysis of KiNande, the feature [openA] is analogous to [high]
and [openB] is analogousto [ATR]. Significantly, there is nothing in the NS
approach analogousto [low].

The Nested Subregister model impliesfour possible heightsas a universal. In
KiNande, harmony creates a feature combination unattested in the segmental
inventory, but predicted as a possible combination given the hierarchy and
features. The compensating strategy employed by KiNande is to alow for
"new" segments ([e,0]) as defined by post-harmony feature combinations. This
issueisexplored further in §5 below.

3. Italian

In this section | examine the typological variation of vowel harmony in Itaian
dialects and suggest that the variation is of the same type'as found in Bantu.
That is, some. languages exhibit scalar (chain-shift) harmony, while others
exhibit harmony better described with the Nested Subregister model. | further
suggest that the Italian typological variations can best be accounted for with the



two paradigms presented in the previoussection. In both languages, harmony is
triggered by the presence of aword final high vowe /i,w/.

31 Italian scalar harmony

The scalar form of harmony is referred to as Arpinate harmony in Kaze (1991).
As with Nzebi, vowels raise one degree in height along the height continuum.
Datafrom Serviglianoare givenin (9) below.

(9 Arpinate metaphony in Servigliano (Kaze 1991)"

Gloss Gloss Change
a metto I put’ mitti  'you put' e+ i [*high]
kwesto ‘this’(n.) kwistu ‘this’(m.) e < i [*high]
b. fjore ‘flower' fjuri  ‘flowers 0 #=+ U [+high]
sposa ‘wifé spusu ‘husband' 0 < U [+high]
c. modesta ‘modest’(f.) modestu ‘modest’(m.) ¢ < e [*ATR]
predoko I preach' prediki 'you preach’ g < e [tATR]
d. more 'he dies mori  'you di€ > < 0 [+ATR]
mosa ‘depressed’(f) mo¥u “‘depressed’(m.) o < 0 [tATR]

When harmony in Servigliano is viewed at thesegmental level, itisasimple
process— segmentsrai se one degreein height along the height continuum. But
as can be seen in the rightmost column, harmony cannot be described asa
unified processusing SPE features. However, it can be describedina
straightforward manner using the ApertureNodein Clements (1991). The
analysisof Serviglianometaphony would be identical to that for Nzebi with the
exception that /' does not participate. It issuggested that /a/ does not
participate due to itsmarked Place (Color) rather than itslowness (Height). (See
Salting (1998a,b, 2002) and Riggle (1999) for further discussion.)

32 Italian non-scalar harmony

The other typeof Italian metaphony — Napoletano— exhibitsa different pattern
with mid-lax roots. Inthesedialects, a surface diphthong obtains. Thefirst
segment of the diphthong containsthe harmonizing feature(here, SPE [+high])
in asegment that agrees with thetarget in Color, but in other height features
(JATRY]) describesaphoneme. The second segment contains the[ATR]
specification of thetarget with a default Color ([-bk, -rd]) and a specification for
(hi] resulting in a phonemic segment.



(10) Napoletanometaphony in Northern Salentino (Cal abrese 1986).

a TenseVowes

Gloss Gloss Change
frédda ‘cold’() friddu  ‘cold’(m) é + { [*high]
pilésa ‘hairy’(f) pilisu  ‘hairy’(m) 6 — u [*high|
carésa “young"(f) carisu ‘young’(m) 6 — a [*high]
b. Lax Vowels

Gloss Gloss Change
lénta ‘slow’(f) lifntu  ‘slow’(m) ¢ +if

The data in (10a), given the phonemic inventory of Northern Salentino, could
be viewed as either [+hi] harmony, or as scalar raising. However, were
metaphony in Northern Salentino a case of scalar harmony, one would expect to
see /g,o/ surfacing as [e,o0] respectively in (10b). Both sets of harmony in (10)
could be analyzed as the spread of SPE [+hi], but | discount SPE features based
on evidence from scalar systems. | suggest that harmony in Northern Salentino
is best anadyzed using the same paradigm as that for KiNande. The
phonological array of the phonemic inventory of Northern Salentinois given in
(11). Harmony isthe spread of [-openA]:

(11) Nested Subregisterand Northern Salentino.

Aperture
oped _ +
(12) Northern Salentino Height Features. iu €0 2,94
oped - - + +
opeNB - + - +

Harmony in Northern Salentino is similar to that in KiNande in that harmony
creates a featural combination for which the inventory contains no segment, and
that the language adopts a compensating strategy to address this combination.



Northern Salentino differs from KiNande in that, whereas KiNande allows for
the creation of new segments as a product of harmony, Northern Salentino
forces epenthesis, allowing the product of the harmony to maintain its [openA]
status and also allowing the product to contain the assimilated feature [+openB].
The need for these strategies is predicted by the Nested Subregister hierarchy.
Aswe will seein §4 below, the hierarchy in the Nested Subregister model can
predict languagesthat will employ acompensatingstrategy.

4. Other Languages

In (13) below isalist of languagesthat exhibit non-scalar height harmony.

(13} Nested Subregister Hierarchy

Aperture

- N N

openB - + — +
ChiChewa, Luganda i,u 0 a
Shona, Thumbuka iu oy a
Obolo iLu 2,0 a0
KiNande i,u L I T
N. Salentino i,u 2,0 £,
Lucanian i,u o0 £28
Yoruba i,u 2,0 £,2,8
Braz. Port. i,u 2,0 £2,8
Khalkha Mong. i,u U o, an
Ogori i,u 2,0 £ a
Igbo iu LU £,0 F:Ye)
Wolof i,u ,0,9 £,0,8
Maasai, Turkana i,u Lu e,0 £0,8
Akan iu Lo €,0,9 [ B: |
Igede i,u Lu €,0,9 £,2,8

LhasaTibetan i Lk €,0,0 £,0,a
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Thelanguagesin (13) arearrayed in order of the number of phonemic segments
in their inventory. In all cases, the Nested Subregister model has been able to
account for harmony in these languages, and frequently, without recourse to
cleanup rules or feature co-occurrence constraints necessitated by other feature
systems.

The remainder of this paper will focus on inventory size and its implications
for harmony and compensating strategies. In languages with smaller
inventories, one might expect that there is a concomitant lower number of
features operative, and thus little or no need for compensating strategies. That
is, the active features in such a language would be unlikely to create an
unattested feature combination. Specifically, in the 5-vowel Bantu languages
listed below, [ATR] ([openB]) does not operate, eliminating the potential for a
feature combination that would define the empty dot. Thisis indeed what we
findinthe s -vowe inventoriesin (13). C onversely, inlarger inventories, all
possible feature combinations have corresponding segments, eliminating any
need for compensating strategies. That is, any feature combination resulting
from harmony will have a corresponding segment in the inventory, and thisis
what we find in the languages with 9-12 segments.

It isin the 7-8 vowel inventoriesthat harmony can reference enough featuresto
create a feature combination unattested in the phonemic inventory — afeature
combination predicted by the hierarchy in the Nested Subregister moddl. That
is, the feature combination created by harmony describes an unoccupied nodein
the hierarchy. And it is preciselyin these languages that we encounter a variety
of compensating strategies. In (14) | explicate the compensating strategies
employed by the 7-8 vowel languages.

(14) Compensating Strategiesfor 7-8 vowel inventories.

a OPACITY: Harmony does not apply and does not proceed to subsequent
eligible segments.  Yoruba (Archangeli & Pulleyblank 1994), KiKuyu
(Peng 2000) /i,w/ block harmony in both cases.

b. TRANSPARENCY: Harmony does not apply but proceeds to subsequent
eligible segments. Wolof (Ka 1993; 26). /i,w/

¢. NEW SEGMENT: Harmony applies and new (non-phonemic) segments
obtain. KiNande (Mutaka (1995) et d., §2 above). [e,0]

d. ADDITIONAL FEATURE CHANGE (CLEANUP): Harmony appliesand
triggers additional feature change so that output segment is a member
of the phonemic inventory. Lucanian (Calabrese 1986: 89). (spread
[+hi] to /&' — [ i ]) Brazlian Portuguese (Wetzels 1995) (spread [-
ATR]to/i/ — [el.



e. EPENTHESIS. Harmony applies forcing epenthetic segment which
contains the harmonizing feature. The epenthetic segment will be
specified for its other features so as to be a member of the phonemic
inventory. Northern Salentino, (Calabrese 1987: 81), §3.2 above)

In the above cases, analysis with the Nested Subregister mode parallels
analysis with SPE features in that the festures [openA] and [openB] are
analogous to [high] and [ATR] respectively. Were that always the case, it
would be simpleto eliminate[low] from the retinue of features and be done with
it. However, harmony in Ogori and Igbo represent potential evidence that
featuresare truly abstract and derived froma paradigmatic subdivisionof the
segmental inventory as presented with the Nested Subregister model. In Igbo,
the phoneme /e functions as [+ATR] (Anyanwu 1998, Sating 2002) resulting in
a phonologically symmetrica distribution of segments.  In Ogori, the inventory
isarrayed so as to utilize the available phonol ogical categories (Churnbow 1987,
Salting 1998a,b). In both cases, harmony can be accounted for in a
straightforward manner by superimposing a hierarchical template (the Nested
Subregister model in these cases) onto the segmenta inventory.

5. Conclusion

This paper offers evidence that, for vowe harmony, languages have access to
one of two possible paradigmsin the phonology of UG. Those paradigms are
the scalar hierarchy of the Aperture Node model, and the bifurcating hierarchy
of the Nested Subregister moddl. When one of these paradigms is employed,
typologicd variation in harmony systems can be accounted for without recourse
to theory self-modification such as feature co-occurrence congtraints. Further,
the idée fixe of four heightsin the Nested Subregister model accurately predicts
which languages will employ compensating strategies— strategies necessitated
when harmony creates a feature combination that defines an empty dot in the
hierarchy. An unexpected by-product of this approach is that closely related
languages (Bantu languages and dialects of Italian) vary as to which paradigm
they access. The universal they all accessisabranching hierarchy.

The ability of the Aperture Node mode to describe and explain chain-shift
harmony systems, in concert with the ability of the Nested Subregister model to
account for non-scalar systemsgives strong evidence that phonologicd features
are not primarily informed by universal phonetic events, but by the
superimposing of a simple and congtrained paradigm across "an abstract
phonological space’™ (Clements 1991: 39) onto the segmental inventory.



Notes

" Portionsof this paper appear in Salting(2002a) | am very grateful to Asaf Bachrach, Nick
Clements, Alex Dimitriadis, Larry Hyman, Victor Manfredi, Lutz Marten, FionaMcLaughlin, Nina
Pawlak, Bruce Pengand Doug Pulleyblank for commentsand feedback. Any errorsaremine. This
gaper isdedicated to Britt Finley.

" In thispaper | will remain agnostic as to the mechanismof featurechange. Thefocushereison
the featural description of the change. For the sake of consistency only, | will describeharmony as
featurespreading unlessotherwise stipul ated.

* From Polgardi (1998). For variationson thismodel, see Hams & Lindsey (1995,2000) and
Backley (1997,1998).

" Hyman (1989:5) pointsout that /a/ can also participatein [ATR] harmony in KiNande, but that its
surfaceform is phonetically indistinguishablefrom /a/ except in long form such as fa=mu-kalil —
[o-mu-ka:li} ‘woman'. Thisdoes not affect our analysis, and it will not be included for the sake of
space.

" Data from Camilli (1929). See also Walker (2000). For asimilar pattern see also Southern Umbro
in Calabrese (1986:87).
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The Structure of Cleftsin Straits Salish

Scott Shank
University of British Columbia

1. Introduction’

In thispaper | develop aformal analysisof cleftsin Straits Salish. | claim that an
analysis in the spirit of Percus (1997) and Hedberg's (2000) treatment of
English clefts can successfully be extended to Straits. | posit a covert
pronominal pro in subject position, analogous to English it, which forms a
discontinuous definite description with the extraposed cleft clause. The subject
pro islinked to the cleftee object by the predicate ni# which essentially functions
as an identificational copula. This proposal and supporting evidenceis presented
in Part 2. In Part 3, | address the proper treatment of "'bare clefts", used for
nominal predication (3.1) and also the treatment of wh-clefts(3.2). InPart 4 |
review Jelinek's (1998) analysisof clefting and predicateraising in Straits, and
reject it in favour of my own proposal.

2. Dataand Analysis

2.1 Data

A cleftisformedin Straits by using the predicate i, followed by the clefted DP
and the cleft clause.

(1) nit KVaPaE k¥sa Jill [xi€-t k"sa Richard]
nit evid det Jill scratch-tr det Richard
I guessitwas Jill that scratched Richard

In this construction, ni# appears sentence initially in the canonical predicate
position in this VSO language, strongly suggesting that it is functioning as the
main predicatein this construction.> As seen in the examplein (1), ai can be
separated from the clefted DP by second position clitics (in this example
k"a?aE). The clefted constituent and cleft clause have the same surface form of



a headed relativeclause: that is, it isformed by a[determiner+ the nominal head
+ therelativeclause] (2).

2 ol x&-i-t san k"sa swavge? [tdm-ot  tsa pus]
Ink Kknow-prs-trls.sbj  det man hit-tr det cat

I know the man who hit the cat. Saanich: Montler 1993: 257 (60)

In this paper | will not address the range of extraction possibilities or issues
surrounding subordinate inflection, but rather will focus on the syntactic
relationship between the elements within the matrix clause. That is, the
relationship between “nif + clefted DP+ [cleft clausd]™. *

2.2 Analysis

| am proposing the structurein (3) for clefis.*

(3) a. nil k"sa Richard[k¥sa tsa  k“sa Lifan]
copdet Richard DIC  break-tr det plate
It’s Richard that broke a plate.

b. IF
N
I
N
| VP
| .-".f.----___--_
nid VP CP;
Py T
DP Vv’ Op; c
Py P T
pro  V DP C 1P
N =~

tc k"saRichard(k¥ss) tst t;k“sa lifsn

My analysisof clefts draws on the key insightsof Percus (1997) and Hedberg
(2000). My claim is that there is a covert pronominal pro present in subject
position, corresponding to English it, which forms a discontinuous definite
description with the cleft (relative) clause, which has itself been extraposed.
This analysis reduces the function of x/# to that of an (identificational) copula
parallel to English be, following Kroeber (1999). In thefollowing sections | will
motivatethis proposal.



2.2.1 Clefts contain conceal eddefinite descriptions

Hedberg (2000) and Percus (1997) show that clefts and definite descriptions
have parallel existential and uniqueness conditions. Percus demonstrates the
presence of an existential presuppositionin English clefts (4a), which is clearly
lacking in the non-clefted focus construction (4b). In these examples, the
existential presuppositionin the cleft clausein (4a) contradictsthe assertion of
thefirst clause, resultingin anomaly.

4 a #  Sincenobody saw John, it followsthat it isn't [BILL]F that

saw John.
b. Since nobody saw John, it followsthat [BILL]r didn't see
John. Percus 1997: 340 (9)

Hedberg (2000) discusses the sentence in (5) in relation to the uniqueness
condition. Here, given a contextually given set of individuals who potentially
won, say { Clinton, Bush, Perot), the sentencein (5) identifies{ Clinton) as the
exhaustive subset of thisset for which the phrasex won actually holds.

(5) It was Clintonwho won. Hedberg 2000: 905

Turning to Straits, it appears that there is an existential presupposition
involvedin cleftsin thislanguageas well. In the followingexamples, the cleft in
the second clausein (6a) was rejected, while the non-clefted variantin (6b), was
accepted by speakers.’

(6) a # ?ws san $i?  lep-nex¥ kow wet, s-a&
neg 1s.sbj irr-prt  see-tr anybody, so
2owo-s mil K" ' -n-an.
neg-irr nil det Bill see-tr-1s.sub
| didn't see anybody, so it wasn't Bill that | saw.

b. 2%wo  san Si? leg-nax" ka& wet, no-s-ow
neg 1s.sbj irr-prt  see-tranybody, 1s.pos-nom-Ink
fawa s-i? len-nax¥ k¥sa Bill.
neg irr-prt see-tr det Bill
I didn't seeanybody, so | didn't see Bill.

This supports the claim that clefts in this language pack an existentia
presupposition.

As for the uniqueness condition, it too appears to be obeyed in Straits clefts.
In a situation containing a contextually given set of individualsfor which the
predicate potentially holds, a cleft can only be used felicitously to identify the



complete subset of members for whom the predicate in fact does hold. The
examplein (7) illustratesthis.

7 nil k¥se Richard tsa k"sa 142sn

nil. det Richard break-tr det plate

It's Richard that brokeapl ate.
Context 1: ACCEPTED
3 individuas in domain { Peter, Jill, Richard); only Richard
brokea plate.
Context 2: REJECTED
3 individuas in domain {Peter, Jill, Richard); Both Richard
and Jill broke a plate.

This is the result predicted if the Straits cleft construction is subject to a
uniqueness condition. If there were no such condition, then the sentenceiin (7)
would be predicted to be acceptablein Context 2.

222 Thesourced definiteness

Having established the plausibility of the claim that thereis a concealed definite
description in clefts, it is time to analyze the structure. Both Percus and
Hedberg take the subject it in English as functioning as a definite determiner of
sorts. In Straits clefts, however, no overt pronominal subject is used. To account
for thisfact, | will assumethat the subject position is occupied by a covertpro.
Consequently, acleft sentence hastheformin (8).

()] nil pro; k¥sa Richard [ttt k¥sa litzn]

Independent evidence that pro is used in this language comes from examples
suchas(9).

9) q"ix-nox¥ pro pro
mi ss-tr Progy  Progy
He missedit. Galloway 1990: 31

I will assumethat this covertpro isin fact a pronoun akin to English that and
will further assume that it is situated in the head of DF.* The presence of a
covert pronominal subject is supported by examples such as (10) in which an
overt pronoun may occupy the subject position.

(100 nil k¥sownit k%sa Richard t's-at k"sa la?sn
nil him det Richard break-tr det plate
It's Richard that broke a plate.



I will follow Hedberg in assuming that this null-D takes a CP complement
directly. Thestructureof thesubject DPisgivenin (11).

(1) a [epro [pOp (K's8) [ptsd f  K"sa la?sn]]]
pro DIC break-tr det plate
that broke a plate.
b. DP
N

DP CcP

| N

D Op; C

pro T
C P
| =

(kwsa) tst tk"sa la?sn

2.2.3The copula

This analysisessentially reducesthe function of z:#to that of a copula. The same
conclusion was reached by Kroeber (1999: 370) in his discussion of this
construction across the Salish family. His conclusion was based on the
observation that, unlike other formally intransitive predicates, these predicates
may take two non-PP argumentsin identity statements(12).

(12) nit tivo siifagl ta na-gdna?
cop thischild det 1s.pos-offspring
Thischildismykid

This copula can be analyzed as a verb. Support for this analysis comes frisiii
thefact that it may receivetransitivity inflection (13).

(13)  ?a& ni-t-sl ?al tite sqoléxo?
I nk cop-tr-recip just dem dog[pl]
Thesedogsareidentical Saanich

| takethe datain (13) as evidencefor averbal analysisof 7,

2.2.4 The extraposition of the cleft clause

So far | have argued that the cleft clause and the subject pronominal
semantically form a discontinuousdefinite description, but | have not addressed
the syntactic relationship between the cleftee and the cleft clause. Hedberg and
Percus both claim that the cleft clause has been extraposed from the subject?
and that the cleftee has not been extracted from the cleft clause. Hedberg,
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following Heggie (1988), argues one can establish that no extraction has taken
place if evidence can be found that the cleftee is not restricted by the cleft
clause.

One argument that the cleft clause does not restrict the cleftee comes from
examples involving proper names, which cannot normally be restricted by a
relative clause (14b) but are freely followed by cleft clause (14a) (Hedberg
2000, Heggie 1988).

149 a It was John [that Mary saw].
b. * John[that Nry saw] waslimping.

As seen in examples like (1) and (3) above, proper names can be freely clefted
in Straits. However, when a non-clefted proper name is followed by a relative
clause, thisclause cannot beinterpretedas arestrictiverelative clause (15).

(15 *ye? san leg-nat k¥sa Richard térh-st la? k"sa sq¥em3y.
go 1s.sbj see-prp det Richard  hit-tr past det dog
I'm going to see Richard (who) hit the dog.

Furthermore, although extrapositionis the norm it is not obligatory. Asseen in
(16), the cleft clause may in fact optionally precede the cleftee, suggesting no
extraposition hastaken place.

(16) a nit pro kVsa Richard [tsa  k“sa 1a?sn]
cop pro det Richard break-trdet plate
It'sRichard that broke aplate.

b. nit pro [tsa  k"s la?sn] k"s Richard
cop pro break-tr det plate det Richard
It'sRichard that brokea plate.

Asfor the site of adjunction of the extraposed clause, | will follow Percus and
takeit to be VP.

This concludesmy discussion of the structureof m'lcleftsin Straits. Thefinal
structure| am proposingis giving abovein (3).

3. Other Typesof Clefts

In this section | explore some issues related to clefting in Straits. In 3.1, |
examineso-called barecleftsin thelanguage, and compare theseto the m'Iclefts.
In 3.2, | turn to wh-clefts and argue they should receive the same analysis as
bare clefts.



31 The proper treatment of bare clefts

The sentence in (17) is an example of what Kroeber (1999) calls a bare cleft.
Here, the cleftee” isthe sentenceinitiad nominal predicate.

(17) May k%sa t'sat k¥sa a?sn
Mary det break-tr  detplate
Mary brokethe plate.

Should bare clefts receive an analysis similar to mf clefts? Recall that n#
clefts have a uniqueness condition akin to definite descriptions. It turns out that
this requirementis not met in the case of bareclefts(18).

(18) Richard k"sa  tsa  k“sa la?sn
Richard det break-tr det plate
It'sRichardthat broke a plate.®
Context: ACCEPTED
3individualsin domain { Peter, Jill, Richard); Both Richard
and Jill brokea plate.

(7 nil k¥sa Richard  tséa k¥sa 14?sn
cop det Richard break-tr det plate
It's Richard that brokeaplate.
Same Context: REJECTED

The bare nominal predicate here is accepted even though the uniqueness
condition is not met. This contrasts sharply with the near identical sentence in
(7), where a ni#l cleft was rejected in the same nonuniquecontext.

In order to account for thisinterpretive difference, a new formal analysis must
be found for these nonunique bare clefts. The uniqueness conditionsin s clefts
depended on there being a concealed definite description stemming from a
covert pro in subject position. Clearly, to prevent this interpretation here one
must not posit a similar structure underlying these nomina predicates. That
being said, there is little reason to treat these nomina predicates as two place
predicates like the copula s# Rather, the simplest treatment is one where a
nominal in predicate position takes a headless relative clause as its sole
argument.

(19 a Richard [kK"sa tsa k¥sa litsn)
Richard det break-tr det plate
It'sRichard that brokeaplate.
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3.2 Theproper treatment of wh-clefts

Next | turn to the case of what have been called wh-clefts in Straits. Wh-
questions are formed in Straits by using a wh-word as the main predicate,
followed by arelative clause from which it appearsto have been extracted. This
structure has been analyzed as a cleft by Jelinek (1998) and K roeber (1999).

(200  wet kVsa  qval-tx¥ k"sa swayqe?
who  det speak-tr det male
Who spoke to the boy?

Based on their apparent structural similarities, Kroeber hastaken wh-cleftsto
be a type of his bare clefts, and | agree. Evidence that wh-questions should not
be treated as a type of ni# clefts comes from ungrammatical examples such as
(21), whereinstead of a headless relative clause the wh-predi catetakes a proper
name as an argument followed by a relative clause. Recall that normally proper
names cannot be restricted by relative clauses, yet they may be followed by
extraposed cleft clauses(7).

(21) *wet 2%E  Kk"sa . Richard farh-ot la? k"sa sq*améy
who req.info det Richard hit-tr pst det dog.
Who is Richard that hit thedog?

) nit k"sa Richard fs-at  k%sa la?sn
cop det Richard break-tr det plate
It's Richardthat broke aplate.



The ungrammaticdity of (21) suggests that the relative clause cannot be
interpreted as an extraposed cleft clause, which is grammatical in 7 cleftslike
(7). If extrapositionis blocked, then arguably this cannot be considered a type of
oif cleft. Consequently, | will assume that wh-clefts are a type of nominal
predicate, and will analyze them along the lines of other nominal predicatesin
thelanguage. Thefollowing structureillustratesmy proposal.

(22 a wet k'sa  g'a-tx" k"sa swayqa?

who  det speak-tr det male
Who spoketo the boy?

/\ ‘

D NP L

| /\

kVsa NP CcP
| =~

pro Op; g"altx" t k"sa sweyqe?

Interestingly, this proposal still denies the wh-word undergoes wh-movement. |
leavethisissuefor future research.

4. Comparison with Jelinek (1998)

Jelinek (1998) provides an analysisof cleftsin Straits, concentrating primarily
on wh-clefts. For Jelinek, wh-predicates, like al predicates, raise to a focus
position adjoining COME. It is clear from Jelinek’s discussion that she intends
her theory to cover all casesof predication raisingand focussingin the language.
Crucially, no DP is ever focussed, but rather the main predicate which appears
in the sentence initial focus position is focussed. Extrapolating her theory, the
followingstructurefor a mif cleft is predicied.™



(23) a nil kVsa Richard [k"sa tsa 142sn]
cop det Richard det break-tr plate

It'sRichardthat brokea plate.
b. Focus
Foc-us
N
[ni}-@] COMP(Mood) k"sa Richard k"sa fsat 1a?sn
PN
Tense
N
VoiceP
Voice
TranP Active
Tran' -0
. 3.abs
Root
nil

Davis (1997) has raised a number of problems with Jelinek's conception of
predicate raising, which | will not address here. Rather, as my concern is
clefts, | will attempt to show why Jelinek's analysis of predicate raising/
focussing does not straightforwardly extend to this construction, and why | do
not take (23) to be an adequaterepresentation.

First, this theory does not automaticaly account for the difference between
bare clefts and & clefts with respect to the uniqueness condition. | derived
these interpretivedifferences by positing a concealed definite description in i
cleftsnot found in nominal predicatebare clefts.

A bigger problem isithat in Jelinek's theory thereis no room for non-predicate
focussing in this language. Therefore, in a mf cleft it is not the DP which is
being focused, but the predicate which has been raised to the Focus position
because the “cleftee” is always the main predicate(similar to Kroeber's analysis
of ""bare clefts"). Consequently, her analysis'does not predict that there would
be any restrictions on what may appear as the DP argument of the focussed
predicate, such as are found in English. In fact, there are just such restrictions.
As seen in (24) and (25), in both English and Straits, clefting a universal
guantifieris not perfectly grammatical.



(24) * 1t was everybody that Mary invited to her party.
E.Kiss 1998: 253 (20a)

(25)  ?nit k¥s-ow mok™ wet tsa  k¥sa la?sn.
cop det-Ink all who  bresk-tr det plate.
It’s everybody that broke a plate.

5. Conclusion

To conclude, | have extended the analyses of Percus(1997) and Hedberg (2000)
of the English cleft to Straits Salish ni# clefts. | have argued that Straits cleft
sentences contain a covert pro subject pronoun which forms a discontinuous
definite description with an extraposed cleft clause, and treated the predicate n?
asa copula. | compared this construction with so-called bare cleftsin which no
copulais found and a nomind is playing the role of the main predicate, and
concluded that they are distinct syntactic construction. | argued against
extending my treatmentof n# clefts to wh-cleftsin favour of anominal predicate
analysis. Finally, | discussed Jelinek's (1998) analysis of clefts in Straits, and
also rejected its applicability to ai clefts.

6. Notes

"Thanks to Lucille Harry, Lena Danids. Lisa Matthewson, Martina Wiltschko, Doug Pulleyblank,
Henry Davis, Rose-Marie Déchaine and members of the LING 518 class and participants of CLA
2002 for helpful discussion. This research has been supported by the Jacobs Research Fund and
SSHRCC grant # 410-951-519to Henry Davis. All errorsaremy own.

*| will argue below that af#is functioningasacopula. .

7 See Gerdts (1988), Hukari (1977) for an account of the difference bet vieen subject, object and
oblique extraction in Halkomelem Sdlish and Lushootseed Salish. Also, see Kroeber (1999) for a
broad perspective on relativization in Saish generally, and Montler (1993) for an overview of
relativization in Straits.

*1 will not discussthe optional useof the complementizer which introducesthecleft clause.

* There was some variability on the unacceptability of (6a). Presumably, thisis because this sentence
isstill easily understandable(as isthe English (4a)) despitethe infelicitoususe of thecleft.

¥ Matthewson (1998) situates demonstratives in St'at'imeets (Lillooet Salish) in [Spec, DF], to
distinguish them from the determiners occupying D°. A more recent analysis of the St'at'imcets DP
by Davis(1999) situatesdemonstrativesin D°,

7 Hedberg adopts a non-movement analysis, and Percus a movement ‘analysis to account for the
extrapogition.

¥ Perhapsa moreliteral glosswould be *'One that broke the plateis Richard".

* Carnie(1997) also arguesthat nouns may head raise to Infl in Modem Irish.

1 Jelinek (1998) did not give explicit tree structures for this construction, So the example here
represents my interpretation of her theory. Notealso that under her assumptions stemming from the
Pronominal Argument Theory, no DP issituated in argument position, so they must all be adjoined.



281

7. References

Carnie, Andrew. 1997. " Two types of non-verbd predicationin Modern Irish, Canadian
Journal of Linguistics,42.1&2: 57-73.

Davis, Henry. 1997. "* Against the clitic tring™*, Paper presentedat the 5* annual Victoria
Workshop on Salish Morphosyntax, University of Victoria

Davis, Henry. 1999. ""Pronomina determiners™, Paper presented at University of

_ Massachusetts.

E.Eiss, Katalin. 1998. “Identificational focus versusinformationfocus”, Language, 74.2:
245-73.

Gdloway, Brent D. 1990. A phonol ogy, morphology. and classified word list for the
Samish dialect of Sraits Salish. Ottawa: National Museum of Man Mercury Series
Canadian Ethnology Paper #116.

Gerdts, D. 1988. Object and absolutive in Halkomelem Salish. New Y ork: Garland
Publishing.

Hedberg, Nancy. 2000. "' The referential status of clefts”, Language, 76.4: 891-920.

Heggie, Lorie. A. 1988. The syntax of copular constructions. PhD dissertation. University
of SouthernCdlifornia.

Hukari, Thomas. 1977. ""A comparisonof attributiveclause constructionsin two Coast
Salish languages*, Glossa, 11.1: 48-73.

Jelinek, Eloise. 1998. Wh-cleftsin Lummi. in D. Bates (ed.), Papersfromthe 33
international conferenceon Salish and neighbouringlanguages, 257-265. Sesttle:
University of Washington.

Kroeber, Paul. 1999. The Salishlanguagefamily: Reconstructing Syntax. Lincoln:
University of NebraskaPress.

Matthewson, Lisa. 1998. Deter miner systemsand quantificational strategies. Evidence
from Salish. The Hague: Holland Academic Graphics.

Montler, T. 1993. "' Relative clauses and other attributiveconstructionsin Saanich”, In A.

.Mattina and T. Montler (eds.) American Indian Linguisticsand Ethnography in Honor
of LaurenceC. Thompson. UMOPL 10.
Percus, Orin. 1997. "' Prying open thecleft”, In. K. Kusumoto(ed.) NELS27: 337-351.



Event Compositionand a Path in Japanese
Eri TANAKA

Osaka University

1 Introduction

This paper concems the grammetica contrast exhibited in Japanese manner 'conflation’
(Talmy (1985)), comparing it with its English counterpart. In Jgpanese, a locative marker
—ni 00oUr Sin asentencedescribingamotion, specifying itsgod, asexemplifiedin ().

(O a Johnwenttotheparck yederday.
b. John-ga  kinoo kooen -ni itta
-NOM vyedterday park -LOC wert

In the example above, thelocativerarker —i can be viewed asa counterpartof to in (1a).
However, thetwo locativesshow asharp differencein thefollowing context:”

(2 a Johnwakedtothepark yesterday.
b.*John -ga  kinoo  kooen -ni  aruita.
-NOM vyedterday pak -LOC waked

Giventhat thetwo verbsin the two languages are semantically equal, the disparity between
the two sentences may be reduced dther to the typologicd difference between the two
languages, or to the semantics of the two locative phrases (ie. to and ni). The former
position gpparently further assumes the semantic equivalence of the two locatives, Thisis
thepositionthe hasbeen taken by many researchers (e.g. Talmy (1985), Yoneyama (1988),
Levin and Rappaport Hovav (1995)). One of the goals of thi s paper, however, is to show
thet this presumptioncannot be tenable and to argue for the latter theory. Specifically, we
would like to propose thel the grammaticality of (1)+2) is governed by a condtraint on
Event Compositionat Event Structurne representation.

One of the motivations againg the typologicd approach comes from the following
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exampleg see Tsujimura (1991)):

B3 a John -ga muko gisi -made  oyoida
-NOM theothersideof shore -as firas swvam
‘John swam totheother sideof theriver.

b. John -ga kooen -made  hasitta /aruita
NOM pak -ashas ran  /walked
"John ran/walked tothe park!

In contrast with (2b), the sentences with -made's far ashantil’, are fully grammatical,
expressing the Smilar Situationsas English prepositional constructionsuch as ini2a}® The
question is, then, why (3) isallowed The typologica gpproachseens to fail to expect the
exisenceof (3), for it assumes that Japanese does not expl oit thistypeof ‘conflation’.

The granmat i cal contrasts presented above comprise the issue on the event structure
representation. Tenny (1994) has shown thet in English, the following two sentences difier
inthe(lexica) aspecnaal property:

4 a Johnwalked.
b. Johnwakedtothe park.
(5 a Johnwaked{for 30 minutes/*in 30 minutes).
b. Johnwaked to the park { *for 30 minutes/in 30 minutes).

The sentencein (48) istemporally ‘unbounded' (or atelic), which neans that the event has
nointrinsicterming poirt, as evidenced by the congstency with a durational adverb for 30
minutes, and theincong stencywith a frame adverbin 30 minutes asi nd cated in(5a). The
example(4b), on thecther hand, istempordly 'bounded, showing the inversegrammatical
judgment. The tempora boundedness (or telicity) comes from the existenceof alocational
phrase, which boundsaspatial extent of amoti on Japanese—nade construction exhibits the
sameatelic-telic dternation:

(6) a John-ga {30 punkan  /*30pun-de} arita
-NOM {30 minutes-for /30 minutes-in) walked
"John waked{ for 30 minutes/in 30 minutes).’
b. John-ga {730pun-kan /30 pun-de) kooen -made  aruita
-NOM {30 minutes-for 30 minutesin) park -ashas waked
‘John walked to the park { for 30 minutes/in 30 minutes)."

Given tha the tempord condtitution of an event is represented in event Structure



representation, it isnaturd that the telicity should be reflected on it At leest two kinds of
andyses of (4b) can beidentified The firs isadvocated by the researches such as Dowty
(1979) and Pustejosky (1995), in which theboundedness isclasdly related to thecomplexity
(or causativity) of anevent Moreedfically,acomplex everttistelic, and asmpleevent is
atelic. FollowingPustejovsky(1995)’s notation, threetypesof eventsar e represented:

Trangtiond events consst of two subevents, el and €2, where the former indtigates the
oocumence of the latter Stative event Processes and States are smple events, which are
mede up of homogeneous subevents. In telic events (Trangtion), the termind paint is
specified by the second subevent (e2). In (4b), John's walking isidentifiedwith el , which
takes John to the final location, namely, the park (€2).

Ancther proposal to the event structure of (4b) isthat it formsin fact a Smple event
structure, and the telicity of the event isnot rdlated to the cansativity. Thishas been claimed
by Rappaport Hovav and Levin (2001) and Hay, Kennedy and Levin (1999) (cf. Jackendoff
(1996)). Rappaport Hovav and Levin(2001)’s observationthat supportstheir postionisthe
fact that in sentenceslike (4b) (in their terms, bare XP resultatives), ‘the progress of the
event denoted by the vert and the progress towards the achievement of the resuilt stateare
temporally dependent; the event denoted by the verb begins when the progress towards the
result beggins, and it necessarily extendsutil theresult isachieved'. Sincethey proposethat
the two subevents form a smple event and the two subevents are not necessarily in a
causativerdation, theoriginof telicityisreduced to other factor then causativity. T B argue
in this paper that the single event theory should ke on theright track in view of Japanese
datapresented dbove.

2. TheSemanticsof L ocativePhrases

We will begin with tackling the typologica appr cach to the problem of manner conflation
in Japanese. Sincethe gpproach presumesthet thetwo locativesin Japaneseand English (i.e.
—i and to) function in the same way, we will first show that this assumptiond m not
capturethestuation properly.

21Licendng-ni
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We first arguethat the contextin which the locative i phiase appearsisconditionedby the
event ructurd featureof verbsit co-ocoas with. Specifically, it requiresa state component
in the event Structure representation of a verb. Thia condraint cannot be observed with
English prepositions(see Takezawa (1993)). '

Let usrecall the contrat between (1b) and (2b). One difference betweenthem liesinthe
verbd types: theverbin (Ib) isachangeof location verb, and the onein (2b) isamanner of
moation verb. In fact, -ni phrases are totaly ruled out in the context of manner of moation
verbs:

® a*dhn -ga mukoo-gisi -ni oyoida
-NOM theothersdecfshore -LOC  swam
| ntended meaning: 'John svamtotheother sideof theriver.'
b.*John -ga kooen -ni hasitta
-NOM park -LOC ran
Intended meening: 'John ran tothe park.

Theabove examplesshow that —i phrasecannot be a god marker with manner of motion
verbs. It isalso excludedin other Process-t ype ver bs(see Nakau (1997), Takezawa (1993,
2000) and Ueno (2001)):

(9 John-ga kooen  -{*ni /de} asonda
-NOM  park -LOC played  'John playedinthe park’

The distribution of —xi is minimally contrasted with that of another locative, de. This
contragtisnot like the onewe observed between to and in/at in English. For -ni locativecan
appear with an existential verb, which usudly ressts'dynamic’ prepositionslike to:

(200 John-ga nwa -{ni/*de} i
-NOM garden -LOC be ‘John isinthegarden(now).'

Change of location verbs other than. mation ver bs al S0 exdude—de, and allow only —i to
indicateafird locationof atheme:

(1) a Jhn-ga yuka-{ni*de} hon -0 oita/otosita
-NOM floor -{NI/DE} book -ACC  put/dropped
"John put/dropped abook on/to thefloor.
b. hon -ga yuka -{ni/*de} otita
book -NOM  floor -{NI/DE} fdll



"The book fell off (from somewhere) tothefloor.’
Theaspectual property of these verbs istelic, as theadverbial test shows?

(12 a Jhn-ga yuka -ni hon -o {?7?1byoo-kan/1 byoo-de}
-NOM floor -NI book -ACC { 1second-for/ 1 second-in}

Gita/odasit
pusidroppod
"John pusidropped a book on thefloor{for 1 second/in 1 second).’

b. hon -ga  yuka -ni {7 byoo-kan/1 byyes-di} otita
book-NOM floor -NI { I second-for/ 1 second-in) fdl
‘The book fell off to thefloor { for 1 second/in 1 second} .

Theseverbs do not toleratethe durative adverbid phrase | byoo-kan for 1 second' in the
relevant sense.

From the contrasts presented above, we can generalize thet -ni phraseis |i censed in the
context of Transitions and States In those licensing verbs the locative —i pheases
designates astate component (€2 in Trangtion), Stuaingatheme.

A locative —de phrase, on the other hand, does not contribute to the event structural
representation, and it isactualy amodifier of an eventas awhole. It need not belicensed by
a predicate. Thus, it is dle to appear even with change of location verbs as in
kono-heya-de John-ga yuka-ni hon-o oita' | n thii reom, John put abook on thefloor.'

The constraint on —i phrage is not ohserved in English prepostions. They nay serve
gtheras-ni or-dein both State-comprising events(Transitions and States) and Processes

2.2 Niand made

Tsujimura (1991) notesthat in light of the fact that —made phrase, not—ni phrase, delimitsan
atelic event , -made functions as a‘true’ god narket Kageyamaand Yumato (1997), onthe
other hand, claims that —made phrasespe fi es the di stance of amotion, whereby delimits
anevet, and that only—i can mark agod. Kageyamaand Yumoto (1997:141) present the
following contrast to support their claim:

(13) a (Fuji-san-no) gogoome -made  basude itta ga
Mt. Fuji-GEN Sthpoint -asfaras busby went but
soko -kara -wa, AU -t nobotta
there -from -TOP  wak -GER climbed



b. #(Fuji-san-no) gogoome -ni basu-de itta ®B
MtFuji-GEN  Sthpoint -LOC  bushy wet but
soko -kara -wa, ari-te nobotta
there -from-TOP wal k- GERdlimbed
‘@ wenttotheSthpoint of Mt Fuji by bus, but dimbedon foot from there!

In (13b), where the degtination is marked by —ni, the addition of the second sentence
i nduces a contradiction, while in (13a), the discourse is coherent This is because the -ni
marked locationmust bethe'final' locationof themotion, and the mation cannot be further
continued Thiscontrast clearly showst et —ni isagoal, but —-nade isnot.

The characterization of —-made asabounder of adistance of a path, followingKageyama
and Wurmiic 1997), expects theacknowl edgeddiffer encein grammaticality between—-made
and -»iVith motion verbs Kawano (1999) pointsouttte therearetwot ypes of changeof
|ocationverbs: one co-occurs only with—ni, and another permitshoth- ni and —zade, which
aecdled TypeA and B hererespectively:

(14 a TypeA:-nif*-made
et (arrive); noru (ride, geton); der u (exit, go/come out);
hairu(enter, go/come into) etc.
b. TypeB:-ni|-nade
iku (QO); kv (come); modoru (return, come/go back); otiru (fall);
korogaru (roll) etc.

Interestingty, the grouping of the two types of verbs coincideswith the acceptability of —o
marked path expression(see Kageyama and Yumoto(1997) and Tarakai2002)).° Type A
verbstotally resd the occurmence of an —o marked path phrase (asin (15a)), and Type B
verbsallow an -0 marked peth phraseonty when they do not takea—n marked locationd
phrase

(15 a *Jhn-ga kono toori 0  tuta
-NOM this  dreet-ACC arived
"John arrived (somewher€) by way of ths street.’
b. *John-ga kono toori -0 eki -ni tlta
-NOM this street -ACC doation -NI  asrived
‘John arrived at thegtation by way of thisstreet'
(16) a John -ga kono toor -0 itta
-NOM this  stret-ACC went
"John went dong thisstreet'



b. John-ga kono toori -0 eki  -made imy
-NOM this dregt-ACC dation -asfaras  went
"John went dongt hi s street tothesation.’
c. *John-ga kono toori -0 eki -ni itta
-NOM this  street-ACC ation -NI went
"John went dongthi § street to thetation.

Given that ~made phrasepresupposesthe existence of a pat h to bemodified, the ahility of
verbs to takea pat h objectis the necessary condition to =atisfiy thet presupposition. If averb
cannot tekea path, it cannot be used with—made.

Thecompatihilityof apat h express onwithaverb indicatesthe ‘ durativity> of amotion: a
motion associatedwith a path progress gradualy dong the path, taking sometira toreech
the final point. From this standpoint, -made only tolerates ‘durative’ verbs, while —ni is
condstent with *non-durative’ or ‘result-oriented” verbs.

2 3Thesamanticsof —# and —made

In this section, we ohsarvethat -made itsdf includesa peth in its meaning, while —»i does
not, and dam thet thisisthe property that —-made and Englishdynamic prepositionsshare,
and-»i doesnat.

First consder thefollowing construction:

(17) kono kaidan -wa  nikai -made  /#-ni  nan dan
this dars -TOP secondfloor -asfaras /-NI what  step
ari-masu-ka
exist-POLITE-Q

Lit,:'As forthisstars, how nmany stepsdoesit haveto/on the second floor?
'How many st eps arethereis'on the second floor?’

Inthis congruction (how meny steps construction, hereafter), the use of — results in a
weird interpretation. This is because the object like stairs inherently induces a path-like
concept, whichisaset of ordered'paints to some direction. Cinly —made, whichindudesa
path concept in its meaning, tolerates this construction. When such a locative phrase
co-ocours With a Sngular individud which cannot form a path, the sentence will be
infelicitous:

(18 a #John -ga genkan -made i
-NOM entrancehdl -asfaras be



‘John istotheentrancehdl.’
b. kodomo -ga  genkan -made iru
child -NOM entrancehdl -asfaras be
'A lineof childrencan besam from heretotheentrancehdl.

In (18a), the individud object John cannot be a path, for it does not condruct an
ordered-points construction. Xodomo “child/children’, on the other hand, may form a path
when it is interpreted to be phural, ad attd 1y it must be interpreted to be plurd, to get a
coherentinterpretation.® With —i, kodomo “child/children’ may beeithersi ngul ar or plural:

(19 kodomo -ga genkan i i
child -NOM entrancehdl -NI ~ be
There isachildintheentrancehdl.

"There ar e (some) childrenintheentrancehall.

It isgpparent from these data that— phrase takesa theme (i.e. Situated object) while-made
phrasetakesapath.

In English, the prepostions such as to, into, and across permit how many steps
congtruction,whilein, at, on do not

(200 a  How many stepsare thereto/into/across thepark?
b. # How many sepsare therein theroom/at thecomer of thestreet/on theroof?

The prepositionsin (20a) dso contain a path in their meanings, and th's isthe common
property that —made and these prepositions share, and - does not The combiition
manner of moation verbs + éndarizn does nat induce ungrammaticdity in English. Thisis
becausethese prepositionsserveas modifiers thet tekean event, and do not contribute tothe
subevetual sructureof an event Inths respect, thiscombiion works in the same as
Process-type verbs+ -de in Japanese.

Weproposenow that —made and —i ar e predicatesthat take thematic predi cates Path and
Theme, respactivelsfcf. Parsons 1990):

2D  a |x made| iyhe'[Fath (&, y) & To (e, v, X)]
b. ) ail:A¥de’ [Theme (€, y) & At (e, X)]

Inthe next section, wereturn to the problemviy only —nade can eo-oceur with manner of
moation verbs, and proposethesol utionin termsof event composition.



3. Event Compostionand Tdidty

3.1 A constraint on eventcomposition and path
Le usfirst proposethefollowing condtrainton event comgosition:”
(22) Tocomposeeventstheremust beat least onecommonthematic predicate.

S nce manne of mation verbs can co-ooour with an — marked path expression, their
semantic representationswill bethefollowing (we usearuku ‘walk' as arepresentative):

Giventheexistenceof Pathevenwhen it isnot realized as an o-marked expression,John-ga
aruku 'John walks” will havethefollowing representation:

(24) |Vohn-ga Oarubeul: 2] walk(e) & Agent(e j) & Path (e y)]

John-ga kooen-made aruku "John waks to the park’ is now constructed through event
composition:

(25 a [kocer-made]: AyAe’[Path (€, y) & To(€, pak)]
b, hef walk(e) & Agent (e, j) & Path (€,y)] +Ae’[Path (’, y) & To(€, park)]
— event composition
C. |Pohn-ga kooen-made aruboul; he walk(e) & Agent (g j) & Rth (e y) &
To (e, park)]

In (25b), the two events (John walks(e) and to the park(e’)) are composed irto one,
observing the condraint in (22). As indicated by bold, the two events share the 'Path'
predicate. Thus, they formasingleevent, yiddingthe representationin (25b).

When two eventsdo not share any common themetic predicates event composition fails,
dueto constraint (22). Thisis observed in thecombinationof nanner of motion verbsand a
—ni |ocativephrase:

(29 a [kooereni]: Ayde’ [Theme (€, y) & At (€, pak)]
b. Ae[walk(e) & Agent(g j) & Path (e,y)] + he [Theme (¢’, y) & At (€, park)]

In (26b), Since there is no thematic predicates shared, the two events cannot be composed.
Telic verbs and an exigential verb, on the other hand, havethe following representation, in



whichaThemepredicateisinvolved:

(27) a |k} AxAyAefarrive (€) & Theme(g x) & At (e, Y)]
b. Aefarrive (€) & Theme(e,j) & At(g Y)] T he [Theme (e’,y) & At (€, park)]
C. ||John-ga kooen-ni tukul: Aefarrive (€) & Theme (g, j) & At (g park)]

The locativemarked by -made isexduded withthi s t ype of verbs(Type A), sincesuch
verbsdo not havea Path, whichisto beshared by —made.

When verbs accompany an o-marked path expression, it isexplicitly represented in the
representation:

(28) a |John-ga kono-michi-o arukul: he[ walk(e) & Agent (e j) &
Path (g this street)]
b. e wallde) & Agemi e, i) & Pathje, this streef)] + 22 [Path fe°, ) & To (e, pesdd)]
C. [|¥ohn-ga kono-michi-o kooen-made arukul}: hel walk(e) & Agent (g j) &
Path (g thi s street)& To (g, park)]

Type B verbs have either the representations (27) or (28): the former excludes-made and
permits—ni, and thelatter dlowsonly —made.

It is now clear why English dynamic prepositionslike to, into, and across can be used
with manner of mation verbswithout problem: they haveasimilar semantic st ruct ureasthe
onethat —munde has, not theonethat -ui hes

3.2 Incrementality, telicity, and thenotion of 'scale

The andyds presented above has eventualy proposed that durative verbs (manner of
moation verbsand Type B verbs) must be combined with a durative locative phrase, to form
an event via event composition. Theco-extensivenss condiitionon (bare XP) resultatives by
Rapport Hovav and Levin (2001) seems to work here. The predication to Path both by el
and e2 isresponsible for thetemporaldependency of thetwo events.

The smpleevent anaysisshould explicatethe origin of thetdidity, for it cannot rly on
the complexity of theeventstruct ure for tdicity. Hay et al. (1999) proposesthat the telicity
comes from the boundedness on the 'scal€, and when the scde is bounded, the event
becomestelic. The Path predicated by wvimiviseras and —made can be addimiter, because
the locativesare themsalves bounded. Jgpanese i phrase cannot be usad &s a ddimiter,
because it doesnot havea'scd€e structure whichisa presuppositionto bebounded



4. Conclusion

The acknowledged contrast between Jgpanee and English with regard to manner
conflation is if the analysis presented hereisright, not the typologica difference between
the two languages The two languages Ltilize the same mechanism (event composition),
and aregoverned by thesame constraint. The semantic structures of locatives, however, are
responsblefor the varied grammaticality.

The present anal ysi s supparts the recent proposal that the theory of telicity and the
complexityof eventarenat direcly rdated. We have only focused on the manner conflation
in Japanese inthi's paper, and virther the sameanal ysi s can be extended to other similar
congructions(such as resultatives in Japanese) will bethef Ut Lre resserchitopic.

Notes

! Jt should be noted that there is another kind of reading for the sentencs in (2b), which might be judged to be
grammatical. The —n phrases may be inferpreted to mark a ‘direction’, not a ‘goal’. In this reading, they do not indicate
the fizal poist of e motion, bl merehy mdicn the desfrdion, In fhis feper only ‘goal’ interpretation is within the
scope Of discussiorn

? A ezt phrase mmay e wsed 2 @ sl advesh, 65 in Sk Fof wode iuevina * bobe mn unil tee.* This wage
will not be dealt with in this paper.

¥ {120}, the seviewce with the derafive adves i imterpreied Seiciredy only when the adverh modifies the n=itant
state of t he event, whichmesiis int he interprrtasios Lo “John put a book andt he book is ont he desk for I second!
) b esa by o ey for Acmusative case. T Japanese, snotion vert con ke an o-erked poch object meganiles of
whisiher they am ey of inaccusative,

* At 1wl lonrwes, R s one o the lrgrgess that do nod heree mrerplsnioggicnd reasing fior sngularplum]
distinction

" For the motivation of ths romstraind, see Tanaka (2002).
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Voicesin Japanese Animation
Mihoko Teshigawara
Department of Linguistics, University of Victoria, Canada

1 Introduction

Japanese anime, an animation medium which depictsthe world as inhabited by
good and bed characters, isnow wildly popular in Japan and other Asian countries,
and North America. Few scholarly studies have consdered this medium, and
thosethat exist are ill in the devel opment stage(Lent, 2001). The present study
examinesthevoicesof charactersin Japaneseanime, focusing on the articulatory
and acoustic characteristicsof the voices of femaeand mde heroesand villains.

Vocd stereotyping plays an important role in animation: voices need to reflect
the phydcd attributes and persondity traits of characters and the vocd
stereotypesthat consumers, filmmakers, and voiceactors share. Previousstudies
on voca stereotypes (Zuckerman and Miyake, 1993) reved that people infer
similar personalitytraitsupon hearing agiven voice. Yamey (1993) investigated
voca aswdll as facia cuesof good versusbad characters, but he did not examine
their auditory or acoustic properties. In effect, few psychologica studies have
investigated the acoustic correlates of persondity in speech, and no study has
investigated auditory correlates. This study will help identify auditory and
acoudtic correlates of vocd stereotypesof good and evil in Japanese culture.

This paper presentstheinitia findingsof alarger phonetic investigation of the
voices of heroes and villains in 20 Japanese animated cartoons (Teshigawara,
forthcoming). Prior to the phonetic analys's, psychologica studieson voca cues
to persondity and emotionand vocd stereotypewere reviewedto help formulate
hypothesesabout the auditory and acoustic characteristics of the voices of heroes
and villains. To test these hypotheses phoneticdly, the voices of heroes and
villainsfiom 20 Japanese animated cartoonswere collected. These sampleswere
first analyzed auditorily using Laver's (1994; 2000) descriptive framework for
""voicequality®—quasi-permanent characteristicsthat are present moreor lessall
the time while a person is talking (Abercrombie, 1967). Following the auditory
analysis, a spectrographicanalysisof thevoice samplesvas completed. Based on
these andyses, the voices of the mgority of villains were seen to be harsh with
pharynged congtriction (a voice qudity which may involve activation of the
aryepiglottic larynged sphincter; see Eding and Edmondson, 2002), while the
voices of mogt heroeswerelax and free of pharynged congtriction.



2 Hypothess

Studieson persondity and voicefall into threemain categories. accuracy studies;
externalization Sudies, and attribution (or inference) studies (Brown and
Bradshaw, 1985; Pittam, 1994; Scherer, 1979). The present study relies on
findings fiom atribution studies. Unlike accuracy studies, which compare
subjective judgments of persondity fiom voice with standardized persondity
measures, attribution studies involve lay judges persondity attributions fiom
voicewithout referenceto accuracy. Thistype of research often asks lay judgesto
rate voca characteristics of speakers and personality traits, and shows the
satistical correlations between the two. Among these studies, those that show
correlations between listeners’ ratings of voca characteristics fiom voices and
persondity impressions (Hecht and LaFrance, 1995; Yamey, 1993)* are
considered to be relevant in formulating hypotheses regarding the voices of
heroes. According to Hecht and LaFrance (1995), vocd characterigticsthat hed
significant correlationswith five positive personality traitswere: changing, high,
and dear. The auditory correlatesof these characterigticsare: high pitch, awide
range of pitch and loudness with tempord fluctuations, and a wide range of
articulatory movements. The latter are hypothesized to be the phonetic
characterigtics of heroes voices (Hypothess 1a). Of these three characterigtics,
only high pitch will be consdered in this paper (see Teshigawara [forthcoming]
for the other two characteristics.)

Examining vocd as well as facid cues of good versus bad mde characters,
Yamey (1993) found some correlations between voca attributes and personality
impressions. Among those significant for good characters, "' relaxed” isof interest
in the present sudy as wdl as the two (changing and clear) that were found in
Hecht and LaFrance {1993).” Therefore, for heroesonly, "'relaxed”, or, in Laver's
(1980, 1994) terminology, a'*breathy voice" quality produced with high and low
laryngeal tension is expected to be found in addition to those mentioned above
(Hypothesis 1h).

Asabasi sfor hypothesesregardingthevoicesof villains, theauthor informal ly
listened to thevoices of villainsin the materialsusad in thisstudy. In contrast to
the wide variety of positiveand negative emotions expressed by heroes, villains
primarily expressed negative emotions such as anger, disgust, frustration, etc.
Therefore, it can be expected that voca cues associated with these negative
emotions will be consistently found in villains voices, in addition to those
associated with unattractive persondity traits. Based on Scherer’s (1986)
predictionsfor thefour relevant emotions of displeasure/disgust, contempt/scorn,
irritation/cold anger, and rage/hot anger, the articulatory correlates of villains
voices are hypothesized to be pharynged congtriction; voca tract shortening
with the larynx raised and the corners of the mouth retracted downward; overall
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tendng of the vocad apparatus, and modd voice phonation (low pitch)
(Hypothesis 2).

Lastly, drawing on Yamey (1993), who suggests that the schemata for good
charactersare moretypica and likeable while those for bed charactersare more
unique and less enjoyable, it is hypothesized that the auditory and acoustic
characterigticsof heroes voiceswill be moresalient and easier to generalizethan
those of villains, which are presumed to have a wider range of deviation and to
exhibit greater variety (Hypothesis 3).

3 Materials

Using two Japanese animation newsgroups on the Internet, titles of animated
cartoons with an obvious contrast between heroes and villains were collected *
Among the more than 60 titlesobtained fiom the newsgroups, 20 were chosen as
materias for this study following consultation with two avid animation fans.
Tablel ligsthe 20 titlesalong with thelengthsof the andyzed portions.

Table 1 Titles and Lengthsof the 20 Animated Cartoons
Alphabet |etterswere assigned to each title for convenience(see the explanation
in thetext).

No. Title o No. Title ';[e'nf%h
A Anpanman 100 K PrincessKnight 25
B Astro Boy Cadleinthe Sky

C  Conan the Boy Detective Salor Moon

D Devilman TheSecret of BlueWater

E Fgof theNorth Star Time Bokan Series

F . FutureBoy Conan Star Blazers

G Battle of the Planet Mazinger Z

H Cutey Honey Rayearth

I Steam Detectives Saint Seya

J SuperDoll Licca-chan . 100 T Saber Marionettes 75

The lengths of the chosen portionsrange fiom 25 to 150 minutes (average 91.3
minutes), depending on availability. It vés noted at which point each hero or
villain gppeared in the cartoon and, for the purposes of acougtic anaysis, which
portions of their gpeech were free fiom sound effects or background music.
Characterswith noise-free speech sampleslonger than 5 secondswereincluded in
thisstudy. The latter speech sampleswere digitized onto a persona computer at



22,050 samples per second, 16-hbit, using Cool Edit Pro LE manufactured by
Syntrillium Software Corporation. These digitized segments were stored for
acoustic analysis. For characters whose digitized samples were less than 45
seconds, additional speech portionswith sound effects and/or background noise
were aso digitized onto a persond computer to ensure an adequate sample for
auditory andysis; according to Laver (2000:43), repeated listening of 45-second
gpeech samplesis necessary to conduct auditory analysis using his vocal profile
andysisprotocol.

In the fallowing andyses, for the sake of convenience, each character was
assigned a combination of threelettersand a number: thefirst letter represented
theunique | etter assigned to each cartoon; the second (H or V) designated either a
hero or avillain; thethird M or F) indicated sex; the case of thelatter (upper or
lower) represented either adult or child respectively; these three letters were
followed by a serid number in each sex and age category of cartoonto complete
the character coding system. The age ranges of the characterswere estimated by
theauthor; two ageranges, i.e., children(upto gradesix of e ementary schodl, i.e.,
12 yearsold) and adults(junior high school-ageor older), weretreated separately
in the andyses. For example, AHm1 standsfor Ampanman meechild heroNo. 1.
In tota, the voicesof 92 heroesand villains were analyzed in this study, broken
down asfollows. 25 mae heroes(ten children; 15 adults); 21 female heroes (sx
children; 15 adults); 33 maevillains(onechild; 32 adults); and 13 femaevillains
(al adults).

4 Analyss
41 Auditory analysis

Laver's vocal profileanalysisprotocol (see Laver, 1980,1994,2000) wasused for
thisanalyss. Laver digtinguishestwo factorsthat contributeto the characteristic
sound of agpeaker's voice, or "'voicequdity™: "'organic” and “phonetic™. Of these
two, only phonetic factors, which are under the speaker's volitiond control, are
the subject of description; organic factors, which derive from the speaker's
anatomical featuresand cannot be contralled, are excluded from andysis. The
phonetic quality of avoiceiscreated by acombinationof "'settings*. Accordingto
Laver (1994 396), a phonetic setting can be defined as "any co-ordinatory
tendency underlying the production of the chain of segmentsin speech towards
maintainingaparticular configurationor state of thevoca apparatus.” Of thefour
groupsof settingsthat aredigtinguished in Laver (1994), threewere considered in
this andysis articulatory settings (supralaryngeal settings), phonatory settings
(laryngedl settings), and settings of overdl muscular tension. Thesethree settings
are sub-divided into smaller groups, which also consist of multiplesettings, most
of which representtheactivity of individua articulators, such asthejaw or tongue



body. (As for suprdarynged settings, only larynx height and pharyngedl
congtriction or expansion will be discussed in this paper.) Description of each
setting is performed in reference to a neutrd setting, from which deviation is
measured. The neutra reference setting is the neutral disposition of the voca
tract: for articulatory settings, the neutrd reference setting is one by which the
central unrounded [g] would be produced; for phonatory settings, the neutral
reference setting is one where voicing shows moda phonation; for settings of
overal muscular tenson, the neutral requirement isa moderate degreeof tension
that characterizesthe long-term articulatory adjustment of voca apparatus (see
Laver, [1994; 402-404] for more detail). Deviationsfrom the neutra reference
setting are accorded avauein terms of threescalar degrees: 1 representsadight
degreeof deviation from neutra; 2 a moderate degree; and 3 an extreme degree.
For this sudy, larynx height and pharynged constriction/expansion were
distinguished by only two steps, 1 representingadight degreeand 2 amoderateto
extremedegree. In order to identify the settings of a speaker's voice, one needsto
listen to a fair amount of speech (45 seconds or longer), given that individual
segmentsdiffer in their susceptibility to the effect of particular settings.

After listening repeatedly to the speech samplesfor each character, the author
reflected upon each articulator’s movement and deviation from itsneutrd setting,
and developed a vocd profile for each character using Laver's protocal. In
Teshigawara (forthcoming), the auditory characteristics of voicesof heroes and
villains are discussed separately according to sex and age; however, in the
following description, only genera tendenciesacrosscategoriesare discussed.

It appeared that most heroes voicesare higher pitched than thoseof villains (12
out of 20 cartoons), which isin accordancewith Hypothesisla. It should be noted,
however, that dl but oneof thevillainsare adults, whereas onethird of the heroes
are children, and therefore have naturdly higher-pitched voices. In order to
confirm thisfinding acoustically, it will be necessary to perform apitch anadysis
on each sample. (At thetime of writing, the pitch analysiswas not completed due
totechnicd difficulties. See Teshigawara[forthcoming] for the pitch andysis))

Auditorily, heroes voices are generdly characterized by an absence of
pharynged condtriction (dight pharynged expansionin the case of male heroes)
and a breathy voice qudity, which coincides with Hypothesis Ib. Although
Hypothesis Ib concerns only male heroes voices, breathy voiceis prevdent in
thevoicesof femaeheroesaswdl. Infour heroesfrom cartoons of the70’s, dight
or intermittent pharyngeal condtriction was observed (i.e., heroesin Battlein the
Planet, Time Bokan Series, Star Blazers, and Mazinger Z), but these samples
represent no more than one-sixth of the corpusof heroes!

Asfor theauditory characterigticsof villains voices, a mgjority (21 out of 46;
19 maesand 2 females) showed raised larynx, pharynged congtrictionand harsh
voice, which moderatdly confirmsHypothesis2. There werethree morevillains
who showed pharynged condtriction but with neutrd or low larynx height. In
addition, 11 villains (5 maesand 6 fema es) exhibited pharynged expansionwith



lowered larynx. In most cases, however, the degree of expansion seemed to
exceed acomfortablelevel and sounded forced; therefore, it seemed to bedigtinct
from the pharynged expansion that was observed in some heroes. As has been
seen, it can be said that raised larynx and pharynged congtriction go together,
whilelowered larynx and pharyngeal expansion go together, which is consistent
with the findings in Edling et d. (1994) and Eding (1999). It should also be
pointed out that males and females seemed to use different strategiesto sound
villainous: while a mgority of mae villains used pharynged congtriction
accompanied by raised larynx, a mgority of femde villains used pharynged
expansion with lowered larynx. There were a so four characters who aternated
between pharynged condriction and expansion, but again, the degree of
constriction/expansion ssemed to exceed a comfortable level. There were,
however, three femae villainswho showed neither pharynged constriction nor
expansion; therefore, their voices were virtually indistinguishablefrom those of
femae heroes. Even among villains with either dight or intermittent pharynged
constriction/expansion, thereweresomewhaose voicesdid not differ much inthis
respect from those of heroesin SalorMbon and afew other cartoons.

As illugtrated in the foregoing discussion, villains voices seem to exhibit a
wider range of deviationand greater vari ety than thoseof heroes- an observation
that i s cons stent with Hypothesis3. On thewhole, thethree hypothesesproposed
in Section 2 proved to be correct according to the auditory andyds

4.2 Acousticanalysis. Spectrographicanalysis

In order to illustratethe acoustic correlates of the range of phonatory settings
found in the samples, spectrographic images were produced for six speech
samplesof four speskers’, using the WaveSurfer programversion 1.4.6 (Sjélander
and Beskow, 2002). A window length of 172 Hz was used. Examples of modd,
harsh, and bregthy voicesare presented bdow.

Thefirst three examples (Figures 1 to 3) are from the same spesker, GHM1, a
heroof the TV seriesBaéttled thePlanet, and dl three portionsare utterancesof
thesameword /gjarakuta:/ “Gallacter” (the nameof thealien tryingto invadethe
earth). GHM1 is one of the heroes who employed a range of phonation types,
from dightly breathy to dightly harsh. Thisspeaker's norma phonatory settingis
dightly tense compared to other heroes, and he devoiced the /u/ in this
environment (between two voiceless consonants), which gppears from 0.2-0.25
seconds in Figure 1 and 0.25-0.3 seconds in Figures 2 and 3. Figure 1 is an
exampleof a modd voice, presumably expressing a neutral emotion; Figure 2is
an exampleof a harsh voicewith anger; and Figure 3 is an example of a bregthy
voicewhen the character is expressing doubt to hi nsd f.

In Figure 1, as can be seen from the colour of the spectrogram, the spectra
energy decreasesas frequency increases, a characteristicof modd voice. Verticd
striations correspondingto voca fold vibration periodscan beclearly seen, dueto



the regularity of the glottal waveform.

Figure 1 Spectrogram of GHM1’s modd voice /giarakuta:/ “Gallacter”

By contrast, inthe spectrogramof harshvoicein Figure2, vertica striationsare
not clear, due to the aperiodicity of the fundamental frequency (Laver, 1980),
especidly from 0.10-0.15 seconds, where the voice sounds harshest; strong
energy continues a high frequency areas of the spectrum. {Im this particular
gample, the voice sounds less harsh a1 the end of the word, where these Two
characterigtics are absent.) The strong high frequency energy observed in this
portion is in accordance with Scherer's (1986) predictions for the voca
characteristics of negative emations:



In Figure 3, a spectrogram of a breathy voiced portion fiom the same speaker,
the formantsare nat as pronounced as in Figure 1 (moda voice), and a generd
energy lossisobserved in the high frequency region (Laver, 1980).

Figure4 isanother exampleof breethy voice from a different speaker (IHm1).
The samecharacteristicsas observed in Figure3 (i.e., weak formants, energy loss
in the high frequency region) are more pronounced in this example.

Figure 4 Spectrogram of bresthy voice (IHm1) uttering the phrase
fu:kaiziken-wa/ "about thekidnao case”

Elo005 010 045 020 05 0D 0.5 040 045 0.0 0.5 06 0.65 0.7 0.75 0.
Findly, let us examine two examples of harsh voice with intermittent

aryepiglottic fold vibration. Both Figures 5 and 6 have relatively high energy in
the high frequency range (as a so seen in Figure 2), an acoustic characteristic of
harsh voice. In Figure 5, the secondary pulse of aryepiglottic fold vibration



occurring every other glottal period can be seen most clearly around 4 kHz from

0.16-0.20 secondsand between 3-4 kHz from 0.45-0.55 seconds; thisissimilar to
what Eslingand Edmondson (2002) describe. In Figure 5, & the bottom frequency,
the same length of presumably aryepiglottic fold vibration can be observed

(0.15-0.20 seconds; 0.50-0.55 seconds); however, these pulses double around 2
kHz, Although auditorily, the voice of this character seems higher-pitched than

some others (including TV2, whose spectrogram is shown in Figure 6), the
preliminary pitch analysis results show that thisvoice hasan averagefundamental

frequency of 110.1 Hz. Possibly, thearyepiglotticfold vibrationisso strong that it

isinterpreted asthe primary source by the acoustic analysisprogram.

Figure 5 Spectrogram of harsh voice with aryepiglottic fold vibration (AVm1)

Figure 6 isalso an example of harsh voice with aryepiglottic fold vibration;
however, in this example, the aryepiglottic fold vibration seems to be at
frequencieslower than haf the vocd fold vibration. Between approximately 0.3
and 0.4 seconds, seven or S0 secondary pulses can be observed a around 5 kHz
and above, and much finer crepe-likepulsesareobserved at lower frequencies up
to 3 kHz. According to the pitch analysis results, the primary pulses are around
200 Hz, while the secondary pulses seem to be around 50-70 Hz by estimation
(onecyele is14to 17 msee long).
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Figure6 Spectrogramof harshvoicewith aryepiglotticfold vibration(TV2: Adult
mae villain from Teshigawara [forthcoming]) uttering the phrase /naniosite/
"Whet rarevoul doing?”

5 Conclusons

In this paper, hypothesesabout the auditory and acoustic characteristicsof voices
of heroesand villainsin Japanese animation wereformulated, based on findings
from the research literature on voca cues of personality and emation. A study
using 20 TV animated cartoons was conducted. An auditory analysis using
Laver's (1980, 1994, 2000) framework was performed on the voices of 92
characters (46 heroes and 46 villains). The auditory characterigtics of heroes
voices were an absence of pharynged condgtriction (dight expansion in some
heroes) and breathy voice, which coincided with Hypotheses la and Ib. By
contrast, the main auditory characteristicsof the mgority of villains voiceswere
pharynged constrictionand harsh voice caused by tenselarynged tensionsettings,
whichwasin accordancewith Hypothesis2. However, in a mgjority of femaleand
some made villains, pharyngea expansion accompanied by lowered larynx was
observed. Hypothesis 3, which statesthat the voices of villainsare more unique
and exhibit wider variety, was also confirmed. Following the auditory andysis, a
spectrographicanalysis was performed, in which acoustic correlates of some of
the auditory characteristics mentioned above were identified; examplesof moda
voice, breethy voice, and harsh voice with aryepiglottic fold vibration were
discussed.

Based on thesefindings, Teshigawara(forthcoming) is further developing this
study to incorporatefindingsfrom avariety of disciplines, includingvoicequality
research in auditory phonetics(Eding, 2000; Laver, 1980, 1994,2000); acoustic
phonetics, and psychologica studies on voca cues of persondity and emotion
(Hecht and LaFrance, 1996; Scherer, 1986; Yamey, 1993). Aspects not covered
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in this study, such as an auditory analysisof supralaryngea settings, pitch and
vowel formant analyses, and Japaneselay peopl€e's perceptionsof thevoices, will
be discussed in the study. Careful examination of both the auditory and acoustic
characteristicsof these voiceswill result in a better understanding of the vocal
cuesto personality and emotion and vocal stereotypes. In addition, auditory and
acousticanalysesof thevoicesof villainsmay contributeto afuller understanding
of pharyngeal and related articulations, a subject which has been studied
extensively by Edling and his colleagues (Eding, 1996, 1999; Esling and
Edmondson, 2002; Edinget 4 1994).

Notes

'In thisstudy, the variety of heroic types whose voices are analyzed was limited to a prototypica
heroic type, i.e., that representing good (@.e., a champion of justice) as opposad to evil, which is
represented by Villars. (See Levi [19%8] for the types of heroic characters found in Japanese
animation.) Wier e more than one heroic character appears as a nentoer of a group and is trested
e%ually importantly in thegtory, thaseon the Sdekick Sdewer e alsoindudedin theandyss.

Hechtand LaFrance (1995) used both maeand femalespeakers, whereas Yarmey (1993) used only
maespeekers, therefore, only thefirst haf of thehypothesis,whichwasbased on Hechtand LaFrance
(1995), incdludesfemdeheroes.

*A further vocd characteristicwas found to be statistically significantin Yamey (1993)—“deep”.
However, sincet he auditory correlate of this characteristic, low pitch, canflicts with high pitch, which
wasdrawn from Hecht and LaFrance (1995), it isnotinduded in the hypothesis.

*Im addition to this condition, the following conditions were stated in the advertisement soliciting
suggestions on animation titles: heroesmust not get involved in crimind activitiessuch as theft; it is
desirablethat her ces be good-loolungand villainsnot.

)it should also be noted that of the four, the two (PHM2 and QHM2) who showed more constant
pharynged condriction, are not principal charactersint he stories.

*me specker TV2, whose spectrogram is shown in Figure 6, is from the preiminary study in
Teshigawara (forthcoming).
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The Acquisition of Cliticsin Greek: a
Phonologica Perspective

Marina Tzakosta
ULCL/HIL, TheNetherlands

1. Introduction

Thispaper deal swith thephonol ogica aspectsof the acquisitionof cliticsin Greek.
Theproblemsrelated to thistopicare a) whether we can accountfor theemergence
of singleencliticsand procliticsand clitic pairson purely phonologica grounds, b)
whether children favor unmarked structures, that is, singleclitics, over marked
ones, i.e. clitic pairs and, findly, ¢) if children exhibit distinct developmental
stages. An issue emerging from the above is whether the representation of single
clitics and clitic pairs provides evidence for the existence of the clitic group in
Greek child language (Hayes 1984, 1989, Nespor and Vogel 1986).

2. Theoretical Preliminaries

Cliticscan be considered to bewesk elementsdrawn from thenon-lexical* (closed)
classesof pronouns, prepositionsand grammatical particles. Theexamplesof Dutch
cliticsin (1) demonstratethat in the case of pronominal cliticsthe weak formsare
preferredover thestrong ones. Cliticsare dwaysdependenton theword that hosts
them. The English examples in (2) indicate that this dependence is not only
structural, but also influences the phonologica status of the clitic. Clitics are,
furthermore, considered to befailingto recelvestress, because they areinherently
unstressed (cf. Kenstowicz 194" Finaly, cliticsare normally monosyllabic. In
termsof Phonology, what i sgenerallyassumedby cliticizationistheadjunction of
floating clitic syllablesto higher prosodi cstructureby stray syllableadjunctiontoa
nei ghboring phonol ogical word (Berendsen 1986).

(1) aJevergistje/ *jou — [ja veryist ja] 'you're making a mistake
b. Schaamje/ *jou — ['sxa:m ja] ‘shame on you'
(examplesfrom Booij 1996)

(2) aJack'safool — [dyaks], =[dsakz]
b. Ray'safool - [reiz], *[reis]  (examplesfrom Klavans 1985)
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In her definition of prosodicclitics, Selkirk (1995,1996) arguesthat they are
morphosyntacticwordsthat are not themsaves PWds. She assumesthat prosodic
cliticsfall into threemgjor categories, free, internal, and affixd clitics, depending
on their phonol ogical representation, asis shown in (3).

(€) (i) freecliticsfne (lex) pwa) prs
(i) interna clitics ((frc 1 Q) pwd pes
(iii) affixal clitics(fne (lex) pl pua! pea

In addition, alot of debate hasbeen going on among theoreticians, who argue
for or againgt the existence of the so-called Clitic Group (hereafter CG) as a
separate layer in the prosodic hierarchy. Accordingto the supporters of the CG,
cliticsshould not beforcedin either of the categoriesof the phonol ogical wordsand
phonol ogical phrases(Nespor and Vogel 1986, hereafter N&V). N&V (1986) claim
that the GG should be thefirst phonological constituent abovethe prosodic/phono-
logicd word. Asaresult, thedifferencebetweentheProsodichierarchy that Selkirk
(1995,1996, among others) proposesand theone proposed by N&V istheaddition
of the CG tier, asisshown in (4).

(4)  a Selkirk 1995, 1996 b. Nespor and Vogel 1986
Utt Utterance Ph. Utt. Phonologica Utterance
IP Intonational Phrase IP Intonational Phrase
PPh phonological phrase Ph Phonologica phrase
PWd Prosodic word CG CliticGroup
Ft Foot PWd  Prosodic Word
o syllable Ft Foot

o syllable

Researcherswho arguefor the existence of the CG rely on phonological pro-
cessesthat take placewithinits domain, such asstress readjustmentin Hungarian’
(Vogel 1990) (see(6)), vowel ddetion and s, z-palatalizationin English (see (7)),
a) stressreadjustment, b) vowe deletion in word edges, ¢) assimilatory processes,
and d) nasal deletionin Greek (see(8a,b,c,d respectively) (Hayes1984, NV 1986).

(6) aaz'egyetern  'the university'
b. 'gabor meg ‘and Gabor’

(7)  alloraz *fadou/ — [lora3 Jadou] 'Laura's shadow'
(fast or Soppy speech)

(8) a /ayorase to/— [dyora'seto] “buy-2"C 5GP, it
b. /to ‘exo/—> ['tox0] 'it have-15",5G, FRES MD
c. /o0 'kosrnos mu'— [0 'kosmozmu] ‘word- NOM SG. MASC.my"



d. /tin ‘vlepo/— [ti 'vlepo] 'her see 157, sG. PRES. IND.’

Other researchersreject the existence of the CG and suggest that clitics are
incorporated into or are adjoined to a neighboring prosodic word, or are incor-
porated into other categoriesof the prosodic hierarchy dependingon the language's
requirements. In such proposas, there is no need for the CG (Selkirk 1995,
Berendsen 1986, Zec and Inkelas 1992, Booij 1996, Peperkamp 1997).

In this paper we will only ded with pronomind clitics, both single (see (8a),
(8b), (8d)) and clitic pairs(see 10). Theseclitics are weak/ short forms of the 1%,
2™, 3" g5, and pl. personal pronouns, which encodefeaturesof direct (accus) and
indirect (GEN) object.®

9 SGGEN nmu 'me PLGEN mas 'us
su 'you' sas 'you'
tu/tis/tu 'him' tus 'them'

SGACC me 'me PLACC mas 'uUs
se 'you' sas 'you'
ton/tin/to ‘him/her/it’ tusfiis 7 ‘them’

tes/ta

(10) a. /Bjavase mu to/— [‘djava'semuto], [Fjava'setomu],
[Bjava'stomu]ppwn ‘read-2"" 56,84, ME-IT' Or
‘read-2" 5GP, I T-ME.’
b. /mas to 'eBose/ — [mas to ‘eBose], [mas 'tobose]
*us-them-cook-3"" S0_PRES.IND.”

3. Theevidencefrom child data

Thedata used for thisstudy comefrom6 children, 3 maleand 3 female. They come
from two corpuses, the corpus collected by M. Tzakosta and by E. Metaxaki
respectively. They aretranscribedintothe P A and they arecurrently classifiedinto
aformal database(University of Leiden Centrefor Linguistics). Theperiod during
which thedatawerecollectedfor each child isindicated by the children's ageat the
first and last session, next to their namesin (11).

(11)  Melitini’ - 1:07.05-2:04.27
Bebis1 : 1;09.22-2;10.23
Bebis2 : 1;10-2;01.05
Felina - 1;11.07-3;09.19
Dionisis :2;01-2;09

Marilia 1 2:07.06-3:05.23



Before we go into the general observationsof the data, we find it essential to
briefly report on the basic characteristicsof the accentual system of Greek in
general and Greek child languagein particular. Greek i saquantity insensitive left-
headed (trochai c) language, which buil dsitstrocheesfrom right toleft. Word stress
on theright edgeof theword (End Rule Right). Thereisno overt foot iterationto
the left in the lexical component of Standard Greek. Even in derivation and
compoundingtherightmoststresssurvives. Extrametricality isobservedat theright
edgeof theword. (see Drachman and Malikouti-Drachman 1999, Revithiadou1999
and more referencestherein).

With respecttoclitics, procliticsoccurin finiteenvironments(pre-verbally) and
encliticsemergein non-finiteenvironments(post-verbally). According to Drach-
man and Madlikouti-Drachman (1999), proclitics, as pre-stressed syllables, are
metrified post-lexicallyand get only rhythmicstress, whereasencliticsfall within
the right-edgetrisyllabic window and, consequently, the addition of stress, dueto
window violations, affects them. Drachman and Madikouti-Drachman (1999)
assumethat Greek cliticsare bound affixesfunctioningaseither possessiveswith
noun hosts, as direct or indirect object pronominals with verb hosts, or indirect
object pronominas with adverb hosts.

Greek children's earlier productions, on the other hand, make broad use of the
Minimal Word Template, which hasbeen proven to beveryimportant for Prosodic-
Morphologica phenomenafor both adult and child language(McCarthy and Prince
1990 for adult language, Demuth 1995, Demuth and Fee 1992, Pater 1998, for
English child language, Fikkert 1994, for Dutch child language, Kappa 2000,
Tzakosta 2000a, b, for Greek child language). While Kappa has argued for a
trochaicMinima Word Templatein Greek childlanguage, wehaveargued (2000a,
b) for a less drict trochaic Minimal Word template, smply, because the high
percentage of disyllabic word minima stressed on the final syllable cannot be
accounted for by means of a trochaic minimal word (see Pater 1998, for a com-
parableanalysison Englishchild lamguage1.” In thispaper, wewill further consider
(OV(C).(C)V(C) words stressed on either theinitial or the final syllable, to be
minimal words, given the fact that Greek is aquantity insensitive language.

3.1. Data and genera observations

The mgjor data observationsare the following:

1. Enclitics are thefirst clitics that emergeand are the 'favorite' cliticsin child
language. Proclitics appear |ater than enclitics.” The reason for thisisthat single
encliticsare post-stressel ementsand they easily becomepart of theminimal word
(as defined abovefor Greek) produced, asis shown in (12). In (12a-c) a word +
enclitic form that can appear as either fused or not fused in the adult form (thisis
indicated by the parenthesi zedsegment) is sel ected to be produced asfused in the
children's production. The examplesin (12d-f) below indicate that the clitics



(which arein bold in all examples) are fully footed. This shows, that children do
not treat clitics imply as extrametrical syllables.

(12 a Soos{eimw'— ['8o.sem)], [To.bu], [So.mu

‘give-2"" 5G.np. ME"
b. Stos{e mw'— [0, Hmu) “give-2"C 56 E, [T’
c./vyal(e)to/— ['vya.to] 'take out-2"" s0.MF, 1T’
d. /par(e)ti(n)/— [(pa.ti)], [(pa.ti).ne] ‘take-2"" 56 par. HER'
e Siasie b= [eujo.to])] ‘give-2"C 56 e, | T
f. /par(e)to/— [(‘pa.to).no] “take-2"" sG.MP, | T'
g. /ti 'vazo/—> ['va.zo] 1T put-157 56, prES. D,
h. /8a to 'paro/— [pa.ro] 'IT take-157.SG.FUT.IND.

With respect to clitic pairs, there a so cases, where one of the members of the
clitic pair is word interna and not adjoined to the phonological word. Thisis a
characteristicof both adult and child languagein Greek, as shownin (13).

(13) a /tose'mu-tin/— [['n‘m.mu.!lu sk Jpret
'give-2™.5G.IMP. ME-HER'
b. 760se'mu-to/—> [0 |yt ] e, (1000 ] Mg
'give-2"".sG.Mp. ME-IT’

2. Enclitics (and sometimes proclitics, as will be shown by the statisticstables
below) are word internal (examplesin (12) aboveand (14a-c) below).

(14) a /to ‘(e)xo/— [to.co] “IT-have-1%" 50 PRES.IND”
b. /tin *(e)vales/—> [ti.va.le6] 'HER- put-2"" 56 PAST.IND"
C. /to '(e)kane/— [to.ka], [t0 ‘e.ka] ‘IT-do-3*" pasT.IvD’

In (14a,b) and thefirst case of ¢. theclitics are word internal and they attract
stress. Still, | follow other researchers in arguing that clitics are not inherently
stressed. Rather, they attract stress at a post-lexica level (cf. Berendsen 1986,
Malikouti-Drachman and Drachman 1991).

3. Proclitics become more frequent when a. tenses (i.e. finiteness) and the sub-
junctive (i.e. mood) start being acquired® (see examplesin (14) above and (15)
below) as well as when b. they undergofusion, that is, when they become part of
theminimal word or thefoot (seeexamplesin (13) aboveand (16) below). In (15)
e. and (16) cliticsare part of the reduplicated forms produced.

(15) a/na to ‘parume/— [to 'palu.me] ‘IT-take-1"" 56 FRES.SUBY
b. /fa to ayoraso/— [to.yo.la.co] *IT-buy-1%" s FUT.IND’



4. Justlikesingleencliticsarethefirst toemerge, enclitic pairsarealsothefirst to
emergeand they become morefrequent.

(17) a /paremu-to/— ['pa.le. mu.to}, ['pa.le.'to.mu]
'take from-2" 56, ME-IT'
b. /8ose'mu-to/— [Go.mu.to], [To.c¢e.'mu.to], [10.6e. mu.to],
[0 Be. muto], [toto.ma] ‘give-2"C s6.map, ME-IT'

C. /na tis ta "fioso'— [na ti 'Go.co]

'HER-THEM give-17" 6. rasT SUBT
d. /mu to 'pire/— [mu to ‘pi.re]

'ME-IT takefrom-3*" s0.pasT. D’

Thisleadsusto assumethat theemergenceof cliticsisrelated to theasymmetry
of theleft and right edge and the misalignment of proclitics, both singleand pairs.
Weconsider the right edgeto befar moreunmarkedin child language comparedto
theleft edge. Post-verbad cliticsshow much moreflexibility with respect to their
position compared to pre-verbal clitics (see examplesin 12, 13), they are more
frequent and appear in many different ways, for example, they undergo fusion or
secondary stressis developed (18) in order to be fully footed, stress readjustment
takes place correctly at later stages of development (19), they are preferred over
pre-verba clitics, evenin caseswherecliticsshould appesar in pre-verba position
(20). Finally, they emergefirst.

(18) /maze'pseta/— ['ma.ze.'tse.ta] ‘pick up-2"" sG.0ip. THEM'

(19) a /ftcakse to/—> ['ca.ce.to], [te.pe.ce.to] ‘FIN-2" sc.mr. I T’
b. Mval{e)tin/— [valetine] put in-2" 5GP, HER’

(20) a /8a to'vyalo/— [ya.lo.to) 'take out-1°".SG.FUT.IND. | T"
b. /fa to 'valo/— ['va.lo:to] “put-17T s Furrmp, I T'

5. The above findings, especially the fact that clitics are nicely incorporated or
adjoined to the prosodicword, lead meto assumethat therei sno necessity whatso-
ever to assumethe existenceof the CG in Greek. More evidencewill be provided
by my Optimality Theoretic analysis.



32 Percentages

In thenext section wewill providesupport for theaboveobservationintermsofthe
percentagesthat childrenexhibitin their productionsof clitics. In Table 1 the per-
centagesof productionand deletionof singleencliticsaregiven. What i sobserved
isthat the percentageof singleencliticspreservationis very high for al children.
Bebis 2, who is one of the youngest children, exhibitsfull production of single
enclitics. Table 1 should be compared with Table 2, which showsthe percentages
of singleprocliticsdel etion. Itisworth mentioning that, whilethenumberof tokens
for proclitics present in the data is higher than that of single enclitics, their
percentage of preservation is lower and the percentage of deletion is higher
comparedto thenumbersfor singleendlitics. Thisletsusarguethat singleenclitics
arethefirst to emergeand consequently the moreunmarked structures. Weassume
that the number of tokensfor singleencliticsislower only becausewe started our
recordings during the stage that proclitics started being produced more often.
Consequently, we believe that there is a stage earlier than those existing in our
recordings, wheredll children produced only singleenclitics.

Table 1 Singleenclitics

In table 3 the percentagesof the emergenceof fused single encliticsand pro-
cliticsaregiven. Aswe can seethe percentagesare very high for both categories,
except for Bebis1 fused encliticsproductions. Thisisfurther evidencefor thefact
that enclitics, but especially procliticsstart being produced properlyaslong asthey
fall withinthetemplaticlimitsposed by Phonology (minima prosodicwords). This



also indicatesthat it does not take only tenses being acquired for proclitics to be
produced. Phonol ogy clearly outrankssyntax.

Table3 Fused singleclitics
FUSED ENCL. FUSED PROCL.

Mélitini (68.75%) (78.46%)
Behis1 (36.58%) (79.72%)
Behis2 (100%)

Felina (86.20%) (33.33%)
Dionisis (60.86%) (49.05%)
Marilia (7 1.42%) (86.04%)

In tables 4 and 5 we provide the percentages for the emergenceand deletion of
enclitics and procliticspairs. We observe that enclitics pairs are fully produced,
whereas enclitic pairs show some deletion. This supports the idea that enclitics,
both singleand pairs, are producedfirst and, asa result, unmarked, while proclitics,
both singleand pairs, are acquired later and are moremarked structurescompared
to enclitics.

Table5 vroclitic pairs

Intables6 and 7 thetotd percentagesof production and deletion of all categoriesof
clitics are shown.



(13,92%) | (76,71%) | (2,70%) | (1,45%)
Dionisis | 23(9,87%) 205 1 4 233 (100%)
(87,98%) | (0,42%) | (1,71%)
Marilia 38 38(47,50%) - 4(5%) | 80(100%)
(47,50%)

Table7 Total (deletion)

3.3. Developmental stages

Theabovelead us establish 3 developmental stagesin the acquisition of cliticsin
Greek. Theagesin parenthesisare not indicativeof theagesthat the acquisition of
clitics coversin general, but only of the mean age of the children under investi-
gation.

stage 1: single enclitics emerge, no proclitics. Instances of enclitics instead of
procliticsbut never vice versa(1;07.05-1;10)

stage 2: single proclitics and enclitic pairs are produced, stress retraction takes
place(1;10-2;07)

stage3: encliticsand proclitics, both singleand pairsemerge. Stressreadjustment
takes place correctly (after 2;06)



Given the widely hed assumption that the input to the childrenis the output
adult form, we providetheinput representation of cliticsto children, i.e, the adult
form, in (21) below. Thefina representation (21.d.b) isnot found in our data. This
indicates the fact that this representation is the most marked for children to
perceive.

(21) a Singleenclitics

b. PRWD
Veb d
verb cl (affixal) (wordinternal)
b. Singleproclitics
a PRWD b. PRWD

/ 2 verb cl
¢l Vi ixal proclitic) (internal proclitic)

c. encliticpars

b. PRWD
verb cl+ecl verb d cl
(adjoined cl. clitics) (part of theclusteris

word internal)

d. procliticpairs
a PRWD b. PRWD

(adjoined cl.clitics) (part of the cluster = internal)



4. OT analysis

Within &¥T%, the proy congtraintsare a. thosemainly known as constraintson
prosodic domination’, b. aignment constraints, ¢. other well-formedness con-
gtraints. The constraintsinvolved in our andysisare:

EXH

NONREC

MINWD = (C)V(CYC)V(C) constructions

ALIGN-CL-L/R': The I€ft (right) edge of clitics coincideswith the Ieft

(right) edge of the PWd.
INTEGRITY: no part of the word (PWd) isdeleted
FAITH CLITICS: (en/pro)clitics in theinput also surfacein the output

4.1. Developmental stages and OT analysis

Given the developmental stages discussed above, the relevant constraint rankings
are thefollowing:

Stagel
monosyllabicencliticsemerge, but no proclitics. Rare substitutionof encliticsfor
proclitics.

MINWD, FAITH(clitic), ALIGN-CL-R>>EXH, NONREC>>ALIGN-CL-L |
>>INTEGRITY

Under thisconstraintrankingand given aninput, such as/fisein, the possible
candidates can be a) [l"!'!".l..'.r.'lpwn[l:l]ru.jl b) [II'I'I.'l.[--'\.'I]I--|.|.:‘;I and C) [.I:'D.?:I:'.['.'l]pwn. The
winner is candidate b), since it satisfies al constraints of the higher stratum.
Candidatesa) and c) crucialy violatethe constraint that requiresword minimality.
For the same reason, given the input /6a to ‘paro/, and the possible candidates @)
[Ba to*paro] pwm, and b) ['palo] swr. the loser is candidate a), because it fataly
violatesword minimality and alignment of the clitic to the right of the prosodic
word. The preference for enclitics, even when the input requires proclitics, is,
again, satisfied by the sameranking in thisfirst stage of devel opment. As aresult,
given an input /0a to 'vyalo/ and the candidatesa) [[to ['yalo] pwrlewn, and b)
['valoto] swn the correct output is b).

Stage 2
Single procliticsand enclitic pairs are produced, stress retraction takes place.

MINWD, FAITH (clitic), ALIGN-CL-R, ALIGN-CL-L>>EXH, NONREC,
INTEGRITY

At this stage, procliticsstart being produced. Consequently the constraint re-
quiring alignment of theclitic to theleft of the PRWD is promoted. In the case of
the acquisition of clitics we can hardly have an analysis in terms of constraint



demotion, since both encliticsand procliticsare produced. Both ALIGN-CL-L and
ALIGN-CL-Rareranked in the higher stratum. Theconstraint on word minimality is
till highly ranked. Asaresult, procliticsare produced as long as they are part of
minimal prosodicword. Thisisa condition that phonologyimposes. For example,
in the caseof theinput /to ‘exo/ and the possibleoutput candidatesa) [toc] pwn, b)
[[to [@xodpwn] pwp, aNd C) [tO'exo]ewn, the winner is @). The violation of
congtraints,such asl NTEGR TYisnot fatal, since these constraintsarel ower ranked.
The same happens with an input Ime‘dagose/ and the candidates a)
[me ‘BagaseJpwn, and b) [me:golpwn. Thewinnerisb).

Stage 3
Enclitics and praoclitics, both single and clitic pairs emerge. Stress readjustment
takes place correctly.

ALIGN-CL-L, ALIGN-CL-R, FAITH(clitic), INTEGRITY>>EXH, NONREC,
MINWD

Sinceall kind of clitics, enclitics, proclitics,singleand pairs areproducedin this
stage, weassumethat all ALIGN constraintsare promoted in the higher stratum.
Given an input /pare, muto/ and the candidates @) [pale,tomu] pwp, D)
['pale, mutalpsm, and c) [patolwn, @) and b) areequally correct outputs, sincethey
violate only the congtraint on word rninimaity. C) loses becauseit violates the
highly ranked constrainton INTEGRITY . In another exampl e, for aninput such as
/6a mu to'Bosis/ and the possible outputs @) [[e mu to [Tiofif] pwr] pwp, D)
A [to mu [Tofif]pwn] swn,and C) [To8ifl] pwp, thecorrect outputisa). b) could also
be awinner given phonol ogical constraints, but thisoutput i sungrammatical onthe
basisof other syntactic congtraints.

With respect to the CG, the representationsthat we have provided and the
possibleOT candidatesdemonstratethat thereisno necessity for aCG. Especidly
in terms of OT, we can perfectly account for the data without making use of a
specia congtraintrefemng to the CG. Moreover, theadditionlintroductionof anew
constraintwould not be economical for thetheory, especially sincethegiventools
are enough and precisefor aphonological account of clitics (see aso Peperkamp
1997, Drachman and Mdikouti-Drachman 1999, Revithiadou 2002).

5. Conclusions

The above findings verify an enclitics — proclitics asymmetry, which was aso
exploredfor adult Greek (Revithiadou 2002). Enclitics,bothsingleand clusters,are
thefavoritecliticsof childrenacquiring Greek. Thisconclusionisfurther supported
by the higher percentageof enclitic production and retention, their flexibility with
respect to their position and their phonological coherence. It is never the casethat
enclitics are phonologically less coherent than proclitics within a language




according to Peperkamp (1997). Singlecliticsare produced beforeclitic pairs. In
that case, enclitic pairs comefirgt.

Given the phonological representationsproposed above (see 21), there is ho
evidencefor thetheoretical necessity of the CG. The processessuggested by N&V
(1986) are not enough evidencefor the CG. Asymmetries between proclisis and
enclisis provideadditiona evidenceagainst the clitic group (see a so Peperkamp
1997). We can rather talk about cliticsintegratedinto the PWDs.

Internsof OT, developmental stagesin theacquisition of cliticsarerepresented
by the parallel (de)activation of congtraints, for exampletheconstraint ALIGN-CL-
Risdeactivatedwhen procliticsareassessed, and by meansof constraint promotion
rather than constraint demotion. Constraint demotion cannot account for the
simultaneousemergenceof marked and unmarked structures. Constraint promotion
would rather bethe meansto anadyzesuch patterns(seeBernhardtand Stemberger
1998 for acomparableanalysis).

We believeto have adequatel y showed that Phonol ogytotal |y outranks Syntax
in first stages of language development (contra Golston 1995, who argues that
‘prosody choosesbetweenstructureswhich areequally well-formed syntactically'
(p. 343), but in linewith Boskovié 2001). The acquisition of cliticsin Greekisan
instance of prosodic bootstrapping becauseit providesfurther evidenceabout the
role of prosody in the acquisition of syntacticstructures(seeDemuth et al. (2000)
for an account of object dlipsisin Sesotho).
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Notes

1. Thereis a long ongoing debate with respect to the status of cliticsin Greek.
Joseph (1988) and Condoravdi and Kiparsky (2001) assumethét cliticsareaffixes.
Condoravdi and Kiparsky (2001) further assume clitics to be lexica in certain
Western Greek dialects. See also Drachman and Malikouti and Drachman (1999)
for thesameissue.

2. SeeMdlikouti-Drachmanand Drachman (1991) for acyclicaccount of the Greek
clitic stress.

3. Vogel (1990) claimsthat primary stressis assignedin adomain larger than the
phonol ogica word and smaller than the phonologica phrase. Primary stressaway's
fallson the first syllable in Hungarian. When clitics are present, however, the



primary stressis on thefirst syllable of the lexical item; only one primary stress
surfaces.
4. For moredetail son week syllableomissions, anissue related to cliticomission,
see Gerken 1991, 1994, Gerken, Landau and Remez 1990, Gerken and McIntosh
1993, Carter and Gerken 1998, Carter 1999. Neverthel ess, theabovestudiesare not
directly related to the present one, becausethey do not refer to pronominal clitics
but mainly to subject and articleomissionsin English.
5. Thedataof Mdlitini, Bebis2, Dionisisand Marilia comefromTzakosta’s corpus,
whereas thedata of Bebis 1 and Felinacome from Metaxaki’s corpus.
6. Assoon as Greek children encounter words stressed on the final syllablethey
keep the stress on thefinal syllablein their truncated forms. For amore detailed
account see Tzakosta(in prep.).
7. Marinis (2000) argues that enclitics appear the same period with procliticsin
Greek child language.
8. Baskovid 2001 for arelevantdiscussion on thesyntax-phonologyinterfaceof the
clitic pogition.
9. For OT anayses of clitics see also Anderson 1996, 2000, Billings 2002,
Legendre 2000, O’Connor 2002, Revithiadou 2002.
10. The congtraints on Prosodic Domination are those defining the relations
between the different layersof the unitsof the Prosodic Hierarchy, namely:

0) Layeredness= No C' dominatesa C, j>i gno adominatesa Ft),

(ii) Headedness= any C' must dominateaC*' (except if C'=a) (A

PWd must dominatea Ft)
(iii) Exhaustivity= No C' immediately dominatesa constituent C, j<i-1
(No PWd immediately dominatesa Ft)

XV Nonrecursivity = No C' dominatesC/, j=i (No Ft dominatesa Ft)
11. Anderson (1996, 2000), and Legendre (2000) have introduced the use of
alignment congtraintsin their analysesof clitics.
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Fall-Rise, Topic, and Speaker

. *
Noncommitment
Lynsey Wolter
University of California, Santa Cruz

1 Introduction

Recent work on information structure and dynamic semantics has inspired new
interest in old puzzles about the interpretation of intonation. In genera, this
work has followed two paths. One approach, building on the information
packaging literature, explores the way that prosody, syntax and semantics
interact to give rise to a representation that is more fine-grained than a
proposition. This fine-grained representation is then linked to pragmatic factors
(see, e.g., Biiring 1997,2000, Steedman 2000; classic work includes Jackendoff
1972)) The other approach explores direct links between prosody and
pragmatics, most commonly by identifying particular speaker attitudesor speech
acts with intonational contours or parts of contours (see, e.g., Pierrehumbert &
Hirschberg 1990, Bartels 1997, Gunlogson 2001, and, arguably, Schwarzschild
1999). Although the two approachesare compatible in principle, often it's not
clear whether a particular phenomenon is best characterized with the mediation
of information structure or as a direct prosody-pragmatics relationship.
Determiningthisis one of the' big questions™ in the study of intonation.

This paper addresses one aspect of this larger issue by focusing on the
interpretation of the so-called "' fdl-rise contour on English declaratives. Recent
research has identified the pitch accents of the fdl-rise contour with a category
of information structure called "(contrastive) topic" (Biiring 1997, 2000) or
"theme" (Steedman 2000). The aim of this paper is to show that it is also
worthwhileto consider the direct relation of thefal-rise contour to pragmatics.

My proposal capturesthe distribution of the contour in terms of a condition on
the context, without referenceto ,informationpackaging. After considering the
distributionof fall-risein responses to interrogatives and declaratives, | develop
a unified analysis of these facts that claims, intuitively speaking, that fall-rise
intonation indicates a failure to resolve an issue. This anaysis is quite simple
and intuitively plausible, demonstrating that an investigation of direct
relationships between prosody and pragmatics can lead to insights that
complementthe results of work on information structure.



The contour usualy called “fall-rise” actually consists of a rise-fal-rise
between the nuclear accent and the end of the intonational phrase, and includes
the two contours notated as L*+H LH% and L+H* LH% in the Pierrehumbert
system (Ladd 1980, Ward & Hirschberg 1985, Steedman 2001). In many
contexts either fall-rise or the falling contour is possible, with clear differences
in interpretation. For example, if B’s responsein (1) bears the falling contour it
is taken as a complete direct answer, while if it bears the fall-rise contour it is
taken asa partial answer.

(1) A Whocametotheparty?
B: VeRONica did.

There are environments, however, where just one of the contoursis possibleon
adeclarative. For example, in (2) below fall-rise isimpossible on B’s response.

(2)  A:Johnatesomeof the cookies.
B: Johnate MANY of the cookies. (*fall-rise(henceforth FR))

Section 2 of the paper investigatesthe distribution of the fall-rise contour. The
observationsin section 2 motivate the analysis developed in section 3, which
draws on recent work in dynamic semantics by Groenendijk (1999) and
Gunlogson (2001).

2 TheDistribution of Fall-Rise

Fall-risecannot be used out of the blue— there must be some prior context. It is
infelicitousfor a speaker to walk into aroom and suddenly produce (3) with fall-
rise intonation. However, the context supporting fall-rise need not be linguistic,
as demonstrated in (4), an example suggested to me by Ken Safir.

(3) It's RAINing. (*FR)

(4) [A and B areinan elevator, waitingto go to the 19™ floor. C entersand
pushes buttons1-20. B grimacesat A in disgust.]
A: Well, were getting off at ONE of thosefloors.

Fdl-rise is not particularly good on the last move in a discourse either. If the
discoursein (4) ends after B’s utterance, we have the impression that something
is left unresolved. This intuition is supported by the fact that fall-rise is
acceptableon partial answers but not on completedirect answers. after a partial
answer we expect further discussion but after a complete answer the discourse
can presumably end.



Two obvious questions arise from the observation that fall-rise can be used
neither discourse-initially nor discourse-finaly: what contexts license the
subsequent use of fall-rise, and what must remain unresolved followingits use?

21 Licensing Fall-Rise

Although some analyses of fall-rise (Ward & Hirschberg 1985) and "topic™
pitch accents (Bitring 1997, 2000) have focused solely on the use of fall-risein
guestion-answer contexts, it is important to note that fall-rise is licensed after
either an interrogativeor a declarative. Below, we see that fall-rise is possible
following a constituent or aternativequestion, as in {5}, a polar question, asin
(6), or an it-cleft or sentencewith only, asin (7).

(5) A: Who read the book?/Did Veronicaread the book or did Robin?
B: VeRONicadid.

(6) A: Did Robin read the book?
B: VeRONicadid.

7 A: It was Robin who read the book./Only Robin read the book.
B: VeRONicaalso read the book.

The one context in which fal-rise is not obviously licensed is immediately
followingaplain falling declarative, asin (8) below.

(8)  A: Robinistakingtheseminar.
B: VeRONicaistaking the seminar. (??FR)

However, with minimal support, this use of fal-rise is acceptable to most
speakers.

9 A: Robin istaking the seminar.
B: No, she's not, but VeRONicais taking the seminar.
B Yes, sheis, and VeRONicaistaking the seminar (too).

In (9), B corrects A's assertion, while B' adds to the information given by A.
Notice that in (8) B's response could be taken either as a correction or as an
additionto A's assertion. | will assume that the infelicity of (8) isdueto the fact
that it's not clear whether to take B’s responseas a correction or as an addition.
Given this assumption, we can conclude that fall-rise is potentialy licensed
following any declarative — that is, the syntactic structure of the utterance
preceding a declarative bearing fall-rise does not appear to be relevant for the
licensing of the contour.



2.2 Scalar Effects

Although we have seen discourse fragments in which fall-rise is licensed after
utterances of various syntactic types, the use of the contour is not entirely
unconstrained. In question-answer contexts, we have seen that fall-riseis limited
to partial and indirect answers. The distribution of the contour in all-declarative
contexts can be clarified by considering the interaction of fal-rise with scalar
semantics.

Let's consider the use of fall-rise on declaratives where the item bearing the
pitch accent expresses a degree or extent on ascale. Below, we seethat (10B) is
acceptable with fdl-rise, but (11B) is not. In each case, B's response is
acceptablewith falling intonation.

(10)  A: John ate many of the cookies.
B: John ate SOME of the cookies.
(11)  A: John atesomeof the cookies.
B: John ate MANY of the cookies. (*FR)

In (10), B's response expresses a lower degree or extent on the relevant scale
than A's assertion, whilein (11) the degree or extent is increased. It seems, then,
that the degree expressed by a declarative bearing fal-rise must be lower than
the degree expressed in the previousmave.” But not too much lower: a response
that changes the polarity of the previous scalar item cannot bear fal-rise, as
shown in (12). A response expressing the endpoint of a scale also cannot bear
fall-rise, asshownin (13).

(12) A John ate some of the cookies.
B: John ate FEW of the cookies. (*FR)
(13) A: John ate few of the cookies.
B: John ate NONE of the cookies. (*FR)

Thesefacts suggest that fall-riseis subject to the requirement stated below.
(14) The Nonentallment Condition: Following a declarative with
propositional content p, fall-rise is licensed on a declarative whose
content does not entail either p or —p.

On theface of it, this generalization is challenged by the acceptability of fall-rise
on responsesthat are word-for-wordrepetitionsof the previousstatement:

(15) A: Themoviewasgood.
B: (Yes), the movie was GOOD.
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The content of B's responsein (15) clearly entailsthe content of A's statement,
but fall-rise is acceptable. However, notice that good is a vague item, and B's
response intuitively conveys some doubt about just how good the movie was.
Perhapsthisresponseis possible with fal-rise because good can be coerced to a
dlightly lower degree than usual, so that the Nonentailment Condition is in fact
met. In fact, if the pitch accent of fall-rise occurs on a scalar item that is not
vague, word-for-wordrepetitionis not acceptable.

(16) A: That movie wasthe best.
B: (Yes), that moviewasthe BEST. (*FR)

A similar problem arises with responses that contradict the previous statement
by changingjust the polarity, such as(17) below.

(17)  A: Themoviewasgood.
B: (No), the movie wasn't GOOD.?

Although it seems equally plausible in (15) and (17) to assume that the
Nonentailment Condition is met by coercing the vague scalar element to a
degree other than the default, contradictions involving non-vague scalar
elements unexpectedly appear to be acceptable with fall-rise:

(18) A: That movie wasthe best.
B: (No), that moviewasn't the BEST. (...But it was pretty good.)

This brings us to the second factor that arguably obscures the Nonentailment
Condition: fall-rise can be quite difficult to distinguish from the ' Contradiction
Contour," first described in Liberman and Sag 1974. The consensus from
subsequent work on this contour is that it consists of a low pitch accent and a
final rise, that is, it is transcribed as L* LH% in the Pierrehumbert system. (See
Ladd 1980 for reasons to distinguish the " Contradiction Contour” from fall-
rise) Thereis certainly room for experimental work to determine if and when
fall-rise can be used on contradictions, but this is beyond the scope of the
present paper, and | will disregard contradictions henceforth.

We can conclude, in spite of the apparent problems raised by contradictions
and word-for-word repetitions, that in all-declarative contextsthe use of fall-rise
is subject to the Nonentailrnent Condition.

23 Fal-Riseand Exhaustivity
Fall-rise cannot occur in the same utterance with the operatorsonly and alone or

with it-clefts, all of which requirean exhaugtive interpretation(E. Kiss 1998). In
(20-22) below, responsesto (19), only falling intonationisfdicitous.



(19) (John solvedthe problem.)

(20)  Only VeRONicasolved the problem. (*FR)

(21) VeRONicaalonesolved the problem. (*FR)

(22) It wasVeRONicawho solved the problem. (*FR)

On the other hand, fall-rise can cooccur with the operatorsalso and too, which
do not involve exhaustivity; both of the falling and fal-rise contours are
acceptableon (24-25) below.

(23)  (John solved the problem.)
(24) VeRONicaalso solved the problem.
(25) VeRONicasolvedthe problem, TOO.

These facts follow from what we have seen so far about the distribution of fall-
rise. In question-answer contexts, it is unlikely that a construction requiring an
exhaustivereading, if it isarelevant responseat al, will be anythiig other than
acompleteanswer. (I assume a separate principle of relevance.) Sincefall-riseis
licensed only on partial and indirect responses in question-answer contexts, we
do not expect fall-rise to be licensed on a statement with an exhaustive reading.
Likewise, in dl-declarative contexts we have seen that fall-rise is subject to the
Nonentailment Condition. But a declarative with an exhaustive reading can
hardly fail to entail either the content of the previous statement or its negation, if
the two declaratives are related. Once again, declaratives with an exhaustive
interpretation do not occur in contextsin which FR islicensed.

24 Interim Summary

In this section we have seen that the distribution of fall-rise can be captured with
two conditionson the context. In question-answer contexts, fall-riseis limited to
partial and incomplete answers, and in al-declarative contexts, fal-rise is
subject to the Nonentailment Condition. In fact, if we take a completeanswer to
entail the corresponding question (as in, e.g., Groenendijk & Stokhof 1994),
then the Nonentailment Condition captures the distribution of fall-rise in al
contexts. The Nonentailment Condition on fall-rise is a natural candidate for a
dynamic treatment, since it is a condition on the state of the context. The next
section devel opsa dynamicanalysisof the interpretation of fall-rise based on the
observationsof thissection.



3 A Dynamic Approach to Fall-Rise
3.10n Fall-Risein Question-Answer Contexts

In order to capture the fact that fall-rise is licensed on partial and indirect
responses to questions, but not on complete answers, it is necessary to have a
model of discoursethat has somethingto say about the effect of questions. The
proposal of Groenendijk 1999 is particularly appedling, as it gives an elegant
treatment of question updates that is compatible with a standard treatment of
assertion. Thisanaysisis essentially adynamic version of the partitiontheory of
question meanings(Groenendijk & Stokhof 1984, 1994), in which a questionis
interpreted as a partitioned set of worlds, where each cell of the partition
corresponds to one possible complete answer. In Groenendijk 1999, the
Stalnakerian context set, or set of worldsin which all of the propositionsin the
common ground are true, is replaced by a partitioned set of worlds — formaly,
an equivalence relation on worlds. The updates for declaratives and
interrogativesin thisapproach are given in (26) and (27), respectively. Note that
¢! is a metavariable ranging over declarative formulag, and ¢? ranges over
interrogative formula. A declarative formula denotes a truth value, and an
interrogativeformula denctes a proposition, namely the complete true answer to
the questionrelative to aworld.

(26)  Clot] = {<wy>< C|[[@]"=[[e']' =1}
(27)  Cl971 = {<wy> e C| [[o?]" = [[¢?]1} (p. 113)

The declarative update in (26) eliminates worlds firom the context by limiting
the equivaencerelationto pairs of worldsin which the declarativeis true. The
interrogativeupdate in (27) sets up a potentially nontrivia partition by limiting
the equivalencerelationto pairs of worldsin which the answer to the questionis
the same. Worlds in which the answer to the questionis different will no longer
be related —they will belong to different cellsof the partitioned set of worlds.

This approach provides a straightforward way to characterize the question-
answer contexts in which fall-riseis licensed, namely, on partial answers and
indirect responses. In these cases, the partition set up by a previous question is
not reduced to asinglecell. Let us define a context as neutral if the equivalence
relation defines a single-celled partition. In other words, the context is neutral if
any two worlds in the domain of the equivalencerelationare also related to each
other, that is, belongto the same cell of the partitioned set of worlds.

(28) A contextisneutral iff Vw,y e W:
(<W,W> e CA=py=e C) —<wyr e C

Fall-rise is licensed in the opposite case, when the update of the declarative
leavesthe context in a non-neutral state.



3.2 0On Fall-Risein Declar ativeContexts

The second generdlization to capture is the Nonentailment Condition, which
holdsfor fall-rise in all-declarativecontexts. A standard Stalnakerian model of
the context does not provide enough information to capture the Nonentailment
Condition. On the standard view, the context consists only of the context set.
Once the content of a proposition has been added to the context, it is not
possible to refer back to that proposition. But the Nonentailment Condition
specifically refersto the content of the previousutterance. It seemsthat we need
more information than isencoded in astandard model of discourse.

One obvious alternative is to assume that the context includes a record of
everything that has been said. Indeed, some work on information structure has
suggested that we need access not only to a record of the propositional content
of previous utterances, but also to their syntactic structure (see, e.g., Aloni &
van Rooy 2002, Biiring 2000). But thisisfar more information than is necessary
for the problem a hand. There is no evidence that we need access to the
syntactic structure of previous utterances, nor do we appear to need accessto the
content of more than one previousutterance.

The model of discourse proposed in Gunlogson 2001 provides just the
information that we need, and no more. In this model, the Stalnakerianapproach
is enriched by separating the commitments of the discourse participants. the
context set is replaced by two or more sets of worlds, each corresponding to the
"commitments” (roughly, public beliefs) of one discourse participant. A falling
(or faling-rising) declarative is proposed to affect the speaker's commitment
set, but not the addressee's, as shown below.

(29)  Gunlogson's context: Let the context €y my be <cs ce5, where:
a. A and B are discourseparticipants
b. es4 of Cpomy = (W & W: the propositionsrepresenting A's public
beliefsaretrue of w)
C. csp Of Cpam = (w € W: the propositions representing B’s public
beliefsare true of w) (p. 43)
(30) C+ 8 =C’such that:
a. Cfﬁ“r!tlj = 'i'-'i'a,mff.-' ¥ Sdecl
b. cFaadiT ) = ciaanT) (p. 52)

Given this structure, it is no longer necessary for the Nonentailment Condition
to refer to the propositional content of a previous utterance. The acceptable uses
of fall-rise that we have seen have been responses to assertions by another
speaker. This suggests that the Nonentailment Condition can refer to the
addressee’'s commitment set rather than the content of the previous utterance.
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(31) Revised Nonentailrnent Condition:
Fall-rise is licensed on a declarativewith contentp i ffp does not entail
or contradi Gt c5zes-

The revised conditionis probably too strong, in that it rules out the use of fall-
rise on a statement that entails or contradicts any of the addressee's public
beliefs. Still, the revised conditionis lessarbitrary than the original version, and
beginsto explain the function of fall-rise. In the contexts in which the revised
condition holds, the participants have failed to reach an agreement about the
truth or falsity of a proposition, but have not contradicted one another — that is,
fall-riseis used when thereis still room for discussion about a proposition.

33 A Unified Account

The two conditionson fall-rise proposed above, taken separately, each providea
plausible explanation of the connection of fall-riseintonation to the state of the
context. However, the analysisis somewhat deceptive in that the conditions on
fall-rise in question-answer contextsand in all-declarativecontextsappear to be
unrelated. Thisis not an unavoidable result — in section 2.4 above, | suggested
that the Nonentailment Condition could describe the distribution of fall-rise in
all contexts, given appropriate assumptions about entailment relations between
guestionsand answers. What we need, then, isaway to unify the two conditions
on the use of fal-rise developed in the last two sections without losing an
explanation of how the conditionon fall-riseisrelated to pragmatic principles.

As a first step, let's assume a model of discourse that incorporates the
proposals of both Groenendijk 1999 and Gunlogson 2001. The context in this
"hybrid" model is defined in (32) below. The commitment sets proposed in
Gunlogson 2001 are simply replaced by equivalence relations (or partitioned
setsof worlds) & la Groenendijk 1999.

(32) Thecontext consistsof a pair of equivalencerelationson worlds,
<Rj, Rp>, such that:
a A and B are discourseparticipants.
b. <ww=e R, iff wiscondstent with A's public beliefs
c. <w,w> € Rpiff wisconsistentwith B's publicbeliefs

A preliminary version of the declarative update is shown in (33). This update
eliminates worlds from an equivalence relation as in Groenendijk's proposa
(see ex. (26)), but, following Gunlogson, operates only on the speaker's
equivalence relation. The interrogative update is given in (34). It creates
potentially nontrivial partitionsas in Groenendijk's proposal (see ex. (27)), but
operateson both the speaker's and the addressee's equivaence relaions.



(33)  “Rapr Rasar[97] = <Rggiy’, Raas = such that
8. Rege' = {<w,¥> & Rope| [[071]7 = [[071]"}
b. Rags” = {=w,¥> & Ragar | (197117 = [[971]"}
(34)  <Bspr Rasa™[9!] = <Rgpis’, Rager > such that
a Regy = {<w,v> £ Ry | [[@!11" = [[0!1]"= 1)
b- led-li = RAddr

In this modd of discourse, the two conditionson fal-rise are still unrelated.
The step that allows us to collapse the two conditions is a conception of
assertion due to William Ladusaw (p.c.). On Ladusaw’s view, assertion is
actually a two-step process of raising an issue and proposing a resolution of the
issue. (If we set aside complicationshaving to do with information packaging, it
is as if every assertion were prefaced with the corresponding polar
interrogative.) It is straightforward to implement this view in the model
proposed above. We need only redefine the update of declarativesasfollows:

(35) Declarative Update (final version):
<R, Ragar[9!] = “Bape’, Rage™ such that
a R’ = {<w,¥> & Repe| [911]" = [[!]]'=1)
b. Rager’ = {<mv= & Roae | [[01)]7 = [[!1"}

In (35), a declarative creates a two-celled partition in the addressee's
commitment set and eliminatesworlds from the speaker's commitment set — the
result of first updating the context with the corresponding polar interrogative
and then applying the original declarative update. Now, of course, declaratives
and interrogativeslook more similar. This approach suggeststhat both utterance
types can make the context "inquisitive”” in the sense of creating a nontrivial
partition. This setsthe stage for a simple condition on the use of fall-rise:

(36) A context C isinquisitiveif for at least one equivalence relation Ry of
C,Inv|<w,w>e RyA <v,v>e Ry A <w,v> & Ry.

(37) Conditionon Fall-Rise(final verson):
Fall-rise indicates that the context remains inquisitive.

The condition is meant to require that the context be inquisitive both before
and after the use of fal-rise. The inquisitive state may have any of severa
sources — | have explicitly claimed that declaratives and interrogatives both
createinquisitive contexts, and example (4) suggeststhat sufficient nonlinguistic
context might also support the inference of a relevant inquisitive context. The
requirement that the context remain inquisitive after the use of fal-rise captures
the restriction of fall-rise to partial and indirect answers, as well as the
Nonentailment Condition, in a way that makesthe functional motivation for the



use of fal-rise clear. It seems likely that there is some pressure to keep the
context in a non-inquisitive state as much as possible — that is, to answer
guestionsas they come up and agree on the truth of asserted propositions— and
it is not surprising to find a mechanism for marking a failure to return the
context to a non-inquisitivestate.

4 Conclusion

The proposed interpretation of fall-rise presented here raises new questions
about the relation of the proposal to the larger picture. One of these questionsis
to what extent the proposal developed here can be reintegrated with a theory of
information structure. The fall-rise contour is special in that it only containsone
overtly marked information structure congtituent, namely the topic. This
suggests the possibility that the generalizations that arose from a holistic
treatment of the fall-rise contour might actually apply more generally to
(contrastive) topics." One starting place for future research, then, is to contrast
the fal-rise contour with other complex contours to determine which
generalizations about fal-rise, if any, apply to topic congtituents in other
environments. There is aso room for work on dynamic analyses of other
intonational contours. In addition, the proposal offers an answer to one aspect of
the ""big question™ about the interpretation of intonation. | have argued that the
distribution of the fall-rise contour on English declarativesis best treated as the
reflection of adirect lirk between prosody and pragmatics, and have offered an
analysisof that link in a dynamic model of meaning.

Notes

*lam grateful for valuablecommentsfrom Donka Farkas, William Ladusaw, Geoffrey K. Pullum,
James Isaacs, ChristineGunlogson, the membersof the Winter 2002 Research Seminar a UC Santa
Cruz, and audiencesat LASC (Linguisticsat SantaCruz) 2002 and WECOL 2002. Research for this
paper wassupported by a Regent's Fellowship from the University of California, SantaCruz.
Capitalsindicate prominence.
* This observation is consistentwith Ladd's (1980) set-theoreticanalysis of similar facts, but Ward
& Hirschberg(1985) provideafew apparent counterexamples to the claim, suchas (i) below. The
counterexamplesare rareand often pragmatically strained.

(i) A: You needthree dependentsto get this deduction.
B: | have SEven.

Sinceexampleslike (i) appear to be marginal at best, | pursuean analysisthat doesnot allow for
them. A moreliberal analysismight allow discourse fragmentslike (i) by includinga mechanism for
certain typesof inference. For example, (iB) might be a responseto an inferred question like™ Do
you havethe right number of dependentsto get this deduction?*

* Not all speakersjudgefall-riseto be acceptableon responseslike (9B). However, Hedbergand
Sosa (2001) report that discoursefragments quitesimilar to (9) areattested in recordingsof public
radio broadcasts, including(i) below, which bearsfall-rise and isin responseto the assertionthat a
particular representation of Jesuswasunattractive.



i | don't find him unatTRACtive. (Hedberg & Sosds (20))
* Thi= speculationves inspired by John Esling's (jp2.) suggestion that the obsarvationsin section 2
o this paper might dso apply to faling-rising-falling contours.
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